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In this paper, an uplink pairwise Non-Orthogonal Multiple Access (NOMA) scenario using a mobile access point (AP) or an
unmanned aerial vehicle in the presence of a jamming attack is considered. To mitigate the influence of the jamming attack, a
joint power allocation and AP placement design is proposed. Accordingly, closed-form expressions of the overall outage probability
(OOP) and the individual outage probability (IOP) considering imperfect channel state information for each of the source nodes the
AP serves, are derived over Nakagami-m fading channels using dynamic decoding order and fixed pairwise power allocation. We
conduct an investigation of the effect of different parameters such as power allocation, source node placements, AP placement, target
rates, and jammer location on the OOP and the IOP performance. By adapting the power allocation and the AP placement to the
jamming attack, the communication reliability can be increased significantly compared to neglecting the presence of the jammer or
treating the jammer as noise. Since the malicious jammer and the AP have conflicting interests in terms of communication reliability,
we formulate a non-cooperative game for the two players considering their positions and the power allocation of the NOMA nodes
as their strategies and the OOP as utility function. We propose using hybrid simulated annealing - greedy algorithms to address the
joint power allocation and AP placement problem for the cases of both a fixed and a mobile jammer. Finally, the Nash equilibrium
points are obtained and then the UAV goes directly to this position and keeps staying there to save power consumption.

Index Terms—Dynamic decoding order, imperfect CSI, outage performance, UAV placement, pairwise NOMA, game theory,
metaheuristic optimization.

I. INTRODUCTION

RECENTLY, mobile access points (APs), i.e., APs
mounted on a mobile device, have been adopted in many

applications such as communication among mobile robots,
vehicles or unmanned aerial vehicle (UAV) aided networks [1],
[2]. Placing an AP on, e.g., a UAV brings several benefits in
terms of mobility and adaptive altitude, flexibility, adjustable
usage and effortless deployment. UAV based networks have
been considered as a promising solution for a wide range
of applications including both civil and military uses [2],
[3], e.g., healthcare [4], disaster communication [5], smart
factories [6] and precision agriculture [7]. However, this new
broader set of applications increases the requirements on ultra-
high reliability, low latency, and high connectivity [8], [9].
Delays caused by waiting for channel access, or reliability
problems due to collisions when several nodes are attempting
to access the channel at the same time, severely affect the
performance. In order to address these issues, Non-Orthogonal
Multiple Access (NOMA) is a potential solution for industrial
applications as well as for 6G and beyond [10]–[12]. As it
is shown in [13], NOMA can help improving both latency
and throughput compared to Orthogonal Multiple Access
(OMA). Pairwise NOMA can also be used in combination
with an existing multiple access technology like Time Division
Multiple Access (TDMA) to increase the number of nodes that
can get access to the channel at each time instance. Moreover,
in industrial automation, the NOMA-based systems in [14] are
shown to be more predictable and provide higher reliability
for the critical-service users than TDMA, even though the
performance of the best-effort user has to be sacrificed a
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little. However, due to the complex nature of the successive
interference cancellation (SIC) operation and the imperfect
SIC experienced in practice, the number of nodes that are
served simultaneously should not be too large [15], which
makes pairwise NOMA a more practical option considering
also hardware implementation [15], [16]. Therefore, using a
mobile AP or a UAV in pairwise NOMA is a potential solution
in many emerging scenarios of practical importance.

Although wireless networks offer a huge number of advan-
tages such as mobility, flexibility, scalability, lower cost and
less delay for installation and updating, wireless transmissions
are more vulnerable to jamming attacks due to the inherent
open nature of wireless communication [17]–[19]. In fact,
jamming and also co-operative attacks can severely interrupt
legitimate ongoing transmissions. As an example, National
Institute of Standards and Technology (NIST) reported a de-
tected vulnerability towards jamming attacks according to ”An
issue was discovered on ABUS Secvest FUAA50000 3.01.01
devices. Due to an insufficient implementation of jamming
detection, an attacker is able to suppress correctly received
RF messages sent between wireless peripheral components,
e.g., wireless detectors or remote controls, and the ABUS
Secvest alarm central. An attacker is able to perform a
”reactive jamming” attack.” [20]. Therefore, cyber-security in
terms of defeating jamming attacks has become urgent given
the strict application requirements [21]–[25]. Moreover, the
significant increase in the number of connected devices leads
to a situation where spectrum reuse and dense deployment
are unavoidable [26]. This in turn leads to different wireless
networks interfering with others. Therefore, interference man-
agement must be considered [27]–[29] and, more importantly,
the system models must take jamming attacks in terms of any
type of interference or malicious jamming into account.

In the literature, anti jamming attacks have attracted a
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lot of attention from researchers in both civil and military
applications, e.g., [18]. However, there are rather few previous
studies on anti jamming attacks and how they affect the
outage performance, especially in networks relying on power
allocation and channel estimation like NOMA. In [19], [30],
a cooperative attack between a malicious jammer and an
eavesdropper is introduced in the context that the locations
of all nodes are fixed. However, these works do not show
how to choose the power allocation while dealing with the
jamming attack to maximize the communication reliability.
To alleviate a harmful jamming attack, the authors in [31]
introduce a novel anti jamming precoding design with the
constraint of minimizing the total transmit power, in which
all nodes have fixed locations as well. In real scenarios,
jammers are also smart and can change their positions to
effectively defeat the legal communication system, but the
aforementioned publications only considered fixed jammers’
placement [32]–[36]. It should also be noted that these fixed
positions are not optimal for the jammers. Moreover, the UAV
can also adapt to change its placement to mitigate jamming
[37], [38]. However, no previous work has considered the UAV
placement as a part of the strategy to defeat a jamming attack
in pairwise NOMA. Note that for downlink scenarios, when
the UAV acts as transmitter, the UAV placement can be derived
quite trivially even in a jamming scenario since the goal is to
maximize the reliability for the source node most affected by
the jammer. However, in the uplink, when the UAV acts as
receiver, the power allocation and the UAV placement are non-
trivial and both very important to mitigate a jamming attack.
Hence, this paper focuses on uplink pairwise NOMA.

In this paper we target industrial wireless networks, where
reliability and latency requirements have higher priority than
others, e.g., throughput and power consumption [39]. If the
transmitted packets do not reach the destinations before the
deadline with a given reliability level, problems with safety
and functional requirements occur. At the system level, dead-
line misses can cause the applications to fail, leading to
economic loss or serious safety problems. Therefore, in this
paper, the outage probabilities consisting of both individ-
ual outage probability (IOP) and overall outage probability
(OOP) are used to evaluate the communication reliability of
the legitimate wireless UAV communication system in the
presence of a jamming attack in uplink pairwise NOMA.
Further, since both source nodes are served simultaneously
in uplink pairwise NOMA, user fairness is also an important
performance measure. While the OOP can be used to evaluate
the performance of larger wireless networks supporting short-
term user fairness, the IOP is best suited for evaluating the
communication reliability of individual nodes. In [16], the
OOP is derived with perfect channel state information (CSI)
and without a jamming attack, and it is noted that if there
exists any type of interferer which can be considered as noise,
the OOP can be obtained directly from the OOP in [16].
However, in the presence of a jamming attack, the OOP cannot
be derived directly from the obtained OOP in [16] because
there exists multipath fading between the UAV and the jammer.
Moreover, the estimated CSIs at the UAV are imperfect in
this situation. Thus, new closed-form expressions are needed

specifically for the case of a jamming attack.
The aforementioned problems motivate us to look at a

joint power allocation and UAV location design taking all
node placements, the jammer location, the power allocation
strategy and imperfect CSI into account, while using a dy-
namic decoding order and a fixed pairwise power allocation
scheme to maximize the communication reliability of the legal
wireless communication system. Moreover, the conflicting
interests between the malicious jammer and the UAV based
on their purposes can be formulated as a competition game
to provide more insightful discussions on how to meet the
strict reliability requirements for specific applications as well
as making suitable pairs of source nodes. Consequently, the
main contributions of this work can be summarized as follows:
• Taking the jamming attack and imperfect CSI into ac-

count, the exact closed-form expressions of both OOP
and IOP for each source node are derived.

• Using these closed-form expressions, an investigation of
the effect of some parameters on the OOP and IOP
such as power allocation, source node placements, UAV
placement, target rates, and jammer location is conducted.
Moreover, we show that by tuning the power allocation
and the UAV placement in accordance to the jamming
attack, the communication reliability is improved signifi-
cantly compared to neglecting the presence of the jammer
or treating the jammer as noise.

• By formulating a competition game between the UAV
and the jammer considering their positions and power
allocation to the NOMA nodes as their strategies and
the OOP as a utility function, we show that eventually a
Nash equilibrium will be reached in both the fixed and
the mobile jammer scenarios.

• To attain the equilibrium points as well as optimal power
allocation and UAV placement under the strict timing
constraint, we propose a set of hybrid Simulated Anneal-
ing (SA)-Greedy algorithms.

The rest of this paper is organized as follows: The system
model is described in Section II. Then, Section III presents the
calculation of the OOP and IOP for each source node in uplink
pairwise NOMA. Thereafter, a joint power allocation and UAV
placement design for both fixed and mobile jammer scenarios
is provided in Section IV, in which non-cooperative games are
formulated for both scenarios of using a fixed and a mobile
jammer. Next, numerical results and discussions are presented
in Section V. Finally, Section VI concludes the paper.

II. SYSTEM MODEL

In industrial applications, wireless networks and other in-
frastructure are designed, positioned, and controlled by the
organizations owning them. In other words, jamming attacks
appearing inside the legitimate area are less likely and are
handled by other types of physical protection like fences or
walls. Hence, jammers are typically restricted to staying at any
place outside of the border to attack the legal communication
system. Still, the situation when both source nodes and a
smart jammer are staying close to the border, may dramatically
degrade the communication reliability.
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Fig. 1. A scenario of jamming attack in both uplink and downlink NOMA
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Dealing with a jamming attack in uplink NOMA is different
compared to downlink. Consider the example of a jamming
attack including a mobile AP, two source nodes with fixed
positions, and a mobile jammer, in which the legitimate area
is protected inside of the border as shown in Fig. 1. Note that
S1 is located close to the border, while the another source
node stays far away from the border. In downlink NOMA, the
AP should stay close to S1 to make the channel between the
AP and S1 better, e.g., the UAV should stay on top of S1
[40]. In contrast, in uplink NOMA, the AP is the receiver and
if it should stay close to S1 in this case, it would be bad as
this is the position most affected by the jammer. Whereas the
UAV placement can be derived quite trivially for jamming in
the downlink, the power allocation and the AP placement are
both very important to mitigate a jamming attack in uplink
NOMA.

We therefore consider a system consisting of two source
nodes Si, i ∈ {1, 2} communicating with a mobile AP, or a
UAV, in uplink pairwise NOMA, Fig. 2. There also exists
a malicious jammer J generating jamming signal over all
channels to attack the UAV. Note that an interferer located
nearby the system can also be modeled as a jammer, but
operating with very low transmit power, e.g., 1mW. Here, h
is the distance between the UAV and the plane consisting of
both source nodes and the jammer. To have a generic model
for the channels between the AP and other nodes, we use a
channel model considering both fading and path-loss [41]–
[43]. Accordingly, channels between the UAV and Si and

between J and the UAV are g̃i = gi√
1+d

ζi
i

and g̃J = gJ√
1+d

ζJ
J

[42], respectively. Here, the channel coefficients gi and gJ are
assumed to be Nakagami-m fading, modeling a large number
of wireless channels by adjusting its parameters, e.g. Rayleigh
fading with m = 1, Rician fading with parameter K when
m = (K+1)2

2K+1 [44]. di and dJ are the distances between the
UAV and Si and between J and the UAV, respectively; ζi
and ζJ are the path-loss exponents of the channel between
Si and the UAV and between the UAV and J , respectively.
We consider that all users operate in half-duplex mode with a
single antenna. Moreover, the UAV, Si, and J are located at
(xu, yu, h), (xi, yi, 0), and (xJ , yJ , 0), respectively. We also
assume that both users are located in the isolated area, while
the jammer is only allowed to appear outside of the border,
Fig. 2. Accordingly, the distance between the UAV and Si and
the UAV and J can be expressed as follows:

di =

√
h2 + (xi − xu)

2
+ (yi − yu)

2
, (1)

dJ =

√
h2 + (xJ − xu)

2
+ (yJ − yu)

2
. (2)

In this work we take imperfect CSI into account. The
channel coefficients between the UAV and Si using linear
minimum mean square error are represented as gi = ĝi + ei.
Therefore, the channels between the UAV and Si can be given
as

g̃i =
ĝi + ei√
1 + dζii

, (3)

where ĝi and ei ∼ CN(0, σ2
i ) are the estimated channel

coefficient and channel estimation error, respectively. It is
noticed that ĝi and ei are uncorrelated. This is because of the
orthogonality principle of linear minimum mean square error
algorithm. Furthermore, the channels between the UAV and
Si and the UAV and J follow Nakagami-m fading, therefore
channel gains |ĝi|2 and |gJ |2 can also be characterized by
a Gamma distribution with unit mean and shape mi and
mJ , respectively. Here, we only consider that the channel
estimation errors are fixed and independent compared to the
average signal-to-noise ratio (SNR).

Following the channel estimation error mode in [45], the
received signal at the UAV can be represented as follows:

y =
2∑
i=1

ĝi + ei√
1 + dζii

√
Pizi +

gJ√
1 + dζJJ

√
PJ zJ + n, (4)

where P , PJ , Pi, zi, zJ , and n are the total transmit power
of both source nodes, transmit power of the jammer, power
allocation level for each source node Si, uplink signal of
Si, noise signal of the jamming attack, and additive white
Gaussian noise at the UAV modeled as n ∼ CN(0, σ2

0),
respectively. Note that P1 + P2 = P . Moreover, the UAV
adopts the estimated channel coefficients between the UAV
and Si to decide on decoding order.

In both uplink and downlink NOMA, the authors in [46]
show that power allocation plays an important role and affects
the system performance significantly. They also clarify that the
power allocation significantly influences the decoding order
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in downlink NOMA, while the decoding order in uplink
NOMA is decided based on both the power allocation and
the channel gains. Moreover, a dynamic decoding order offers
higher reliability compared to a fixed decoding order [16],
[47], [48]. Therefore, we use the dynamic decoding order and
fixed pairwise power allocation scheme proposed in [16] in
this work, to reduce the complexity of the communication
protocol without degrading the OOP. Define hi = ρi|ĝi|2,
ρi = P

Wσ2
0

(
1+d

ζi
i

) , hJ = ρJ |gJ |2, ρJ = PJ

Wσ2
0

(
1+d

ζJ
J

) ,

where W is the system bandwidth. With h1 ≥ h2, S1’s signal
is decoded directly by considering both S2’s signal and J ’s
signal as interference and then subtracted by SIC from the
received signal y before decoding S2’s signal treating J ’s
signal as interference. Accordingly, the received signal-to-
interference-plus-noise ratios (SINRs) at the UAV to decode
z1 and z2 can be represented as follows:

γ1 =
µ1h1

µ2h2 + hJ + µ1σ2
1ρ1 + µ2σ2

2ρ2 + 1
, (5)

γ2 =
µ2h2

hJ + µ1σ2
1ρ1 + µ2σ2

2ρ2 + 1
, (6)

where 0 < µi < 1 is the power allocation factor for Si, µ1 +
µ2 = 1. In contrast, with h1 < h2, S2’s signal is decoded first
before decoding S1’s signal, thus the received SINRs at the
UAV to decode z2 and z1 can be formulated as

γ
′

2 =
µ
′

2h2
µ
′
1h1 + hJ + µ

′
1σ

2
1ρ1 + µ

′
2σ

2
2ρ2 + 1

, (7)

γ
′

1 =
µ
′

1h1
hJ + µ

′
1σ

2
1ρ1 + µ

′
2σ

2
2ρ2 + 1

, (8)

where 0 < µ
′

i < 1 is the power level for Si, µ
′

1 +µ
′

2 = 1. It is
noticed that

(
µ
′

1, µ
′

2

)
is able to be different from (µ1, µ2). To

inform the two sources about which fixed power allocation to
use, the UAV can , e.g., employ individual control channels
[49]. This process is much less complex compared to sending
the power allocation factors as payload data.

III. OUTAGE PERFORMANCE ANALYSIS

In this section, we analyze situations when an event of
outage occurs and consequently derive the exact closed-form
expressions of both OOP and IOP for each source node. The
detailed calculation refers to the theorem given in Appendix
2.

A. Overall Outage Probability

The system is in outage when at least one signal of
the two source nodes is not decoded correctly at the UAV.
Accordingly, the OOP can be determined as follows:

p = 1− I1 − I2, (9)

in which I1 is the joint probability of successful decoding
S1’s signal treating other signals including S2’s signal and
J ’s signal as interference and then removing S1’s signal from
the received signal y before decoding correctly the S2’s signal
with interference of J at the UAV in the case of h1 ≥ h2. In

contrast, I2 is the joint probability of correct decoding S2’s
signal considering S1’s signal and J ’s signal as interference
and then subtracting S2’s signal from the received signal y
before decoding exactly the S1’s signal treating J ’s signal as
interference at the UAV when h1 < h2. Consequently, I1 and
I2 are defined as follows:

I1 = Pr {(γ1 ≥ A1) ∩ (γ2 ≥ A2) ∩ (h1 ≥ h2)}

= Pr

{(
µ1h1

µ2h2 + hJ + a0
≥ A1

)
∩ (h1 ≥ h2)

∩
(

µ2h2
hJ + a0

≥ A2

)}
, (10)

I2 = Pr
{(
γ
′

1 ≥ A1

)
∩
(
γ
′

2 ≥ A2

)
∩ (h1 < h2)

}
= Pr

{(
µ
′

1h1
hJ + b0

≥ A1

)
∩ (h1 < h2)

∩

(
µ
′

2h2
µ
′
1h1 + hJ + b0

≥ A2

)}
, (11)

where a0 = µ1σ
2
1ρ1+µ2σ

2
2ρ2+1 and b0 = µ

′

1σ
2
1ρ1+µ

′

2σ
2
2ρ2+

1, A1 = 2
R1th
W − 1, A2 = 2

R2th
W − 1, in which R1th and

R2th are the target rates of S1 and S2, respectively. Taking all
possible cases into account, we can re-write the probabilities
I1 and I2 as follows:

I1 =

{
I10 µ2A1 ≥ µ1

I11 + I12 otherwise , (12)

I2 =

{
I20 µ

′

1A2 ≥ µ
′

2

I21 + I22 otherwise
, (13)

in which I10, I11, I12, I20, I21, and I22 are given as

I10 = Pr

{
(h1 ≥ a1h2 + a2hJ + a3)
∩ (h2 ≥ a4hJ + a5)

}
, (14)

I11 = Pr

 (h2 ≤ a6hJ + a7)
∩ (h2 ≥ a4hJ + a5)
∩ (h1 ≥ a1h2 + a2hJ + a3)

 , (15)

I12 = Pr

{
(h1 ≥ h2) ∩ (h2 ≥ a4hJ + a5)
∩ (h2 > a6hJ + a7)

}
, (16)

I20 = Pr

{
(h2 ≥ b1h1 + b2hJ + b3)
∩ (h1 ≥ b4hJ + b5)

}
, (17)

I21 = Pr

 (h2 ≥ b1h1 + b2hJ + b3)
∩ (h1 ≥ b4hJ + b5)
∩ (h1 ≤ b6hJ + b7)

 , (18)

I22 = Pr

{
(h2 > h1) ∩ (h1 ≥ b4hJ + b5)
∩ (h1 > b6hJ + b7)

}
, (19)

where a1 = µ2A1

µ1
, a2 = A1

µ1
, a3 = A1a0

µ1
, a4 = A2

µ2
,

a5 = a0A2

µ2
, a6 = A1

µ1−µ2A1
, a7 = A1a0

µ1−µ2A1
, b1 =

A2µ
′
1

µ
′
2

,

b2 = A2

µ
′
2

, b3 = b0A2

µ
′
2

, b4 = A1

µ
′
1

, b5 = b0A1

µ
′
1

, b6 = A2

µ
′
2−A2µ

′
1

,

b7 = b0A2

µ
′
2−A2µ

′
1

. In fact, the closed-form expressions of I11,
I12, I21, and I22 cannot be derived by directly applying the
Theorem 2. Therefore, we use Venn diagrams to separate them
into some sub-cases. Then I10, I11, I12, I20, I21, and I22 are
derived in the following lemma.
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Lemma 1. Given that hi ∼ G
(
mi,

ρi
mi

)
and hJ ∼

G
(
mJ ,

ρJ
mJ

)
, the closed-form expressions of I10, I11, I12,

I20, I21, and I22 can be obtained as follows:

I10 =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−m1ρ
−1
1 a3−B1a5

Γ(mJ )Γ(m2)

×
m1−1∑
i=0

(
m1ρ

−1
1

)i
i!

i∑
j=0

(
i

j

)
aj1Γ (m2 + j)

Bm2+j
1

i−j∑
k=0

ai−j−k3 ak2

×
(
i− j
k

)m2+j−1∑
l=0

Bl1
l!

l∑
q=0

(
l

q

)
al−q5 aq4

Γ (mJ + k + q)

BmJ+k+q
2

,

(20)

I11 =


I11a a5 < a7, x1 ≤ 0
I11b a5 ≥ a7, x1 > 0
0 a5 ≥ a7, x1 ≤ 0
I11a − I11b a5 < a7, x1 > 0

, (21)

in which I11a, and I11b are given as

I11a = I10 −
(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−m1ρ
−1
1 a3−B1a7

Γ(mJ )Γ(m2)

×
m1−1∑
i=0

(
m1ρ

−1
1

)i
i!

i∑
j=0

(
i

j

)
aj1Γ (m2 + j)

Bm2+j
1

i−j∑
k=0

ai−j−k3 ak2

×
(
i− j
k

)m2+j−1∑
l=0

Bl1
l!

l∑
q=0

(
l

q

)
al−q7 aq6

Γ (mJ + k + q)

BmJ+k+q
3

,

(22)

I11b =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−m1ρ
−1
1 a3−B1a5

Γ(mJ )Γ(m2)

×
m1−1∑
i=0

(
m1ρ

−1
1

)i
i!

i∑
j=0

(
i

j

)
aj1Γ (m2 + j)

Bm2+j
1

i−j∑
k=0

ai−j−k3 ak2

×
(
i− j
k

)m2+j−1∑
l=0

Bl1
l!

l∑
q=0

(
l

q

)
al−q5 aq4

Γ (mJ + k + q,B2x1)

BmJ+k+q
2

−
(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−m1ρ
−1
1 a3−B1a7

Γ(mJ )Γ(m2)

×
m1−1∑
i=0

(
m1ρ

−1
1

)i
i!

i∑
j=0

(
i

j

)
aj1Γ (m2 + j)

Bm2+j
1

i−j∑
k=0

ai−j−k3 ak2

×
(
i− j
k

)m2+j−1∑
l=0

Bl1
l!

l∑
q=0

(
l

q

)
al−q7 aq6

Γ (mJ + k + q,B3x1)

BmJ+k+q
3

,

(23)

I12 =


I12a a5 ≥ a7, x1 ≤ 0
I12b a5 < a7, x1 ≤ 0
I12a −Q1 a5 ≥ a7, x1 > 0
I12b +Q1 a5 < a7, x1 > 0

, (24)

in which I12a, I12b and Q1 are given as

I12a =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−B4a5

Γ(mJ )Γ(m2)

×
m1−1∑
j=0

(
m1ρ

−1
1

)j
Γ (m2 + j)

j!Bm2+j
4

m2+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
aq4a

l−q
5

Γ (mJ + q)

BmJ+q
5

, (25)

I12b =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−B4a7

Γ(mJ )Γ(m2)

×
m1−1∑
j=0

(
m1ρ

−1
1

)j
Γ (m2 + j)

j!Bm2+j
4

m2+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
aq6a

l−q
7

Γ (mJ + q)

BmJ+q
6

, (26)

Q1 =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−B4a5

Γ(mJ )Γ(m2)

×
m1−1∑
j=0

(
m1ρ

−1
1

)j
Γ (m2 + j)

j!Bm2+j
4

m2+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
aq4a

l−q
5

Γ (mJ + q,B5x1)

BmJ+q
5

−
(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−B4a7

Γ(mJ )Γ(m2)

×
m1−1∑
j=0

(
m1ρ

−1
1

)j
Γ (m2 + j)

j!Bm2+j
4

m2+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
aq6a

l−q
7

Γ (mJ + q,B6x1)

BmJ+q
6

, (27)

I20 =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−m2ρ
−1
2 b3−B7b5

Γ(mJ )Γ(m1)

×
m2−1∑
i=0

(
m2ρ

−1
2

)i
i!

i∑
j=0

(
i

j

)
bj1Γ (m1 + j)

Bm1+j
7

i−j∑
k=0

bi−j−k3 bk2

×
(
i− j
k

)m1+j−1∑
l=0

Bl7
l!

l∑
q=0

(
l

q

)
bl−q5 bq4

Γ (mJ + k + q)

BmJ+k+q
8

,

(28)

I21 =


I21a b5 < b7, x2 ≤ 0
I21b b5 ≥ b7, x2 > 0
0 b5 ≥ b7, x2 ≤ 0
I21a − I21b b5 < b7, x2 > 0

, (29)
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in which I21a and I21b are given as

I21a = I20 −
(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−m2ρ
−1
2 b3−B7b7

Γ(mJ )Γ(m1)

×
m2−1∑
i=0

(
m2ρ

−1
2

)i
i!

i∑
j=0

(
i

j

)
bj1Γ (m1 + j)

Bm1+j
7

i−j∑
k=0

bi−j−k3 bk2

×
(
i− j
k

)m1+j−1∑
l=0

Bl7
l!

l∑
q=0

(
l

q

)
bl−q7 bq6

Γ (mJ + k + q)

BmJ+k+q
9

,

(30)

I21b =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−m2ρ
−1
2 b3−B7b5

Γ(mJ )Γ(m1)

×
m2−1∑
i=0

(
m2ρ

−1
2

)i
i!

i∑
j=0

(
i

j

)
bj1Γ (m1 + j)

Bm1+j
7

i−j∑
k=0

bi−j−k3 bk2

×
(
i− j
k

)m1+j−1∑
l=0

Bl7
l!

l∑
q=0

(
l

q

)
bl−q5 bq4

Γ (mJ + k + q,B8x2)

BmJ+k+q
8

−
(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−m2ρ
−1
2 b3−B7b7

Γ(mJ )Γ(m1)

×
m2−1∑
i=0

(
m2ρ

−1
2

)i
i!

i∑
j=0

(
i

j

)
bj1Γ (m1 + j)

Bm1+j
7

i−j∑
k=0

bi−j−k3 bk2

×
(
i− j
k

)m1+j−1∑
l=0

Bl7
l!

l∑
q=0

(
l

q

)
bl−q7 bq6

Γ (mJ + k + q,B9x2)

BmJ+k+q
9

,

(31)

I22 =


I22a b5 ≥ b7, x2 ≤ 0
I22b b5 < b7, x2 ≤ 0
I22a −Q2 b5 ≥ b7, x2 > 0
I22b +Q2 b5 < b7, x2 > 0

, (32)

in which I22a, I22b, and Q2 are given as

I22a =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−B4b5

Γ(mJ )Γ(m1)

×
m2−1∑
j=0

(
m2ρ

−1
2

)j
Γ (m1 + j)

j!Bm1+j
4

m1+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
bq4b

l−q
5

Γ (mJ + q)

BmJ+q
10

, (33)

I22b =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−B4b7

Γ(mJ )Γ(m1)

×
m2−1∑
j=0

(
m2ρ

−1
2

)j
Γ (m1 + j)

j!Bm1+j
4

m1+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
bq6b

l−q
7

Γ (mJ + q)

BmJ+q
11

, (34)

Q2 =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−B4b5

Γ(mJ )Γ(m1)

×
m2−1∑
j=0

(
m2ρ

−1
2

)j
Γ (m1 + j)

j!Bm1+j
4

m1+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
bq4b

l−q
5

Γ (mJ + q,B10x2)

BmJ+q
10

−
(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−B4b7

Γ(mJ )Γ(m1)

×
m2−1∑
j=0

(
m2ρ

−1
2

)j
Γ (m1 + j)

j!Bm1+j
4

m1+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
bq6b

l−q
7

Γ (mJ + q,B11x2)

BmJ+q
11

, (35)

where B1 = m2ρ
−1
2 +m1ρ

−1
1 a1, B2 = mJ ρ

−1
J +m1ρ

−1
1 a2 +

B1a4, B3 = mJ ρ
−1
J + m1ρ

−1
1 a2 + B1a6, B4 = m2ρ

−1
2 +

m1ρ
−1
1 , B5 = mJ ρ

−1
J + B4a4, B6 = mJ ρ

−1
J + B4a6,

B7 = m1ρ
−1
1 +m2ρ

−1
2 b1, B8 = mJ ρ

−1
J +m2ρ

−1
2 b2 +B7b4,

B9 = mJ ρ
−1
J + m2ρ

−1
2 b2 + B7b6, B10 = mJ ρ

−1
J + B4b4,

B11 = mJ ρ
−1
J + B4b6, x1 = a5−a7

a6−a4
, x2 = b5−b7

b6−b4 .
(
n
k

)
=

n!
k!(n−k)! is the binomial coefficient. Γ (m,µ) =

∞∫
µ

tm−1e−µdt

and Γ(m) =
∞∫
0

tm−1e−tdt are the upper incomplete Gamma

function and Gamma function, respectively.

Proof. See Appendix VI-A.

B. Individual Outage Probability

The UAV fails in decoding S1’s signal when either of the
following three disjoint cases occurs: (i) The UAV cannot
decode S1’s signal correctly by considering S2’s signal and
J ’s signal as interference when h1 ≥ h2; (ii) S2’s signal
is decoded unsuccessfully by considering both signals from
S1 and J as interference when h1 < h2; (iii) S2’s signal is
decoded correctly and subtracted by SIC when h1 < h2, but
the UAV is still unable to decode S1’s signal. Accordingly, the
IOP of S1 can be expressed as follows:

p1 = 1− I8 − I2, (36)

in which I8 is calculated as

I8 = Pr {(γ1 ≥ A1) ∩ (h1 ≥ h2)}

=

{
I8a µ2A1 ≥ µ1

I8b otherwise , (37)

where

I8a = Pr {h1 ≥ a1h2 + a2hJ + a3} , (38)
I8b = Pr {(h1 ≥ a1h2 + a2hJ + a3) ∩ (h1 ≥ h2)} , (39)

I8a and I8b are derived in the following lemma.
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Lemma 2. The closed-form expression of the probability I8a
and I8b can be expressed as follows:

I8a =

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−m1ρ
−1
1 a3

Γ(mJ )Γ(m2)

×
m1−1∑
i=0

(
m1ρ

−1
1

)i
i!

i∑
j=0

(
i

j

)
aj1

i−j∑
k=0

ai−j−k3 ak2

×
(
i− j
k

)
Γ (m2 + j)

Bm2+j
1

Γ (mJ + k)

BmJ+k
12

, (40)

I8b = I8a + I11a − I10

+

(
m2ρ

−1
2

)m2
(
mJ ρ

−1
J
)mJ

e−B4a7

Γ(mJ )Γ(m2)

×
m1−1∑
j=0

(
m1ρ

−1
1

)j
Γ (m2 + j)

j!Bm2+j
4

m2+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
aq6a

l−q
7

Γ (mJ + q)

BmJ+q
13

, (41)

where B12 = mJ ρ
−1
J +m1ρ

−1
1 a2 and B13 = mJ ρ

−1
J +B4a6.

Proof. See Appendix VI-B.

Similar to how it is calculated the IOP for S1, the IOP of
S2 can be represented as

p2 = 1− I9 − I1, (42)

in which I9 is given as

I9 = Pr
{(
γ
′

2 ≥ A2

)
∩ (h1 < h2)

}
=

{
I9a µ

′

1A2 ≥ µ
′

2

I9b otherwise
, (43)

where

I9a = Pr {h2 ≥ b1h1 + b2hJ + b3} , (44)
I9b = Pr {(h2 ≥ b1h1 + b2hJ + b3) ∩ (h2 > h1)} , (45)

I9a and I9b are calculated in the following lemma.

Lemma 3. The closed-form expression of the probability I9
can be given as follows:

I9a =

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−m2ρ
−1
2 b3

Γ(mJ )Γ(m1)

×
m2−1∑
i=0

(
m2ρ

−1
2

)i
i!

i∑
j=0

(
i

j

)
bj1

i−j∑
k=0

bi−j−k3 bk2

×
(
i− j
k

)
Γ (m1 + j)

Bm1+j
7

Γ (mJ + k)

BmJ+k
14

, (46)

I9b = I9a + I21a − I20

+

(
m1ρ

−1
1

)m1
(
mJ ρ

−1
J
)mJ

e−B4b7

Γ(mJ )Γ(m1)

×
m2−1∑
j=0

(
m2ρ

−1
2

)j
Γ (m1 + j)

j!Bm1+j
4

m1+j−1∑
l=0

Bl4
l!

×
l∑

q=0

(
l

q

)
bq6b

l−q
7

Γ (mJ + q)

BmJ+q
15

, (47)

where B14 = mJ ρ
−1
J +m2ρ

−1
2 b2 and B15 = mJ ρ

−1
J +B4b6.

Proof. See Appendix VI-C.

IV. JOINT POWER ALLOCATION AND UAV PLACEMENT
DESIGN

In this section, a joint power allocation and UAV placement
design are interpreted for both scenarios of the fixed and mo-
bile jammers. Then, a competition game involving two players,
the UAV and the smart jammer, is formulated. Eventually, the
complexities of the proposed algorithms are analyzed.

Theoretically, accurate calculation of the power allocation
and UAV placement can be done when having obtained the
OOP as follows: (i) find the roots of the first differentiation
of the OOP, (ii) compare between the limit points and the
obtained roots to find the final solution. However, due to
the complexity of the OOP, closed-form expressions of the
first differentiation of the OOP and its roots are infeasible
to obtain. Another way to find the discretized optimal power
allocation and UAV placement is by performing exhaustive
search [50], i.e., calculating all possible solutions in terms of
the power allocation and UAV placement to find the optimal
ones. However, this search takes a long time. Thus, in this
work we propose a set of hybrid SA-greedy algorithms.

Further, it has been shown that the power consumption
of wireless communication and of hovering is much smaller
compared to the power consumption of the UAV moving [51],
[52]. Hence, to decrease the power consumption, the UAV
should find the optimal placement fast and go there directly.
Otherwise, in the case of being jammed, if the UAV uses
mobility, i.e., moving along following the jammer, to control
the situation, the jammer can adopt a tactic of just running
around to drain the UAV’s power.

A. Scenario I: Fixed Jammer

In this scenario, the jammer location is fixed, e.g., any
interferer working at the same frequency band with the legal
system can be considered as a jammer. If the UAV detects
a jamming attack from a malicious jammer and then also
estimates the jammer’s location, e.g., using a method proposed
in [38], [53], [54], it has the capability to move to an
optimal position combining with optimal power allocation to
mitigate the effects of jamming attacks. It is noticed that
the main objective of the UAV is to provide the required
communication reliability. In this situation, the optimization
problem is formulated based on the OOP in (9) as follows:
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PI = min
µ1,µ

′
1,xu,yu

p
(
µ1, µ

′

1, xu, yu

)
(48a)

subject to: 0 < µ1 < 1 (48b)

0 < µ
′

1 < 1 (48c)
xumin ≤ xu ≤ xumax (48d)
yumin ≤ yu ≤ yumax (48e)

in which both constraints of (48b) and (48c) are related to
the power allocation factors as mentioned in section II. The
constraints of (48d) and (48e) are for the location of the UAV
with fixed altitudes. This is because the UAV is only allowed
to move inside of the legal area and therefore xumin, xumax,
yumin, and yumax are determined based on the border. Note
that xJ and yJ are fixed and outside of the border.

Due to the fact that the OOP function is a complex function
with many input parameters as presented in section III, it is
very complex to find the exact solution for the optimal values
of power allocation and UAV placement minimizing the OOP.
Moreover, parameters such as path-loss exponents and shapes
mi and mJ between the UAV and other nodes can change
following the location of each node. On the other hand, meta-
heuristics can provide appropriate methods to find the best
solution within the time constraints. Therefore, we propose an
algorithm using a hybrid SA-Greedy to find the optimal power
allocation and UAV placement. In [55], the author shows that
the global minimum can be obtained with the SA method
by changing temperature parameter and cooling schedule to
break out of the local minimum. However, the SA method
can take a huge number of iterations for convergence. On the
other hand, the Greedy method can reach the local minimum
faster when the initial solution is close to the local minimum
[55]. Therefore, we propose a hybrid SA-Greedy algorithm
following two steps: (i) The SA method is used first for
searching for the global minimum. The number of iterations
can be reduced significantly when the obtained results have
a light fluctuation around the global minimum; and (ii) The
Greedy method is then employed to find the final global
minimum. The main idea of the Greedy method is that the
algorithm finds the direction of the steepest descent at each
step to go until reaching the local minimum to minimize the
cost function, i.e. the OOP function in (9). This means that
the Greedy algorithm needs to determine the neighbors of the
current position at each step to evaluate the cost function
for each neighbor and then decide which direction to go
next. A pseudo-code of the hybrid SA-Greedy algorithm is
provided in Algorithm 1. In general, this function requires k
input parameters, maximum number of iterations N , maximum
temperature T , and factor ε, while the output parameters
include j elements. At the first step, the SA method is used.
First, the initial point and neighbor are chosen randomly. The
new solution S

′
is accepted immediately if its cost function

is smaller than the cost function of the current solution as
shown in the 9th line. However, when the cost function of S

′

is still bigger than that for S, the new solution can still be
accepted with a probability of accepting to escape the local
minimum as shown in the lines 12 and 13. An important

parameter here is the temperature T in which the probability
of accepting worse moves goes up at high temperatures, while
this probability is small at low temperature. Moreover, a trade-
off between the quality of the attained solutions and speed
of convergence related to updating temperature as shown
in the 17th line via ε is necessary to consider, i.e. if the
temperature decreases fast, worse solutions are found with a
smaller computation time. Here, the stop condition is based on
a predetermined number of iterations N under the constraint
of without improvement of the best found solution [56]. In the
second step, a Greedy method is adopted. Different to the SA
method, the new solutions S

′
include all closest neighbors of

the current solution. Then all new solutions are evaluated by
the cost function and the best solution is decided in the 23th
line. If there is no better solution than the current solution,
the Greedy method stops. Note that all output parameters are
updated when a new solution is accepted as shown in the lines
10, 14, and 24. Finally, all output parameters are returned
under the name of function.

Algorithm 1 The hybrid SA-Greedy algorithm in pseudo-code
1: function [outputj ] = Name Function(inputk, N, T, ε):
2: Step 1: Simulated Annealing method
3: Generation of the initial solution S = S0;
4: Calculate the cost function at S: f(S);
5: for i = 1:N do
6: Generate a random neighbor S

′
;

7: Calculate the cost function at S
′
: f(S

′
);

8: Calculate ∆ = f(S
′
)− f(S);

9: if ∆ ≤ 0 then
10: S = S

′
; Update [outputj ];

11: else
12: Calculate the probability of accepting a non-

improving neighbor: δ = e−
∆
T ;

13: if δ > random[0,1) then
14: S = S

′
; Update [outputj ];

15: end if
16: end if
17: Update temperature: T = εT ;
18: end for
19: Step 2: Greedy method
20: while True do
21: Update S

′
is all closest neighbors of S;

22: Calculate the cost function f(S
′
);

23: if f(S
′
) < f(S) then

24: S = S
′
; Update [outputj ];

25: else
26: Break;
27: end if
28: end while
29: return [outputj ];
30: end function

In this work, we consider two power allocation strategies: (i)
Firstly, the power levels for the two source nodes are different
for both states of the dynamic decoding order (DDO), i.e.
(µ1, µ2) 6=

(
µ
′

1, µ
′

2

)
. In other words, two pairs of power

allocation factors are used for both states of the DDO; and
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(ii) Secondly, the power level of the weaker source node is
always larger than the stronger one for both states of the DDO.
This case uses only one pair of power allocation factors with
µ1 = µ

′

2. To minimize the OOP at the specific locations of
both jammer and UAV, we formulate the optimization problem
as in (49) to find the optimal power allocation. Note that
for the given optimization problems in (48) and (49) there
always exist the maximum and minimum points as shown
in the remark 1. Accordingly, by applying the Algorithm 1,
the function finding optimal power allocation is provided in
Table I, namely PowerAllocation SAG. Here, input parameters
of power allocation are µ1 ←− [µ1min : µ1max], µ

′

1 ←−[
µ
′

1min : µ
′

1max

]
.

O1 = min
µ1,µ

′
1

p
(
µ1, µ

′

1

)
(49a)

subject to: 0 < µ1 < 1 (49b)

0 < µ
′

1 < 1 (49c)

Remark 1. The OOP in (9) as a function of the power
allocation, UAV placement, and jammer location always has
at least one maximum point and one minimum point over its
domains.

Proof. As provided above, a range on the power allocation for
each source, UAV location, and jammer placement are defined.
Moreover, as presented in section III, we can see that p is a
continuous function on its respective domains. Following the
extreme value theorem [57], this remark is proved.

To solve the optimization problem in (48), a function finding
optimal power allocation and UAV placement is provided by
applying the proposed hybrid SA-Greedy algorithm as shown
in Table I, namely PowerAllocation UAVPlacement SI SAG.
Here, input parameters of power allocation and UAV place-
ment are µ1 ←− [µ1min : µ1max], µ

′

1 ←−
[
µ
′

1min : µ
′

1max

]
,

xu ←− [xumin : xumax], yu ←− [yumin : yumax]. It is noted
that the number of iterations N1 and N2 play an important
role deciding on the quality of the final results.

When the jammer is smarter but its location is still fixed,
the jammer knows both sources’ positions and the UAV’s
strategies (power allocation and placement) maximizing the
communication reliability. The reactions of both UAV and
smart jammer are provided in Table II. Accordingly, the UAV
can move freely and thus find the best strategies minimizing
the OOP regardless of the position of the smart jammer. In
contrast, the jammer aims to save the power consumption
while the power consumption for both movement and find-
ing optimal position is much more than for communication.
Therefore, the best strategy for the smart jammer is to find
a placement so that the reliability of the legitimate wireless
communication system is the most degraded compared to other
positions and then stay at this fixed location. Of course, the
smart jammer understands regardless of its placement, the
UAV can always find the best solution to defend against the
jamming attack, i.e. minimizing the OOP. As presented in
Table II, both UAV and smart jammer find the best solutions
for them and then keep staying at their fixed solutions as the

equilibrium point. Finally, we can realize that the benefits of
both UAV and smart jammer are in conflict. Consequently, we
model the interactions between the UAV and smart jammer as
a two-player non-cooperative game as follows [58]:

G = {N ,S,U} , (50)

where N = {J ,UAV} is the set of game players including the
smart jammer and UAV. S is the strategy set, S = SJ × Su,
where SJ and Su are the sets of strategies of the smart jammer
and UAV, respectively. U is the utility set, U = (UJ ,Uu),
where UJ and Uu are the utility functions of the jammer and
UAV, respectively.

For the UAV, both power allocation and placement are
taken into account to maximize the communication reliability
with each jammer position as shown in (48). Contrarily, the
smart jammer only considers its position to maximize the OOP
when the UAV can always find the best solution. Therefore,
(xJ , yJ ) and

(
xu, yu, µ1, µ

′

1

)
represent the strategies for the

smart jammer and UAV, respectively. Then, SJ and Su can
be determined as the set of all the possible strategies (xJ , yJ )

and
(
xu, yu, µ1, µ

′

1

)
, respectively. Here, the UAV has to check

the smart jammer location every time. Once the UAV detects
any movement of jammer, it needs to find the optimal power
allocation and placement before going there to minimize the
OOP. As presented previously, both UAV and smart jammer
aim to satify their own requirements, in which the UAV
wants to minimize the OOP using both power allocation and
its placement strategies, whereas the smart jammer aims to
maximize the OOP using its location strategy, therefore the
utility functions UJ and Uu can be defined as follows:{

UJ = +p (xJ , yJ )

Uu = −p
(
µ1, µ

′

1, xu, yu

) (51)

where p is the OOP in (9). The UAV problem is already
formulated as in (48). Furthermore, the problem for the
smart jammer can be formulated as in (52). Following the
remark 1, the maximum point of the problem in (52) exists.
Accordingly, the equilibrium point for the non-cooperative
game is found when both players have satisfied their own
requirements. This means that both (48) and (52) happen to-
gether as shown in the following theorem. Thereafter, applying
the proposed hybrid SA-Greedy algorithm, a function finding
optimal jammer location is presented in Table I, namely
Jammer Placement SI SAG. Here, the input paramters of
the power allocation, UAV placement, and jammer location
are µ1 ←− [µ1min : µ1max], µ

′

1 ←−
[
µ
′

1min : µ
′

1max

]
, xJ

←− [xJmin : xJmax], yJ ←− [yJmin : yJmax], xu ←−
[xumin : xumax], yu ←− [yumin : yumax]. Note that the smart
jammer’s location is fixed, thus the UAV can easily find the
optimal power allocation and placement as presented above.

PJ = maxUJ = max
xJ ,yJ

PI (52a)

subject to: xJmin ≤ xJ ≤ xJmax (52b)
yJmin ≤ yJ ≤ yJmax (52c)
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TABLE I
THE FUNCTIONS FINDING THE OPTIMAL POWER ALLOCATION AND/OR UAV PLACEMENT.

Function
name

PowerAllocation SAG PowerAllocation UAV
Placement SI SAG

Jammer Placement SI SAG Jammer Placement
SII SAG

PowerAllocation UAV
Placement SII SAG

Input
paramters

h, xu, yu, xJ , yJ ,
xi, yi, R1th, R2th,
ζ1, ζ2, ζJ , P , PJ ,
σ2
0 , σ2

1 , σ2
2 , W , m1,

m2, mJ , µ1, µ
′
1,

N1, T1, ε1

h, xJ , yJ , xi, yi,
R1th, R2th, ζ1, ζ2,
ζJ , P , PJ , σ2

0 , σ2
1 ,

σ2
2 , W , m1, m2, mJ ,
µ1, µ

′
1, xu, yu, N2,

T2, ε2

h, xi, yi, xu, yu, R1th,
R2th, ζ1, ζ2, ζJ , P , PJ ,
σ2
0 , σ2

1 , σ2
2 , W , m1, m2,

mJ , µ1, µ
′
1, xJ , yJ , N3,

T3, ε3

h, xu, yu, xi, yi,
R1th, R2th, ζ1, ζ2,
ζJ , P , PJ , σ2

0 , σ2
1 ,

σ2
2 , W , m1, m2, mJ ,
µ1, µ

′
1, xJ , yJ , N4,

T4, ε4

h, xi, yi, R1th, R2th, ζ1,
ζ2, ζJ , P , PJ , σ2

0 , σ2
1 ,

σ2
2 , W , m1, m2, mJ ,
µ1, µ

′
1, xJ , yJ , xu, yu,

N5, T5, ε5

Output
paramters

(
µ1opt, µ

′
1opt, popt

) (
µ1opt, µ

′
1opt,

xuopt, yuopt, popt

) (
xJ opt, yJ opt, popt

) (
µ1opt, µ

′
1opt,

xJ opt, yJ opt, popt

) (
µ1opt, µ

′
1opt, xuopt,

yuopt, popt

)
Cost func-
tion

The OOP in (9) The OOP in (9) f = 1 − popt where popt
is obtained by running
the PowerAllocation UAV
Placement SI SAG function

f = 1 − popt where
popt is obtained by
running the PowerAl-
location SAG function

f = popt where popt
is obtained by running
the Jammer Placement
SII SAG function

Solution S
(
µ1, µ

′
1

) (
µ1, µ

′
1, xu, yu

)
(xJ , yJ ) (xJ , yJ )

(
µ1, µ

′
1, xu, yu

)

TABLE II
THE REACTIONS OF BOTH PLAYERS FOR THE NON-COOPERATIVE GAME IN

THE FIRST SCENARIO.

Fixed location of
the smart jammer

Optimal power allocation and UAV
placement

Optimal
OOP

(xJ .1, yJ .1)
(
µ1opt.1, µ

′
1opt.1, xuopt.1, yuopt.1

)
puopt.1

(xJ .2, yJ .2)
(
µ1opt.2, µ

′
1opt.2, xuopt.2, yuopt.2

)
puopt.2

... ... ...

(xJ .k, yJ .k)
(
µ1opt.k, µ

′
1opt.k, xuopt.k, yuopt.k

)
puopt.k

... ... ...

(xJ .ω , yJ .ω)
(
µ1opt.ω , µ

′
1opt.ω , xuopt.ω , yuopt.ω

)
puopt.ω

The UAV can change its location and power allocation
for the two source nodes, it thus can always find the best solution

to minimize the OOP
The smart jammer aims to stay at fixed placement offering

the highest effectiveness of attacking.
The best solution for the smart jammer is determined as follows:(
xJ opt, yJ opt

)
← pJ opt = max (puopt.1, puopt.2, ..., puopt.ω)

Theorem 1. There exists the Nash equilibrium point for the
non-cooperative game G in (50).

Proof. In fact, the game G in (50) is a finite game with the two
players including the UAV and smart jammer as well as finite
strategies for each player as mentioned above. Therefore, a
mixed-strategy Nash equilibrium exists [59, Proposition 33.1].
Then this theorem is obtained.

B. Scenario II: Mobile Jammer

Let us consider that the jammer is mobile and smarter.
In other words, the jammer can know the location of both
source nodes and UAV as well as the UAV’s strategies to
minimize the OOP. This can help the smart jammer find an
optimal location in terms of maximizing the OOP. When the
power budget of the jammer can cover for all communication,
computation, and movement, the smart jammer can always
find the optimal placement and move there to generate the
jamming signal with the highest effectiveness to defeat the
legitimate system, i.e. the OOP is maximized. This is the best
strategy for the smart jammer. If the UAV keeps staying at the
fixed location, the smart jammer is also located at the fixed

optimal placement. In fact, the smart jammer is always active
to attack the UAV, while the UAV does not know where the
smart jammer is and when it attacks. This means that when
the UAV detects the jammer location, the UAV also can find
a new optimal power allocation and location and then goes
directly there. However, the smart jammer also can adapt to
new optimal position to defeat the UAV communication. In
the worst case, the UAV will always be attacked by the smart
jammer reaching immediately to its optimal position. If the
UAV keeps balance and moves to the new optimal placement
whenever it detects a responding optimal location of the smart
jammer, it would consume a lot of power for the movement
and computation [51], while the achievable communication
reliability can even be worse than the previous placement.
To react to this situation, the UAV should select a placement
offering the best communication reliability compared to other
possible positions and stay at this fixed location without
monitoring the jammer placement. This is also to save power
for the UAV. The reactions of both the smart jammer and the
UAV are illustrated in Table III. Accordingly, the UAV and
smart jammer obtain their objectives together at their fixed
best solutions as the equilibrium point. With this scenario, we
model the interactions between the UAV and smart jammer as
a two-player non-cooperative game as in (50).

With this model, the smart jammer only takes its position
into account to attack the legal system and disrupt the ongoing
transmissions. In contrast, the UAV has to consider both power
allocation and its placement to maximize the communication
reliability in terms of minimizing the OOP under the constraint
of the optimal smart jammer placement. As a result, (xJ , yJ )

and
(
xu, yu, µ1, µ

′

1

)
represent the strategies for the smart

jammer and UAV, respectively. Then, SJ and Su can be
determined as the set of all the possible strategies (xJ , yJ )

and
(
xu, yu, µ1, µ

′

1

)
, respectively. To save the power con-

sumption for moving, the smart jammer always checks the
UAV placement when it reached the optimal position. The
smart jammer only moves to the new optimal location once it
detects a movement of the UAV and the new optimal position
is better than the current one in terms of maximizing the
OOP. In contrast, the UAV understands that no matter where
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TABLE III
THE REACTIONS OF BOTH PLAYERS FOR THE COMPETITION GAME IN THE

SECOND SCENARIO.

Fixed power allocation and UAV
placement

Optimal jammer
position

Optimal
OOP(

µ1opt.1, µ
′
1opt.1, xu.1, yu.1

) (
xJ opt.1, yJ opt.1

)
pJ opt.1(

µ1opt.2, µ
′
1opt.2, xu.2, yu.2

) (
xJ opt.2, yJ opt.2

)
pJ opt.2

... ... ...(
µ1opt.k, µ

′
1opt.k, xu.k, yu.k

) (
xJ opt.k, yJ opt.k

)
pJ opt.k

... ... ...(
µ1opt.ϑ, µ

′
1opt.ϑ, xu.ϑ, yu.ϑ

) (
xJ opt.ϑ, yJ opt.ϑ

)
pJ opt.ϑ

The jammer accepts mobility and then it can always find the best
position as the best solution maximizing the OOP

The UAV wants to stay at fixed position with optimal
power allocation, where the effectiveness of attacking is the lowest.

The best solution for the UAV is defined as follows:(
µ1opt, µ

′
1opt,

xuopt, yuopt

)
← puopt = min

(
pJ opt.1, pJ opt.2, ..., pJ opt.ϑ

)

it locates it can be attacked by the smart jammer staying at
optimal position. Therefore, both UAV and smart jammer try
to find best solutions satisfying their own requirements as
mentioned above. Accordingly, the jammer aims to maximize
the OOP, while the UAV wants to minimize the OOP, therefore
the utility functions UJ and Uu can be defined as follows: UJ = +p

(
xJ , yJ |µ1opt, µ

′

1opt

)
Uu = −p

(
µ1, µ

′

1, xu, yu

) (53)

where p is the OOP in (9). Due to the fact that the UAV
finds the optimal power allocation at each position, the prob-
lem for the smart jammer is presented as in (54). Then
the problem for the UAV can be formulated as in (55).
The equilibrium point is found when both players satisfied
their own requirements. This means that both (54) and (55)
happen together as shown in the theorem 1. Accordingly, a
function finding optimal jammer position is proposed using the
proposed hybrid SA-Greedy algorithm as illustrated in Table
I, namely Jammer Placement SII SAG. With this function,
the input parameters of power allocation and jammer loca-
tion are µ1 ←− [µ1min : µ1max], µ

′

1 ←−
[
µ
′

1min : µ
′

1max

]
,

xJ ←− [xJmin : xJmax], yJ ←− [yJmin : yJmax]. Then,
another function is proposed to find the optimal power al-
location and UAV placement using the proposed hybrid SA-
Greedy algorithm as shown in Table I, namely PowerAllo-
cation UAVPlacement SII SAG. Here, the input parameters
of the power allocation, UAV location, and jammer position
are µ1 ←− [µ1min : µ1max], µ

′

1 ←−
[
µ
′

1min : µ
′

1max

]
, xJ

←− [xJmin : xJmax], yJ ←− [yJmin : yJmax], xu ←−
[xumin : xumax], yu ←− [yumin : yumax].

O2 = maxUJ = max
xJ ,yJ

O1 (54a)

subject to: xJmin ≤ xJ ≤ xJmax (54b)
yJmin ≤ yJ ≤ yJmax (54c)

PII = minUu = min
xu,yu

O2 (55a)

subject to: xumin ≤ xu ≤ xumax (55b)
yumin ≤ yu ≤ yumax (55c)

C. Complexity of the Proposed Algorithms

For all proposed algorithms described above, the number of
iterations decides the convergence of the SA method as well as
the quality of the obtained solutions. However, increasing the
number of iterations leads to a growth of execution time, i.e.
possibly violating timing constraints in specific applications.
If the number of iterations is high enough, the achievable
solution is significantly close to the final global solution.
This can reduce the number of iterations of the Greedy
method used in the second phase. In contrast, the obtained
solution fluctuates significantly around the final solution if
fewer iterations were done in the SA method. As a result,
the Greedy method takes more iterations to find the final
solution. In addition, if the number of iterations for the SA
algorithm is small, the obtained solution of the hybrid SA-
Greedy algorithm may not be the global minimum. Therefore,
the number of iterations for the SA method should be low
enough to satisfy that the obtained solution has only light
fluctuation around the global minimum. However, due to the
fact that both source nodes’ locations are fixed, the UAV can
run all proposed algorithms once for both scenarios mentioned
above to get the global solution with fixed optimal power
allocation and placement.

To guarantee that all transmitted messages can reach the
destinations before the deadline and while meeting the com-
munication reliability requirement, a threshold of the OOP is
needed, e.g. p ≤ 10−5. The value of threshold OOP depends
on each specific application [8]. Therefore, there are few
possible cases in practice that need to be considered as follows:
• When the equilibrium points for both aforementioned

scenarios are obtained, the OOPs are minimum. However,
if these values are still higher than the given threshold
OOPs, other techniques such as re-transmission, relaying
strategies, etc. should be used additionally to meet the
communication reliability requirements and then formu-
late the competition game with the same approach. This
is beyond the scope of this work and we leave it for future
work.

• For the proposed communication protocols described
in II, the achievable OOPs satisfy the communication
reliability requirement. Accordingly, we can solve the
non-cooperative game following two ways. First, the UAV
only need to find a set of strategies (power allocation and
placement) ensuring p ≤ pthreshold. In such a situation,
there may be many equilibrium points and it can take
shorter time to find the final satisfactory solution. Thus,
the first sub-case may be attained online with mobile
source nodes. Second, the UAV tries using best effort
for finding the best strategies minimizing the OOP as we
do in this work. We can see that the obtained OOP in
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this sub-case is better than that for the first sub-case or
at least equal to the achievable OOP in the first sub-case.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section we present numerical results for both OOP
and IOP of the considered system and then investigate the
effect of some parameters on them. The following system
parameters are used: W = 1 Hz, P = 1W, PJ = 1W,
h = 20, ζ1 = ζ2 = ζJ = 2, R1th = 0.1 bps, R2th = 0.1
bps, σ2

1 = 1e − 4, σ2
2 = 1e − 4, and σ2

0 = 10−10W/Hz
[60], [61]. To reduce the number of iterations for the proposed
algorithms, we setup T1 = T2 = T3 = T4 = T5 = 1e − 3,
ε1 = ε2 = ε3 = ε4 = ε5 = 0.9 from experiment. As
introduced in section II, both the source nodes and the UAV
are only allowed to be located in the isolated area, while
the jammer can only be located outside of the border. We
setup the border in which (100 ≤ xJ ,−∞ < yJ < +∞) is
for the smart jammer and the remainder is for the UAV and
two source nodes. To check the correctness of the analysis
in section III, we also conduct computer simulations using
MATLAB. In particular, for each considered OOP and IOP
we first generate 105 samples of the channel gains following
a Gamma distribution and then check the outage conditions
as defined in (9), (36), and (42). The simulation results of the
OOP and IOPs are then attained by taking the average of all
outage events across 105 samples. We conclude the section by
discussing the impact of different parameters on the OOP.

A. Individual Outage Probability

Fig. 3 depicts how the IOP of Si is affected by the power
allocation factor with different shapes (m1,m2,mJ ) using the
power allocation strategy of µ1 = µ

′

2, (xS1
, yS1

) = (−100, 0),
(xS2

, yS2
) = (100, 0), (xJ , yJ ) = (150, 0), and (xu, yu) =

(−10, 0). Here, while the jammer is situated quite far away
from the border, the UAV is located around the middle point
between the two source nodes where the DDO happens with
higher probability [16]. We can see that the analytical results
and the simulation match very well corroborating the accuracy
of the calculation. It can also be seen from the figure that
the power allocation factor significantly affects the IOP for
both source nodes. Moreover, when the two source nodes
experience a better environment with m1 = m2 = 3, the IOPs
can reduce significantly.

The effects of the jammer location on both IOPs of both
source nodes are described in Fig. 4 with m1 = m2 =
mJ = 3, µ1 = µ

′

2 = 0.15, (xS2
, yS2

) = (100, 0), and
(xu, yu) = (10, 0). Generally, we can see that both IOPs
decrease significantly with an increase of the distance between
the UAV and malicious jammer due to the higher path-loss.
Moreover, the first source node gains more communication
reliability than the other one. This can be explained by the
fact that the second source node is located at the border and
thus experiences the higher path-loss. In addition, the IOPs of
both source nodes go up dramatically when both source nodes
stay toward close to the border. The reason is that the distances
between both source nodes and UAV grow significantly.

0.0 0.2 0.4 0.6 0.8 1.0

0.001
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IO
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The power allocation factor m1

(m1,m2,mJ) = (3,3,2)
 S1 - Ana.
 S1 - Sim.
 S2 - Ana.
 S2 - Sim.

(m1,m2,mJ) = (3,2,2)
 S1 - Ana.
 S1 - Sim.
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Fig. 3. The validation of the calculations of the IOPs in different environments
(m1,m2,mJ ).
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Fig. 5. The effect of the UAV placement on the IOPs.

Fig. 5 presents how the UAV placement affects the IOPs
of both source nodes with m1 = m2 = mJ = 3, µ1 =
µ
′

2 = 0.15, (xS2
, yS2

) = (100, 0), and (xJ , yJ ) = (150, 0).
It can be seen from the figures 5a and b that both IOPs go
down significantly when the UAV stays around on top of
the source node locating far away from the border. This is
because the path-loss between the UAV and this source node
decreases dramatically and then more power is allocated to the
source node locating at the border to overcome the higher path-
loss. This result is suitable to the best UAV placement from
the experiment in [40]. Furthermore, when the UAV moves
toward to the border, the communication reliability between
both source nodes and UAV becomes worse due to the fact
that the malicious jammer has more chances to attack the legal
communication system at shorter distance between the jammer
and UAV, exept for (xS1

, yS1
) = (100, 0). Here, the IOP for

S1 decreases significantly when (xS1 , yS1) = (0, 0) due to the
fact that S1 has a better channel than S2 to be decoded first
with less interference from the jammer.

Fig. 6 depicts the effects of both source nodes’ positions
on the IOPs with m1 = m2 = mJ = 3, µ1 = µ

′

2 = 0.15,
(xu, yu) = (40, 0), yS2

= 0, and (xJ , yJ ) = (100, 0). From
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Fig. 6. The effect of the two source node placements on the IOPs.

the figure, we have the following observations:
• When S2 stays far away from the border as well as far

from the UAV, the IOPs of both source nodes experience
a significant increase due to the higher path-loss. More-
over, the communication reliability between the UAV
and both source nodes is improved dramatically when
the UAV keeps staying on top around S2 placement as
explained earlier.

• When the second source node position is close to the
border, the IOPs of both source nodes grow dramatically
also due to the higher path-loss.

• We can see an interesting result in which the communi-
cation reliability between the UAV and both source nodes
becomes significantly worse when both source nodes are
situated close to the border. In contrast, the IOPs of both
source nodes decrease dramatically when both source
nodes stay far away from the border and of course they
also depend on the UAV placement as discussed above.
These results can suggest how to make a pair of source
nodes to improve the communication reliability in the
presence of jamming attack as provided in sub-section
V-C.

B. Overall Outage Probability

In Fig. 7, the relationship between the OOP and the power
allocation is highlighted in different environments represented
by (m1,m2,mJ ) using the power allocation strategy of
µ1 = µ

′

2, (xS1
, yS1

) = (−100, 0), (xS2
, yS2

) = (100, 0),
(xJ , yJ ) = (150, 0), and (xu, yu) = (−10, 0). Here, the
match between simulation and analytical results very well
validates the exactness of the calculation. We also can see
that the effect of the power allocation factor on the OOP is
significant. Therefore, finding the optimal power allocation
plays an important role to improve the communication re-
liability in terms of minimizing the OOP. Furthermore, the
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Fig. 7. The validation of the calculations of the OOPs in different environ-
ments (m1,m2,mJ ).

communication reliability improves dramatically with a better
environment m1 = m2 = 3.

By analyzing the effect of the jammer location on the OOP
in different environments with µ1 = µ

′

2 = 0.1, (xS1
, yS1

) =
(−100, 0), (xS2 , yS2) = (100, 0), and (xu, yu) = (−10, 0),
we can see that the OOP decreases dramatically when the
malicious jammer moves along the horizontal axis far away
from the border. This is because the distance between the
UAV and jammer goes up significantly leading to a dra-
matic reduction of jamming attack effectiveness due to the
higher path-loss. Moreover, when the jammer moves along
the vertical axis, the jammer may make a chance to attack
the legitimate UAV with the highest effectiveness by find-
ing the smallest distance between itself and the UAV. On
the other hand, we can limit the search space in terms of
(xJmin, xJmax, yJmin, yJmax) for the proposed algorithms
to find the optimal jammer placement in section IV due to
the fact that the search space of (100 ≤ xJ ,−∞ < yJ <∞)
is not necessary for all contexts. Consequently, the number
of iterations for the proposed algorithms can be decreased
significantly.

Fig. 8 illustrates how the shape mJ affects the OOP with
different jammer locations with m1 = m2 = 3, µ1 =
µ
′

2 = 0.1, (xS1
, yS1

) = (−100, 0), (xS2
, yS2

) = (100, 0), and
(xu, yu) = (0, 0). It can be seen from the figure that the OOP
increases significantly for all jammer placements where the
jammer experiences the better environments. This is a good
point for the smart jammer to find the optimal jammer location
attacking the legitimate system as well as to define the search
space for the proposed algorithms in section IV.

By investigating the effect of the UAV placement on
the OOP in different environments with µ1 = µ

′

2 =
0.1, (xS1 , yS1) = (−100, 0), (xS2 , yS2) = (100, 0), and
(xJ , yJ ) = (150, 0), it can be seen that the distance between
the UAV and the jammer along the horizontal axis affects
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 (xJ,yJ) = (100,10) - Ana.
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Fig. 8. The effect of environment at the jammer location on the OOPs

significantly the communication reliability in terms of the OOP
e.g. at the border xu ≈ 100. In contrast, the OOP decreases
significantly with an increase of this distance. However, if
the UAV moves much further away from the border into the
isolated area, the OOP goes up again due to the higher path-
loss between the UAV and S2. When the UAV flies along the
vertical axis, the OOP goes down significantly when the UAV
placement is around the point belonging to the line connecting
the two source nodes. As a result, the UAV location also
keeps a crucial role to enhance the communication reliability.
Moreover, we also can define a proper search space for the
proposed algorithms in section IV to find the optimal UAV
placement in terms of minimizing the OOP. This contributes
to a reduction of the number of iterations for the proposed
algorithms. Consequently, given the effect of the jammer
position on the OOP above, it is clear that both the UAV and
the jammer can find strategies to optimize their own objectives.

We also investigate the effect of both source nodes place-
ments on the OOP with µ1 = µ

′

2 = 0.1, (xJ , yJ ) = (150, 50),
and (xu, yu) = (−100, 50). We can see that the OOP reduces
significantly when S2 is located at the positions with xS2 ≈ xu
due to the effect of the path-loss. Therefore, making a pair of
nodes plays an important role contributing to an improvement
of the communication reliability. In particular, we should make
a pair of two nodes locating far away from the border as much
as possible. In the worst case, one node locating far away from
the border is paired with another node locating next to the
border.

Fig. 9 illustrates the effect of the target rates on the IOPs
with (m1,m2,mJ ) = (3, 3, 2), µ1 = µ

′

2 = 0.4, (xS1
, yS1

) =
(−100, 0), (xS2

, yS2
) = (100, 0), (xJ , yJ ) = (150, 0), and

(xu, yu) = (−10, 0). It can be seen from the figure that both
IOPs grow significantly with an increase of the target rates.
This suggests how to choose the target rate for each source
node based on their timeliness and reliability requirements.
For the OOP, we also can see the same phenomenon.
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Fig. 10. The comparison of the IOPs versus the power allocation between
with and without a jammer

In Fig. 10, we use the same settings as we used for Fig.
3 with the case of (m1,m2,mJ ) = (3, 3, 2) to make a
comparison of the IOPs with and without a jammer. Here,
when PJ is small enough, e.g. PJ = 1 mW, but can be any
type of interferer. It can be seen from the figure that both IOPs
are minimized with µ1 ≈ 0.08 without any jammer present.
If the power allocation does not adapt accordingly when a
real jammer appears, the communication reliability is degraded
dramatically, e.g. pi ≈ 0.22. In contrast, if the power allocation
changes adaptively to the presence of a jammer with high
jammer transmit power, it leads to a significant improvement
of the communication reliability as shown in Fig. 10. Similarly,
using the same setting in Fig. 5 with (xS1 , yS1) = (0, 0), we
can see that a change of the UAV placement in the presence of
the jamming attack is necessary to improve the communication
reliability as shown in Fig. 11.
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Fig. 11. The comparison of the IOPs versus the UAV placement between
with and without a jammer
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Fig. 12. The comparison of the OOP versus the power allocation between
with and without a jammer with (m1,m2,mJ ) = (2, 3, 2)

With the OOP, we also utilize the same setting investigating
the effects of the power allocation and UAV placement on
the OOP above to see how the OOP considering a jammer
presence compared to the case without any jammer as shown
in Figs. 12 and 13. From these results, a joint power allocation
and UAV placement can help to improve the communication
of the legitimate system in the presence jamming attack.

1) Scenario I: Fixed Jammer
Adopting the proposed hybrid SA-Greedy as shown in

Algorithm 1, the optimal power allocation for both power
allocation strategies is provided in Fig. 14 with m1 = m2 =
mJ = 3, PJ = 0.5W, (xS1

, yS1
) = (−100, 0), (xS2

, yS2
) =

(100, 0), (xJ , yJ ) = (100, 0), and (xu, yu) = (−50, 0).
By experiment, we see that the obtained solution for both
OOP and power allocation factors using the power allocation
strategy µ1 = µ

′

2 takes less iterations (N1 = 100), compared
to the power allocation strategy µ1 6= µ

′

2 (N1 = 3000).
It can be seen from the figure that the differences between
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with and without a jammer with (m1,m2,mJ ) = (3, 3, 2)
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Fig. 14. A comparison of the OOP among the two power allocation strategies
in different environments.

the optimal OOPs using both power allocation strategies are
very subtle in different environments. Therefore, the power
allocation strategy µ1 = µ

′

2 with only one pair of power
allocation should be used to reduce the computational load
and time at the UAV and we use this power allocation strategy
to find the optimal power allocation and UAV placement for
both scenarios mentioned in section IV.

The optimal power allocation and UAV placement versus
S2’s location for the first scenario is provided in Table IV with
PJ = 0.5W, m1 = m2 = mJ = 3, (xS1

, yS1
) = (−100, 0),

(xJ , yJ ) = (100, 25), N1 = 100, and N2 = 100. We can see
that even with the optimal power allocation, the OOP increases
significantly when S2 goes along the horizontal axis toward
the border. Particularly, both source nodes locating far away
from the border with (xS2

, yS2
) = (−100, 50) can improve the

communication reliability with p = 2.56e− 8, while the OOP

TABLE IV
THE OPTIMAL POWER ALLOCATION AND UAV PLACEMENT VERSUS S2’S

LOCATION FOR THE SCENARIO I(
xS2 , yS2

)
(-100,50) (-50,50) (0,50) (50,50) (100,50)

(xu, yu) (-102,28) (-82,29) (-61,33) (-54,42) (-104,5)
p 2.56e-8 2.21e-7 5.77e-6 1.01e-4 5.58e-4
µ1 0.143 0.846 0.194 0.785 0.064
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Fig. 15. The optimal UAV placement versus S2’s location for the scenario I.

is much higher with p = 5.58e − 4 when both source nodes
locate at the border. This is useful to make a pair of source
nodes as stated above. Moreover, the optimal UAV placement
shifts slowly toward close to S2 when S2 moves toward the
border as illustrated in Fig. 15. This can decrease the effect
of the higher path-loss between the UAV and S2. However,
when S2 is situated at the border, the optimal UAV location is
close to S1. This position avoids disturbance from the distant
malicious jammer and makes the communication link between
the UAV and S1 better, as much more power is allocated for
S2 experiencing the higher path-loss, µ1 = 0.064, Table IV.

Table V provides the optimal power allocation and UAV
placement with different jammer locations for the first sce-
nario, PJ = 0.5W, m1 = m2 = mJ = 3, (xS1 , yS1) =
(−100, 0), (xS2

, yS2
) = (100, 50), N1 = 100, and N2 = 100.

We can see that when the malicious jammer moves away from
the border, the optimal OOP decreases significantly. Moreover,
the optimal UAV placement keeps being close to S1 to reduce
the effect of the jamming attack when the jammer is still close
to the border, Fig. 16. In contrast, the optimal UAV placement
shifts to being close to S2 to decrease the effect of the higher
path-loss between the UAV and S2 when the jammer stays far
enough from the border.

Table VI shows how the optimal power allocation and
UAV placement change following the target rates for the first
scenario, PJ = 0.5W, m1 = m2 = mJ = 3, (xS1 , yS1) =
(−100, 0), (xS2

, yS2
) = (100, 50), (xJ , yJ ) = (100, 25),

N1 = 100, and N2 = 100. It can be seen from the table
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TABLE V
THE OPTIMAL POWER ALLOCATION AND UAV PLACEMENT VERSUS THE

JAMMER LOCATION FOR THE SCENARIO I

(xJ , yJ ) (100,25) (125,25) (150,25) (175,25) (200,25)
(xu, yu) (-104,5) (-97,9) (-44,42) (-29,43) (-21,36)
p 5.58e-4 2.93e-4 1.53e-4 6.98e-5 3.33e-5
µ1 0.064 0.079 0.801 0.785 0.787
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Fig. 16. The optimal UAV placement versus the jammer location for the
scenario I.

that an increase of the target rate results in a growth of the
optimal OOP. Moreover, when the target rate R2th goes up,
the optimal UAV placement adapts by shifting away from S1.
Fig. 17 shows an example from Table VI for R1th = 0.1, where
the clear movement up along the vertical axis away from S1
is visible. In contrast, the optimal UAV location moves closer
to S1 with an increase of the target rate R1th as can be seen
from the Table VI, e.g., with R2th = 0.5.

Table VII describes the smart jammer locations versus S2’s
placements for the first scenario when equilibrium condition

TABLE VI
THE OPTIMAL POWER ALLOCATION AND UAV PLACEMENT VERSUS THE

TARGET RATES OF BOTH SOURCE NODES FOR THE SCENARIO I

R1th R2th=0.1 R2th=0.2 R2th=0.3 R2th=0.4 R2th=0.5
0.1 (-104,4),

5.58e-4,
0.937

(-104,6),
3.8e-3,
0.04

(-105,8),
11.5e-3,
0.968

(-105,10),
24.9e-3,
0.972

(-106,12),
44.4e-3,
0.026

0.2 (-103,2),
6.46e-4,
0.905

(-103,3),
4.2e-3,
0.065

(-104,5),
12.4e-3,
0.05

(-104,5),
26.4e-3,
0.042

(-104,6),
46.7e-3,
0.963

0.3 (-103,1),
7.37e-4,
0.128

(-103,2),
4.5e-3,
0.083

(-104,3),
13.2e-3,
0.935

(-104,4),
27.7e-3,
0.945

(-104,4),
48.6e-3,
0.952

0.4 (-103,1),
8.32e-4,
0.156

(-103,2),
4.9e-3,
0.897

(-103,2),
13.9e-3,
0.92

(-103,3),
29e-3,
0.932

(-103,4),
50.5e-3,
0.06

0.5 (-102,1),
9.32e-4,
0.818

(-103,1),
5.3e-3,
0.88

(-103,2),
14.7e-3,
0.096

(-103,2),
30.3e-3,
0.92

(-103,2),
52.3e-3,
0.072
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Fig. 17. The effect of R2th on the optimal UAV placement for the scenario
I with R1th = 0.1.

TABLE VII
THE JAMMER PLACEMENT VERSUS S2’S LOCATION APPLYING

COMPETITION GAME FOR THE SCENARIO I(
xS2

, yS2

)
(100,0) (100,25) (100,50) (100,75) (100,100)

(xJ , yJ ) (100,0) (100,4) (100,7) (100,29) (100,47)
p 5.01e-4 5.18e-4 5.68e-4 6.48e-4 7.57e-4
µ1 0.067 0.934 0.917 0.914 0.208

is obtained, PJ = 0.5W, m1 = m2 = mJ = 3, (xS1
, yS1

) =
(−100, 0), N1 = 100, N2 = 100, and N3 = 100. We can see
that the OOP increases slightly when the distance between
the two source nodes goes up. Moreover, the smart jammer
placement moves towards S2’s location at the border, Fig. 18.
This is because the UAV should stay at the middle position
compared to both source nodes to reduce the effect of the
higher path-loss between the UAV and source nodes links and
then the smart jammer also reacts adaptively. It is highlighted
that the smart jammer locations are always at the border
to decrease the effect of path-loss as much as possible for
attacking.

2) Scenario II: Mobile Jammer
For the second scenario, Table VIII illustrates how the jam-

mer placement changes with different UAV locations, PJ =
0.5W, m1 = m2 = 3, mJ = 2, (xS1

, yS1
) = (−100, 0),

(xS2
, yS2

) = (100, 50), N1 = 100, and N4 = 100. The results
show that the OOP goes up significantly when the distance
between the UAV and the border decreases. Importantly, the
tendency of the smart jammer’s optimal location is to reduce
the distance between the UAV and the jammer as much as
possible, decreasing the effect of path-loss, Fig. 19. This can
help to limit the search space as well as reduce number of
iterations to find the optimal jammer placement as discussed
above.

The power allocation and UAV placement for the second
scenario with different S2’s locations is provided in Table IX,
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Fig. 18. The jammer placement versus S2’s location applying non-cooperative
game for the scenario I.

TABLE VIII
THE JAMMER PLACEMENT VERSUS THE UAV LOCATION FOR THE

SCENARIO II

(xu, yu) (-75,10) (-50,20) (-25,30) (0,40) (25,50)
(xJ , yJ ) (100,9) (100,21) (100,30) (100,40) (100,50)
p 8.79e-4 1.2e-3 1.7e-3 4.7e-3 31e-3
µ1 0.889 0.81 0.723 0.331 0.307
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Fig. 19. The jammer location with different UAV placements for the scenario
II.

TABLE IX
THE POWER ALLOCATION AND UAV PLACEMENT VERSUS S2’S LOCATION

FOR THE SCENARIO II(
xS2 , yS2

)
(-100,0) (-50,0) (0,0) (50,0) (100,0)

(xu, yu) (-105,25) (-81,22) (-60,19) (-53,15) (-105,39)
p 2.26e-8 2.21e-7 5.81e-6 1.04e-4 5.69e-4
µ1 0.869 0.154 0.807 0.211 0.077
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Fig. 20. The effect of S2’s location on the UAV placement for the scenario
II.

PJ = 0.5W, m1 = m2 = mJ = 3, (xS1
, yS1

) = (−100, 50),
N1 = 100, N4 = 100, and N5 = 100. It can be seen that
the communication reliability in terms of the OOP increases
dramatically when S2 keeps staying far away from the border.
To ensure high communication reliability, the UAV also locates
itself far away from the border as shown in Fig. 20. We can see
that the optimal UAV placement moves toward to S2 when S2
is closer to the border. However, when the distance between
S2 and the border is quite small, e.g. (xS2

, yS2
) = (100, 0),

the UAV will stay close to S1 and allocate more power for S2
to improve the communication reliability.

Finally, the power allocation and UAV placement versus
the change of both target rates are presented in Table X with
PJ = 0.5W, m1 = m2 = mJ = 3, (xS1

, yS1
) = (−100, 50),

(xS2
, yS2

) = (100, 0), N1 = 100, N4 = 100, and N5 = 100.
In general, the optimal OOP increases with an increase of the
target rate. In most cases, the UAV always keeps a position
far away from the border to reduce the effect of the jamming
attack. When the target rate of one source node increases, the
optimal UAV placement is shifted close to this source node
to make the communication link between the UAV and this
node better, Fig. 21. Then, more power is assigned for S2 to
overcome the higher path-loss with an increase of R2th, while
the power level for S1 also goes up slightly with an increase
of the target rate R1th.
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TABLE X
THE POWER ALLOCATION AND UAV PLACEMENT VERSUS THE TARGET

RATES OF BOTH SOURCE NODES FOR THE SCENARIO II.

R1th R2th=0.1 R2th=0.2 R2th=0.3 R2th=0.4 R2th=0.5
0.1 (-105,39),

5.69e-4,
0.924

(-104,40),
3.9e-3,
0.956

(-105,37),
11.7e-3,
0.037

(-105,35),
25.1e-3,
0.033

(-107,33),
44.7e-3,
0.969

0.2 (-103,45),
6.65e-4,
0.899

(-103,44),
4.3e-3,
0.067

(-104,42),
12.6e-3,
0.053

(-105,40),
26.8e-3,
0.047

(-105,39),
47.3e-3,
0.042

0.3 (-103,47),
7.61e-4,
0.871

(-103,45),
4.7e-3,
0.914

(-103,44),
13.5e-3,
0.068

(-104,42),
28.3e-3,
0.94

(-104,42),
49.5e-3,
0.053

0.4 (-103,47),
8.59e-4,
0.158

(-103,46),
5.1e-3,
0.898

(-103,45),
14.3e-3,
0.083

(-104,44),
29.6e-3,
0.072

(-103,43),
51.5e-3,
0.936

0.5 (-103,48),
9.64e-4,
0.818

(-103,47),
5.4e-3,
0.878

(-103,46),
15.1e-3,
0.906

(-103,45),
31.0e-3,
0.083

(-103,44),
53.5e-3,
0.074
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Fig. 21. The effect of R2th on the UAV placement for the scenario II with
R1th = 0.1.

C. Discussions

Based on the obtained results, the following guidelines can
be provided:
• The power allocation strategy µ1 = µ

′

2 with only one pair
of power allocations can offer a communication reliability
close to the power allocation strategy µ1 6= µ

′

2 with two
pairs of power allocations. Therefore, the power alloca-
tion strategy µ1 = µ

′

2 is used to reduce the computational
load at the UAV.

• When creating pairs of source nodes, we should not make
a pair of both source nodes close to the border, i.e. at least
one source far away from the border.

• Based on the effects of locations of both the UAV and a
malicious jammer on the OOP, we can limit the search
space for the proposed algorithms in section IV. This
contributes to a reduction of the number of iterations
required to find the optimal power allocation and UAV
placement faster.

• The UAV has the tendency to stay around the middle
between the source nodes to keep balance in the path-loss
on the links between the UAV and the sources. However,
when one source node is located close to the border, the
UAV leans to the other one which is far away from the
border following the second guideline.

VI. CONCLUSIONS

In this work we look at a scenario including one UAV
communicating with two source nodes in uplink pairwise
NOMA in the presence of a jamming attack. First, calcu-
lations of exact closed-form expressions of both OOP and
IOP considering imperfect CSI over a Nakagami-m fading
channel are provided. Next, we formulate a non-cooperative
game for the UAV and a smart jammer based on their conflict
of interest in terms of communication reliability. Accordingly,
we propose a set of hybrid SA-Greedy algorithms to solve
the joint power allocation and UAV placement problem for
two scenarios: fixed and mobile jammer. Once the Nash
equilibrium points are obtained, the UAV should fly directly
to that position and keep staying there to reduce its power
consumption. Thereafter, we investigate the effect of a wide
range of parameters such as power allocation, source node
placements, UAV placement, target rates, and jammer location
on the outage performance. We also make a comparison to
show how the communication reliability gains when adapting
the power allocation and the UAV placement to the presence
of the jammer compared to keeping the power allocation and
UAV placement obtained when considering the jammer as an
interferer. The results indicate how to select a power allocation
strategy, make pairs of source nodes, choose parameters for
the proposed algorithms to reduce the number of iterations in
order to improve the communication reliability as well as to
decrease the complexity of the communication protocol and
computational load. As future work, we would like to take
imperfect SIC, hardware impairment, mobile source nodes and
Doppler effect into account when looking at both offline and
online algorithms for dealing with jamming attacks, including
several cooperative smart jammers.

APPENDIX
Theorem 2. Given three random variables
X ∼ G

(
mX ,

ρX
mX

)
, Y ∼ G

(
mY ,

ρY
mY

)
, and

Z ∼ G
(
mZ ,

ρZ
mZ

)
where mX , mY , and mZ are positive

integers, the closed-form expressions of the probability p =
Pr {(Z ≥ α1Y + α2X + α3) ∩ (Y ≥ α4X + α5) ∩ (X ≥ α6)},
where (α1, α2, α3, α4, α5, α6) are constant, can be derived
as follows:

(a) α1 6= 0, α2 = 0, α3 = 0, α4 6= 0, α5 6= 0:

pa =

(
mY ρ

−1
Y

)mY (
mXρ

−1
X

)mX
e−A0α5

Γ(mX)Γ(mY )

×
mZ−1∑
j=0

(
mZρ

−1
Z α1

)j
Γ (mY + j)

j!AmY +j
0

mY +j−1∑
l=0

Al0
l!

×
l∑

q=0

(
l

q

)
αq4α

l−q
5

Γ (mX + q,B0α6)

BmX+q
0

, (56)
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(b) α1 6= 0, α2 6= 0, α3 6= 0, α4 = 0, α5 = 0, α6 = 0:

pb =

(
mY ρ

−1
Y

)mY (
mXρ

−1
X

)mX
e−mZρ

−1
Z α3

Γ(mX)Γ(mY )

×
mZ−1∑
i=0

(
mZρ

−1
Z

)i
i!

i∑
j=0

(
i

j

)
αj1

i−j∑
k=0

αi−j−k3 αk2

×
(
i− j
k

)
Γ (mY + j)

AmY +j
0

Γ (mX + k)

CmX+k
0

, (57)

(c) α1 6= 0, α2 6= 0, α3 6= 0, α4 6= 0, α5 6= 0, α6 = 0:

pc =

(
mY ρ

−1
Y

)mY (
mXρ

−1
X

)mX
e−mZρ

−1
Z α3−A0α5

Γ(mX)Γ(mY )

×
mZ−1∑
i=0

(
mZρ

−1
Z

)i
i!

i∑
j=0

(
i

j

)
αj1Γ (mY + j)

AmY +j
0

×
i−j∑
k=0

αi−j−k3 αk2

(
i− j
k

)mY +j−1∑
l=0

Al0
l!

×
l∑

q=0

(
l

q

)
αl−q5 αq4

Γ (mX + k + q)

DmX+k+q
0

, (58)

where A0 = mY ρ
−1
Y + mZρ

−1
Z α1, B0 = mXρ

−1
X + A0α4,

C0 = mXρ
−1
X +mZρ

−1
Z α2, and D0 = mXρ

−1
X +mZρ

−1
Z α2 +

A0α4.

Proof. The cumulative distribution function and probability
density function of the random variable X ∼ G

(
mX ,

ρX
mX

)
,

Y ∼ G
(
mY ,

ρY
mY

)
, and Z ∼ G

(
mZ ,

ρZ
mZ

)
are given as

follows, respectively:

FV (v) = 1−
Γ
(
mV ,mV ρ

−1
V v

)
Γ(mV )

, v > 0, (59)

fV (v) =

(
mV γ

−1
V

)mV
tmV −1e−mV γ

−1
V t

Γ(mV )
, v > 0, (60)

where V ∈ {X,Y, Z} and v ∈ {x, y, z}.

p =

∞∫
α6

fX(x)dx

∞∫
α4x+α5

fY (y)dy

∞∫
α1y+α2x+α3

fZ(z)dz

=

(
mY ρ

−1
Y

)mY
Γ(mY )

∞∫
α6

fX(x)dx

∞∫
α4x+α5

ymY −1e−mY ρ
−1
Y y

×
Γ
(
mZ ,mZρ

−1
Z (α1y + α2x+ α3)

)
Γ(mZ)

dy, (61)

(a) α1 6= 0, α2 = 0, α3 = 0, α4 6= 0, α5 6= 0: From
(61), applying [62, Eq. (8.352.4)], [62, Eq. (3.381.3)], [62,
Eq. (8.352.4)], [62, Eq. (1.111)], and [62, Eq. (3.381.3)] in
order, pa is derived as in (56).

(b) α1 6= 0, α2 6= 0, α3 6= 0, α4 = 0, α5 = 0, α6 = 0: From
(61), applying [62, Eq. (8.352.4)], [62, Eq. (1.111)], [62, Eq.
(1.111)], [62, Eq. (3.381.3)], and [62, Eq. (3.381.3)] in order,
pb is derived as in (57).

(c) α1 6= 0, α2 6= 0, α3 6= 0, α4 6= 0, α5 6= 0, α6 = 0:
From (61), applying [62, Eq. (8.352.4)], [62, Eq. (1.111)],

[62, Eq. (3.381.3)], [62, Eq. (1.111)], [62, Eq. (8.352.4)], [62,
Eq. (1.111)], and [62, Eq. (3.381.3)] in order, pc is derived as
in (58).

A. Proof of Lemma 1

In this sub-section, the closed-form expressions of the
probabilities I11, I12, I21, and I22 are derived using the Venn
diagram method [16].
I11 can be calculated as follows:

I11 =


I11a a5 < a7, x1 ≤ 0
I11b a5 ≥ a7, x1 > 0
0 a5 ≥ a7, x1 ≤ 0
I11c a5 < a7, x1 > 0

, (62)

in which I11a, I11b, and I11c are given as

I11a = Pr {(h1 > a1h2 + a2hJ + a3)

∩ (h2 > a4hJ + a5) ∩ (h2 < a6hJ + a7)}
= Pr {(h1 > a1h2 + a2hJ + a3) ∩ (h2 > a4hJ + a5)}
− Pr {(h1 > a1h2 + a2hJ + a3) ∩ (h2 > a6hJ + a7)}

= I10 − Pr

{
(h1 > a1h2 + a2hJ + a3)
∩ (h2 > a6hJ + a7)

}
, (63)

I11b = Pr {(hJ > x1) ∩ (h1 > a1h2 + a2hJ + a3)

∩ (h2 > a4hJ + a5) ∩ (h2 < a6hJ + a7)}
= Pr {(hJ > x1) ∩ (h2 > a4hJ + a5)

∩ (h1 > a1h2 + a2hJ + a3)}
− Pr {(hJ > x1) ∩ (h2 > a6hJ + a7)

∩ (h1 > a1h2 + a2hJ + a3)} , (64)

I11c = I11a − I11b, (65)

Applying theorem 2, I11 is attained as in (21).
I12 can be calculated as follows:

I12 =


I12a a5 ≥ a7, x1 ≤ 0
I12b a5 < a7, x1 ≤ 0
I12c a5 ≥ a7, x1 > 0
I12d a5 < a7, x1 > 0

, (66)

in which I12a, I12b, I12c, and I12d are defined as

I12a = Pr {(h2 > a4hJ + a5) ∩ (h1 ≥ h2)} , (67)

I12b = Pr {(h2 > a6hJ + a7) ∩ (h1 ≥ h2)} , (68)

I12c = I12a −Q1, (69)

where

Q1 = Pr {(hJ ≥ x1) ∩ (h2 > a4hJ + a5) ∩ (h1 ≥ h2)}
− Pr {(hJ ≥ x1) ∩ (h2 > a6hJ + a7) ∩ (h1 ≥ h2)} , (70)

I12d = I12b +Q1. (71)
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Applying theorem 2, I12 is derived as in (24).
I21 can be expressed as follows:

I21 =


I21a b5 < b7, x2 ≤ 0
I21b b5 ≥ b7, x2 > 0
0 b5 ≥ b7, x2 ≤ 0
I21c b5 < b7, x2 > 0

, (72)

in which I21a, I21b, and I21c are given as

I21a = I20 − Pr

{
(h1 > b6hJ + b7)∩
(h2 > b1h1 + b2hJ + b3)

}
, (73)

I21b = Pr {(h1 > b4hJ + b5) ∩ (hJ > x2)

∩ (h2 > b1h1 + b2hJ + b3)}
− Pr {(hJ > x2) ∩ (h1 > b6hJ + b7)

∩ (h2 > b1h1 + b2hJ + b3)} , (74)

I21c = I21a − I21b. (75)

Applying theorem 2, I21 is attained as in (29).
Similar to the way calculating I12, I22 can be calculated as

follows:

I22 =


I22a b5 ≥ b7, x2 ≤ 0
I22b b5 < b7, x2 ≤ 0
I22c b5 ≥ b7, x2 > 0
I22d b5 < b7, x2 > 0

, (76)

in which I22a, I22b, I22c, and I22d are defined as

I22a = Pr {(h2 > h1) ∩ (h1 > b4hJ + b5)} , (77)

I22b = Pr {(h2 > h1) ∩ (h1 > b6hJ + b7)} , (78)

I22c = I22a −Q2, (79)

where

Q2 = Pr {(h2 > h1) ∩ (h1 > b4hJ + b5) ∩ (hJ > x1)}
− Pr {(h2 > h1) ∩ (h1 > b6hJ + b7) ∩ (hJ ≥ x1)} , (80)

I22d = I22b +Q2. (81)

Applying theorem 2, I22 is derived as in (32).

B. Proof of lemma 2

I8b can be rewritten as follows:

I8b = I8a + I11a − I10
+ Pr {(h1 ≥ h2) ∩ (h2 > a6hJ + a7)} . (82)

Applying theorem 2, this lemma is proved.

C. Proof of lemma 3

We can rewrite I9b as follows:

I9b = I9a + I21a − I20
+ Pr {(h2 > h1) ∩ (h1 > b6hJ + b7)} . (83)

Applying theorem 2, this lemma is proved.
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