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Abstract 

Urban Traffic Flow Guidance System (UTFGS) may cause the overreaction and concentration of travelers and lead 
to the phenomenon of Braess Paradox. The paper develops a constrained K-shortest paths algorithm within a 
dynamic restricted searching area in consideration of realistic road network spatial distribution features. Through 
the test with the microscopic transportation simulation tool VISSIM, the algorithm could not only decrease the 
searching scale but also efficiently balance the traffic flow in the net and avoid the phenomenon of Braess Paradox.  
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1. Introduction 

Traffic congestion is gradually becoming one of the 
most serious social problems. One of the most effective 
solutions to this problem is the establishment of Urban 
Traffic Flow Guidance System (UTFGS) which could 
provide the optimum path for travelers before or during 
the trip based on real-time traffic information in the 
road network1. However, as the overreaction and 
concentration of drivers, both the static and the dynamic 
UTFGS may cause a problem of Brass Paradox which 
may unbalance traffic volume and weaken the 
effectiveness of navigation information2. Even worse, 
such case will degrade users’ trust in the UTFGS and 

bring very adverse effects to the application and 
popularization of the navigation technology. For a 
applicable solution of the Brass Paradox problem in 
UTFGS, we will first talk about the formation 
mechanism and prevention method of it at the beginning.  

2. Formation mechanism and applicable 
prevention method of Braess Paradox 

2.1. Formation mechanism 

The formation of Braess Paradox problem is closely 
related to the validity of the traffic guidance information 
having been released3, 4.  To be specific, the formation 
mechanism could be concluded as follows: 
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2.1.1. Unreasonable traffic assignment proportion 

Without considering the real-time traffic state of all 
road sections in the network, it is impossible to keep a 
stochastic user equilibrium assignment of traffic flow 
and provide appropriate alternative paths to drivers5, 6. 

2.1.2. Ineffective release strategy of dynamic traffic 
information 

The release of dynamic traffic information and the 
improvement of transportation system benefit do not 
have a positive correlation7,8. Ineffective release strategy 
of dynamic traffic information may cause a 
disequilibrium of traffic flow that leads to the Braess 
Paradox. Thus, the determination of appropriate release 
time, release frequency, and release content of 
information plays a crucial role in UTFGS9, 10. 

2.2. Applicable prevention method 

After the analysis, two methods are proposed to prevent 
the Braess Paradox11, 12: 

2.2.1. Route choice model in consideration of 
individual characters 

Analyze the root causes of drives’ behavior 
homoplasy13 and establish the route choice model in 
consideration of individual characters14, 15, so that paths 
provided to the drivers could be significantly different 
between each other and the traffic volume may keep a 
balance in the road network16, 17.  

2.2.2. Constrained K-shortest paths algorithm 

While the user group of UTFGS reaches a quasi-
saturation level, K-shortest path K ( 3)  with significant 
differences provided for drivers could not only balance 
the traffic flow but also prevent the Braess Paradox18, 19, 

20. In this paper, we mainly carry some research on this 
subject. 

3. Constrained K-shortest paths algorithm 
within a dynamic searching area 

Without considering the constraints in path 
computation, the existing K-shortest path algorithms 
may be subdivided in algorithms that allow paths to 
have repeated links  (cycles) 21, 22, 23, 24 and algorithms 
that only consider acyclic paths25, 26. We now consider 
the problem of finding the K-shortest paths that meet a 
set of constraints. With a class of constraints, the paper 

develops Lawlers’s25 algorithm within a dynamic 
restricted searching area in consideration of road 
network spatial distribution features that suitable for 
travelers. 

3.1.   Process of algorithm 

Definition of the dynamic restricted searching area: 
(1) Load the data of the road network and initialize 

the operation environment of the program (Value of K 
can be set here with a default value equals to 3); 

(2) Set the origin node and destination node of the 
path computation; 

(3) Construct the rectangle with a diagonal line 
connect the origin and destination to be the restricted 
searching area of the path computation, set the state 
variable 1I  , turn to step (5); 

(4) Construct the contour-rectangle of an ellipse 
with the origin node and destination node as its focus to 
be the restricted searching area of the path computation, 
set the state variable 2I  , turn to step (5); 

Initialization of the K-shortest path algorithm: 

(5) Define 0 1S ， as the set of all paths from origin to 

destination with the dynamic restricted searching area; 

(6) Find the shortest path within 0 1S ， and denote it 

with ( )0 1P S ， , set 1m  ; 

(7) According to the partitioning rule, divide 

( )0 1 0 1S P S， ，  into (1)q  mutually exclusive subsets. 

Denote these with , , ...,1 1 1 2 1 (1)S S S q， ， , , turn to step (9);  

Path computation of the K-shortest path algorithm: 

(8) Define ,Sa j  as the set that contains the ( 1)m th  

shortest path. Divide ( ), ,S P Sa j a j  into ( +1)q m  

mutually exclusive subsets and denote these with 

, , ...,+ 1 + 2 + +S S Sm m m q m1， 1， 1, ( 1) ; 

(9) Compute the shortest paths for subsets 

, , ...,1 2 ( )S S Sm m m q m， ， ,  and denote these paths with 

( ), ( ), ..., ( )1 2 ,P S P S P Sm m m q m， ， ( ) ; 

(10) Find the ( 1)m  th shortest path within all subsets 

 { ( ), ..., ( ), ..., ( ), ..., ( )}1 1 11, ( ) ,P S P S P S P Smq m q m， ，1 ( )  that have 

been identfied until now; 
(11) Judge whether links contained in the ( 1)m th  

shortest path satisfy the detour constraint and the 
overlap constraint. If true, turn to step (9); if not, delete 
all paths containing these links in set 
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{ ( ), ..., ( ), ..., ( ), ..., ( )}1 1 11, ( ) ,P S P S P S P Smq m q m， ，1 ( ) , then turn 

to step (12); 
(12) Judge whether the set 

{ ( ), ..., ( ), ..., ( ), ..., ( )}1 1 11, ( ) ,P S P S P S P Smq m q m， ，1 ( )  equals to 

null. If true, turn to step (13); if not, turn to step (10); 
(13) Jude whether the state variable 1I  . If true, 

turn to step(4); if not, turn to step(16); 
(14) Bring this path to the set of K-shortest paths, 

set 1m m  ; 
(15) Jude whether m K . If true, turns to step (16); 

if not, turn to step (8); 
(16) Terminate this algorithm and output all paths 

containing in the set of K-shortest paths to drivers. 
The complexity of the algorithm for finding K-

shortest paths is ( * * ( ))O k n c spt , with n  the number of 

nodes within the restricted searching area and ( )c spt  the 
complexity of the single source shortest path algorithm. 

3.2. Restricted searching area of the path 
computation 

The constrained K-shortest paths algorithm uses the 
dijkstra algorithm as a core to compute the single source 
shortest path. As the dijkstra algorithm is a traversal 
one, the CPU time of the path computation may not be 
satisfied with the real-time demand of UTFGS when the 
scale of road network becomes very large. 

Based on the statistical analysis of the spatial 
distribution of real road network, two restricted 
searching areas with the appropriate restricted rectangle 
and contour rectangle of an ellipse are established. With 
this restriction, the algorithm can efficiently decrease 
the searching scale and improve its running efficiency.  

(1) Rectangle with a diagonal line connects the 
origin and destination. 

Restrict the searching area in the rectangle with a 
diagonal line connects the origin and destination, and 
then compute the K-shortest path in this area. If quantity 
of computed alternatives paths could not reaches the 
presupposition value K, turn to the restricted area of the 
contour-rectangle of an ellipse and continue. 

(2) Contour-rectangle of an ellipse with the origin 
and destination as its focus. 

Total length from the point on an ellipse to its focus 
equals a fixed value. With the statistical analysis of the 
road network spatial distribution features, an ellipse 
with the origin and destination as its focus could be 
constructed as follows27, 28:  

 2 2
/ 2 ( ) ( )A P L y y x xs sD DOD OD    , 

 2 2 2
( ) ( ) / 2B A y y x xs sD D     , 

Where, ( , )x ys s  and ( , )x yD D  respectively stand for 

the coordinates of the origin node and destination node; 
A  and B  respectively stand for length of the long axis 

and short axis of ellipse; LOD  and POD  respectively 

stand for the Euclidean distance and the shortest path 
length between the origin node and the destination node; 

 /95% 95%
R P LOD OD    stands for the value of 

ROD under a confidence level of 95%. 

In order to avoid large amount of power and 
evolution operation in computation, the above area 
could be extended to the contour-rectangle of the former 
ellipse: 

  2 2 2 2
/ 2 cosx x x A B sinDO      , 

  2 2 2 2
/ 2 sin cosy y y A BDO       

Where, the extreme value of ,x y  stand for the 

contour-rectangle of the ellipse with the origin node and 
destination node as its focus. 

3.3. Partitioning rule 

Let S be the set of acyclic paths between origin and 
destination that all start with a sequence of links 

denoted as { , , ..., }1 2
initial

L b b bG  and exclude the links 

contained in { , , ...., }1 2
exclude

L c c cH , and define ( )P S  as 

the shortest path consists of the 

links{{ }, , , ...., }1 2
initial

L a a aq . Then the algorithm divides 

the set - ( )S P S  into q  mutually subsets , , ...,1 2S S Sq , 

where Si  is the set of acyclic paths between origin and 

destination that start with the sequence of links 

{{ }, , , ...., }1 2 -1
initial initial

L L a a ai i  and exclude the 

links {{ }, }
exclude exclude

L L ai i . 

So, computing the shortest path in Si  could be a 

straightforward task: simply compute the shortest path 

from the end node of -1ai  to the destination, while 

excluding the links contained in 

{{ }, }
exclude exclude

L L ai i  and the predecessor links of 

-1ai  given by {{ }, , , ...., }1 2 -2
initial initial

L L a a ai i . 
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3.4. Constraints 

To satisfy the actual demands of drivers, two constraints 
are applied to eliminate the unreasonable paths. In each 
computation, only the paths satisfy the constraints could 
be brought to the K-shortest paths set and finally 
provided for drives.  

Before the intruoducation of containts, some 
conceptions must be defined.  

Denote each path with a node series ( , , , , ....)i j k m . 
Define set of the mutually exclusive links consist in a 
certain path as incomplete link set and denote this set 

with { - , - , - , ...}S i j j k k mA  . Define set of the full 

permutation mutually exclusive links consist in a certain 
path as complete link set and denote this set 

with { - , - , - , ..., - , - , ..., - , ...}S i j i k i m j k j m k mB  . Define length 

of links start from node i  and terminate at node j  
through a series of nodes as ( - )l i j , where -i j represents 
the meaning of road ID. 

(1)Detour constraint 
All paths that contain a detour larger than a fator 

max
  relative to the shortest path must be eliminateed. 

In the computation of the ( )m th  shortest path, 

compare the complete link set ( , ( ))SB i q j  originated 

from  ( ),P Si q j  with complete link set (0,1)SB  

originated from ( )0,1P S . If there exist two links sharing 

the same ID, the further step compare the length of each 
link it represents in its set. 

If path  ( ),P Si q j  satisfies the formula 

max
( - ) ( - ),l s t L s ti j  , it is not reasonable from a 

behavioral point of view, all paths contain link -s t  will 
be eliminateed later. 

Where, max
  stands for detour constraint factor; 

( - ),l s ti j  stands for length of the link in ( , ( ))SB i q j  that 

shares the same ID; ( - )L s t  stands for length of the link 

in (0,1)SB  that shares the same ID. 

(2)Overlap constraint 
For a significant difference between each alternative 

path, all paths that contain a overlap larger than a fator 
min

 relative to the shortest path must be eliminateed. 

In the computation of the ( )m th  shortest path, 

compare the incomplete link set ( , ( ))S A i q j  originated 

from  ( ),P Si q j  with all the incomplete link set 

, , ...,(0,1) (1,1) ( 1,1)S S SA A A m  originated from the former 

K-shortest path ( 1, ..., 1)K m  . If there exist two links 
sharing the same ID, the further step sum the length of 

relative link it represents in set ( , ( ))S A i q j . 

If path  ( ),P Si q j  satisfies the formula 

min
( - ), 1

r
l s t Li j K   , it is not reasonable from a 

behavioral point of view, all paths contain link -s t  will 
be eliminateed later. 

Where, min
  stands for overlap constraint factor; 

( - ),
r

l s ti j  stands for length of the link in ( , ( ))S A i q j  

compared with ( ,1)S A r  that shares the same ID; 1LK  

stands for length of the overall shortest path 

( )0,1P S ( 1)K  . 

4. Realization of algorithm 

Realize the algorithm in environment of Changchun. 
The sample distribution ratio coefficient under a 
confidence level of 95% could be statistics obtained in 

Fig.1. Set the detour constraint max
1.25  , overlap 

constraint min
0.5   in the initialization interface of 

Fig.2 and run the program on HP xw4600 workstation 
with the CPU frequency of 2.2 GHz and the physical 
memory of 2G. The operation effect of the K-shortest 
paths ( 3)K   start from node 2618 and terminate at 
node 97 are shown in Fig.3. The CPU running time is 
0.58s in contrast with 7.32s of constraint K-shortest path 
algorithm without restricted searching area.  

 

 

Fig. 1.  Sample Distribution Ratio Coefficient of Changchun. 
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Meanwhile, comparisons of searching area with 
and without restrictions are shown in Fig.4 where the 
red nodes represent the searching set during path 
calculation.  

The proposed algorithm has not only effectively 
decreased the searching scale but also dramatically 
increase the path optimization efficiency for about 92%. 

 

5. Test of algorithm 

5.1. Parameter sensitivity test 

According to different sizes of road network 
( 100, 200, 400)N  and solution space ( 5,10,15, 20)K  , 
analyze the parameter sensitivity of detour constraint 

max
  and overlap constraint min

  by taking the 
different proportion value (80%, 100%, 120%) of 

max
1.25100%  ，

min
0.5100%   which is shown in Table 1. 

Table 1.  Parameter sensitivity test of constraint factors . 

N K 

min

100%
  

max

100%
  

min

80%
  

max

100%
  

min

120%
  

max

100%
  

min

100%
  

max

80%
  

min

100%
  

max

120%
  

100 50 4 3(78%) 4(113%) 3(81%) 4(97%) 
… 100 7 6(78%) 8(116%) 6(83%) 7(103%) 
… 150 11 8(75%) 13(123%) 9(82%) 11(105%) 
… 200 14 11(75%) 19(130%) 12(84%) 16(111%) 
200 50 11 9(82%) 17(146%) 11(96%) 13(114%) 
… 100 25 20(19%) 35(138%) 24(93%) 26(104%) 
… 150 41 32(78%) 57(137%) 41(99%) 42(101%) 
… 200 59 44(74%) 77(131%) 58(97%) 60(101%) 
400 50 27 3(11%) 30(114%) 25(92%) 26(98%) 
… 100 56 46(82%) 67(121%) 53(94%) 26(101%) 
… 150 86 70(82%) 104(122%) 82(96%) 87(101%) 
… 200 115 96(84%) 141(122%) 112(97%) 116(101%) 

Two aspects of conclusions have been drawn:  

 (1) Keep the value of min
 constant. The larger 

max
 is, the more paths that do not meet detour 
constraint appear and the more time it takes for CPU 

runs. (2)Keep the value of max
 constant.  The larger 

min
 is, the more paths that do not meet detour 
constraint appear and the more time for CPU runs. 

 

 

Fig. 2.  Initialization interface of the algorithm. 

              
(a) Searching area without restrictions                                         (b) Searching area with restrictions 

Fig. 4.  Comparison of searching area 

 

Fig. 3.  Operation effect of the algorithm. 
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On setting max
1.25  , min

0.4  , the overlap 
become tight constraint. Diagonal rectangle in Fig.3 
could no longer meet the searching need of 3K  , the 
state variable was assigned equal to 2 and the search 
area is therefore switched to the contour-rectangle of the 
ellipse (right part) shown in Fig.5 

5.2. Operating efficiency test in large network 

Test the algorithm efficiency in large-scale road 
network29 of Guangzhou which is shown in Fig.6 and 

Table 2. From the comparison of results, operating 
efficiency of the algorithm is improved by about 89.6% 
under a reasonable restricted searching area. 

5.3. Network benefit test 

Construct the simulating road network shown in Fig.7 
with VISSIM 5.1. Set the simulation scheme 30 under 

the restriction of detour constraint max
1.25  , overlap 

constraint min
0.5  . Set the simulation time to 3600s 

and the sampling interval to 100s. The simulated traffic 
incident starts at 600s and lasts to the end. Collect all 
the parameters including travel time, queue length, 
average vehicle delay, etc that related to the effect 
evaluation of traffic guidance. Evaluate the road 
network benefit with the total travel cost. The total 
travel cost of the simulated road network without any 
prevention method being carried out is 35903950s 
(Braess Paradox appears) in contrast with 24397420s 
that using the algorithm. During the whole simulation 
process that using the algorithm, the former congestion 
of dissipated and no significant Braess Paradox 
phenomenon appears. 

          

(a) Searching area of
max

1.25  ,
min

0.5                    (b) Searching area of 
max

1.25  ,
min

0.4   

Fig. 5.  Dynamic switch of searching area. 

 
Fig. 6.  Efficiency test in Guangzhou network. 

Table 2.  Efficiency test in Guangzhou network. 

 
Origin 
Node 

Destination 
Node 

CPU running 
time without 

restricted 
searching area

CPU running 
time without 

restricted 
searching area

Network 
searching 

area without
restriction 

Network 
searching 
area with 
restriction 

1 171 10839 15.015 1.062 21658 4576 
2 356 658 17.910 1.921 24338 4064 
3 555 10839 17.343 2.031 26160 8021 
4 666 10912 2.225 0.370 2562 623 
5 8520 777 5.980 0.901 6737 2215 
6 332 8520 15.895 1.140 21139 2481 
7 298 12 12.110 0.686 16554 1515 

8 298 999 15.640 1.484 24116 3185 

Published by Atlantis Press 
      Copyright: the authors 
                   1259



 Applicable Prevention Method  
 

6. Conclusions  

With the constraints of detour links and overlap links, 
this paper develops a constrained K-shortest paths 
algorithm within a dynamic restricted of searching area 
in consideration of road network spatial distribution 
features which is suitable for travelers. The algorithm 
can not only decrease the searching scale but also 
efficiently balance the traffic flow and applicably 
prevent the Braess Paradox problem. However, as the 
little consideration of individual route choice behavior, 
this subject still needs some further study in future. 
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