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Abstract. Many timely computer vision problems, such as crowd event
detection, individual or crowd activity recognition, person detection and
re-identification, tracking, pose estimation, segmentation, require pixel-
level annotations. This involves significant manual effort, and is likely to
face challenges related to the privacy of individuals, due to the intrinsic
nature of these problems, requiring in-depth identifying information. To
cover the gap in the field and address these issues, we introduce and make
publicly available a photorealistic, synthetically generated dataset, with
detailed dense annotations. We also publish the tool we developed to gen-
erate it, that will allow users to not only use our dataset, but expand upon
it by building their own densely annotated videos for many other com-
puter vision problems. We demonstrate the usefulness of the dataset with
experiments on unsupervised crowd anomaly detection in various sce-
narios, environments, lighting, weather conditions. Our dataset and the
annotations provided with it allow its use in numerous other computer
vision problems, such as pose estimation, person detection, segmenta-
tion, re-identification and tracking, individual and crowd activity recog-
nition, and abnormal event detection. We present the dataset as is, along
with the source code and tool to generate it, so any modification can be
made and new data can be created. To our knowledge, there is currently
no other photorealistic, densely annotated, realistic, synthetically gener-
ated dataset for abnormal crowd event detection, nor one that allows for
flexibility of use by allowing the creation of new data with annotations
for many other computer vision problems. Dataset and source code
available: https://github.com/RicoMontulet/GTA5Event.

1 Introduction

The State of the Art (SoA) deep learning methods in computer vision achieve
high accuracy by leveraging large, diverse and correctly annotated datasets, with
the most detailed annotations desired being at a pixel level. For problems like
crowd event detection, pose estimation, person detection, recognition, segmenta-
tion, re-identification, tracking, activity recognition, the production of detailed
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ground truth requires great manual effort, is very time-consuming, error-prone
and labor intensive. This is even more so the case in tasks requiring pixel-level
accuracy, such as fine-grained activity recognition, pose estimation [9], person
re-identification and tracking, as well as activity/event recognition. Moreover,
the advent of privacy regulations such as GDPR (https://gdpr-info.eu/) has
led to the removal of datasets of individuals that have not given explicit con-
sent, and makes the creation of new annotated datasets challenging. The current
Covid-19 related restrictions on large gatherings and crowds of people are pos-
ing additional obstacles to the creation of benchmark datasets. However, the
need for data with high quality annotations is continuously increasing, for train-
ing data, or augmentation of existing training data. A solution to this problem
that is gaining increasing attention is the creation of realistic synthetic datasets
using commercial video game engines, for the creation of highly realistic data
with dense, high quality annotations in varying lighting and environmental con-
ditions.

In this work we create photorealistic videos using the Rockstar Advanced
Game Engine (RAGE) in the video game GTA V [38], as it allows for the creation
of densely annotated and very realistic datasets. Its license allows for this, and
specifically states: “The publisher of Grand Theft Auto V allows non-commercial
use of footage from the game as long as certain conditions are met, such as non-
commercial use and not distributing spoilers” [2]. The engine provides great
flexibility, allowing for the generation of videos with wide ranging, detailed and
realistic activities of individuals and groups of people in different indoors and
outdoors environments, lighting and weather conditions. Our dataset comprises
of 54 videos with resolution of 2560 × 1440, from 54 unique locations. Each
video has 450 frames recorded from a static camera at varying heights. Detailed
ground-truth data is provided for every frame, comprising of weather conditions,
time of day, person segmentation, bone coordinates, depth maps and the type
of group of people. The videos are rendered at different frames per second to
simulate different frame rates on common security cameras. In this work, we
choose to apply the generated datasets to the problem of unsupervised, abnor-
mal crowd event detection. The motivation for this is the long-standing lack of
high quality, densely annotated data for this problem, as explained in Sect. 2.
We demonstrate the usefulness of our dataset in experiments on unsupervised
event detection, with annotations that can also be used for a number of other
computer vision problems. To our knowledge, there is no other dataset providing
annotations for such a wide range of vision problems.

This paper is structured as follows: Sect. 2 describes the related work on
synthetic dataset generation, and the datasets available. Section 3 describes the
process for generating our synthetic dataset, and the resulting annotations and
Sect. 4 shows how it can be used for the successful, unsupervised detection of
abnormal events in a variety of environments, while conclusions are drawn in
Sect. 5.

https://gdpr-info.eu/
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2 Related Work

The role of synthetic datasets as supplements to existing training data, or as
data in and of themselves, is receiving increased attention [36,37,43,44], as deep
learning requires extensive high quality annotated data to perform well, which
is not always easy to obtain in the real world. To this end, various synthetic
datasets have been recently generated to solve different computer vision prob-
lems, with the works in [6,25,37,38,40,49] all using synthetic data. Several of
them, namely [25,37,38,49] use the GTA V Rockstar Advanced Game Engine
(RAGE), similarly to our work, but focusing on different computer vision prob-
lems. The reason for choosing RAGE is the high quality of the resulting graphics,
as well as the policy of the game engine, which allows for non-commercial use
of its footage [2]. Data generation tools and datasets that use virtual worlds to
generate annotated image datasets are described below.

2.1 Related Tools for Synthetic Data Generation

CARLA. CARLA is an open-source platform from Intel for developing and
testing autonomous driving systems [16] with various environments, sensors,
and full control over data. Scene segmentation has been achieved using CARLA
in [41], and LiDAR object detection uses CARLA in [17]. A challenge was also
setup in 2019 with realistic driving scenarios, for autonomous driving bench-
marks (https://carlachallenge.org/).

Unity ML. The Unity game engine allows the development of realistic virtual
game environments for applications like Deep Learning, with Google’s DeepMind
recently having used it to train its deep learning models [1]. Unity ML [3,26] use
machine learning agents to create realistic and varied environments.

Unreal. Unreal [34] is a game engine for virtual environments that also gen-
erates realistic images to train deep learning methods. It has been used for
AirSim [42], a simulator for drones and autonomous vehicles, and other anno-
tated datasets [33], to train deep learning methods for autonomous vehicles. It
has also been used to generate a synthetic dataset for 3D object detection and
pose estimation [45].

Blender. Blender, a tool generating 3D scenes for video games, has also been
used for training data for computer vision. In [13], an open-source modular
pipeline, presented for photorealistic 3D scenes and images, is tested on object
segmentation. Medical imaging, and specifically robotic surgery has recently ben-
efited from data created with Blender [10], with the paper receiving a best paper
award in 2020.

Europilot. Europilot, an environment based on Euro Truck Simulator 2, simu-
lates all aspects of a driving vehicle: acceleration, breaking, steering and collision
detection etc. It also offers visual rendering of the scene for computer vision pur-
poses and is used for training autonomous vehicles [20].

https://carlachallenge.org/
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Grand Theft Auto 5. Grand Theft Auto 5 (GTA V) poses a different
paradigm, as it generates very photorealistic video game data. One of the main
reasons it is selected specifically for computer vision tasks is the excellent quality
of its graphics. Another work that uses GTA V for generating photorealistic data
is Richter et al. [37,38], who injected their own software inbetween the game and
the graphics card, so as to collect information about geometry and textures. In
contrast to [37,38], our tool uses native RAGE functions, which allows us to get
the annotations directly from the game environment, to change the scene, set
weather conditions, and customize the behavior of individuals and groups.

Table 1. Abnormal event detection datasets.

Dataset # of frames Resolution Events

UCSD Ped1 [27], 2014 14000 238 × 158 Abnormal object in one
frame

UCSD Ped2 [27], 2014 4560 360 × 240 Abnormal object in one
frame

UMN [46], 2014 3855 320 × 240 Staged crowd events

Subway entrance [4], 2008 86535 512 × 382 Few abnormalities

Subway exit [4], 2008 38940 512 × 382 Few abnormalities

CUHK avenue [29], 2013 30652 640 × 360 Few abnormalities

Street scene [35], 2020 203257 1280 × 720 Few abnormalities in
street behavior

Ours: GTAV event, 2020 24000 2560 × 1440 Limitless crowd events,
abnormal crowd
behaviors

2.2 Related Synthetic Data

A wide range of synthetically generated data has been produced for com-
puter vision problems https://github.com/unrealcv/synthetic-computer-vision,
but not for the application that we are examining, namely crowd event detec-
tion. Moreover, unlike our dataset, existing ones do not offer the flexibility to be
used for several other applications, from recognition of individual or group activ-
ities/interactions in a variety of scenarios and environments, to person tracking,
segmentation re-identification and others, as detailed below.

Synthetic Datasets for Optical Flow. Synthetic datasets have been used
to develop accurate optical flow algorithms since 1987 [21], with Yosemite [7]
(1994) being one of the most widely used. In [30], what makes a good synthetic
dataset is described, with an extensive overview of existing synthetic optical
flow benchmarking datasets, including recent ones like Flying Chairs [15], and
SYNTHIA [39]. It should be noted that the SoA optical flow Flownet2 [24] used

https://github.com/unrealcv/synthetic-computer-vision
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in this work has also been developed using synthetically generated data, which
allowed it to outperform the SoA.

Synthetic Human, Crowd Datasets. Previous efforts on synthetic data gen-
eration for crowd simulation [5,31] focus on crowd group dynamics, but not on
the quality of the graphics, making them less appropriate for deep learning, which
requires large amounts of high quality annotated data. Recently, a dataset and
tool for crowd counting was published [48], which only generates crowd images,
and not crowd videos, nor crowd event scenarios.

In [12], a dataset for human activity recognition has been generated, but with
Unity, contains one person per activity, and no abnormal crowd events. Motion
tracking and activity recognition can take place using the synthetic data in [19],
however it features only one person per frame, and has a blank background.

Human segmentation and depth estimation datasets have also been synthet-
ically generated recently [47], based on motion capture data. However, they use
Blender [11], and comprise of single person images rather than continuous video.
A large scale synthetic image dataset of images of street scenes with dense seman-
tic segmentation maps, generated by the Unity game engine, is SYNTHIA. It has
been used for semantic image segmentation, image-to-image translation [23,28]
and adversarial domain adaptation [22], among others.

Our tool generates densely annotated crowds and events, but can also be
used for the generation of individual or small group activities, tracking, pose,
segmentation, providing solutions for a wider range of computer vision problems
than existing datasets. At the same time, it provides densely annotated bench-
marking data for abnormal crowd event detection, for which existing real-world
datasets have been limited in size, quality and amount of events (see Sect. 2.3).

2.3 Real-World Datasets for Abnormal Crowd Event Detection

In this work we use our dataset for the problem of abnormal crowd event detec-
tion, although it can also be used for other problems, like person detection, seg-
mentation, re-identification, tracking, individual or crowd activity recognition.
We focus on crowd event detection due to the long-standing and well-documented
lack of datasets for this problem. Existing datasets are small, of poor resolution,
with few abnormal events and often with inconsistent annotations [35].

In Table 1 we present real-world datasets on crowd event detection, most often
used for benchmark comparisons. The frequently encountered, UCSD pedes-
trian [27], shows pedestrians walking outdoors, with a few anomalies like a bike
passing through them etc. It is small in size, contains a few abnormalities, and
events are based on changes in a frame, rather than changes in behavior and
motion. The University of Minnessotta (UMN) dataset [46] is even smaller, with
11 videos and 3 scenes, with simple, staged events. Only two long real-world
videos, Subway and Mall, are presented in [4], with few, specific events, mak-
ing them inadequate for robust testing. CUHK Avenue [29] contains data from
a surveillance camera, with few anomalies, caused mostly by individual actions
rather than crowd behaviors. Recently, StreetScene [35] was made available, con-
taining a far larger number of frames at higher resolution, with the corresponding
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annotations. However, this dataset does not contain crowd events or abnormal
individual/crowd behaviors, as it focuses on abnormalities related to street scenes
and rules, such as pedestrians crossing illegally or bicycles on sidewalks.

Our dataset features significantly more frames than most of the above
datasets, with the exception of StreetScene, however the number of frames in
our dataset can be directly increased by using our tool. Our dataset also features
a wide range of weather conditions and environments, as well as events related
to abnormalities in crowd behavior and motion, rather than anomalies related
to appearance changes in one frame (as in UCSD, UMN). Thus it is more appro-
priate for detecting abnormalities in videos, in the behavior of crowds but also
individuals. It does not contain annotations only for events, but also for person
segmentation, tracking, re-identification, pose classification and more, detailed
in Sect. 3.2. Its graphics are of high quality, as they have been generated with
the GTA V engine [14], which can produce a wide range of high quality, photo-
realistic scenes.

3 Dataset Creation and Description

3.1 Dataset Creation: Interacting with the Virtual World

Our method uses the plugin Scripthook, developed by Alexander Blade, that
allows developers to interact with the Rockstar Advanced Game Engine (RAGE).
The scene generation and data collection is done by a plugin written in C#
that controls the environment using Scripthook. Virtual scenes, weather condi-
tions, character models, lighting conditions, movement and behaviours can all
be changed using a config file. In order to create a diverse dataset, different loca-
tions and camera placements needed to be explored. Conveniently, GTA V has
a massive 252 square kilometer map with a vast amount of different locations.
Every location is unique with a high degree of similarity to real world locations.
From beaches to shopping malls to mountain ranges, the possibilities are vast.

In this work, a subset of 54 locations were used, where stationary cameras
have been placed at various heights and angles, and a region of interest was
selected in them. There are 704 unique person models available in the game,
with different skin color, body shape (height, weight) and hair styles, with varied
types of clothing for each person model. The people can move in several ways,
such as walking, standing, crouching, standing having a conversation etc.

Groups of people of various sizes are spawned in the designated Region of
Interest (ROI) for each location. These groups range in size from 5 to 25 people
and there are 1 to 5 groups. These parameters can be changed in a configuration
file to suit any needs. Every person within a group gets a specific task, whether to
talk to one of their group members, wander around the scene, make a phone-call
or just stand there. Once groups have been spawned the weather is randomly
changed, the camera is set to render at a random FPS, and finally, the time
of day is randomized. All of this happens while the game is paused. This is
achieved by setting the timescale parameter in the game engine to zero. The
locations along with group sizes, group locations, person locations, weather,
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time and FPS information is available. Figure 1 provides an overview of the
distribution of the generated actions, weather conditions, fps for each video, and
times of day, showing that our solution can cover numerous scenarios. There are
24,301 frames in total, with 1,825,493 annotated bounding boxes and a total of
177,372,250 bones. There are 5719 people in total having an average trajectory
length of 319 frames. All locations cover a ROI of 27,635 square units, with an
average ROI of 512 square units per location, where one 3D unit was found to
be approximately 0.85 m [14].

Fig. 1. The distribution of group behaviours, weathers, frames per second used to
render the videos and of the times during which the videos were recorded.

Fig. 2. Our frame annotations: from left to right, the bounding boxes of people along
with their ID and distance to the camera, the bone coordinates of the people in the
scene, the trajectories people have walked, the pixel-wise segmentation of people, and
lastly pixel-wise depth information relative to the camera plane.

Now that the scene is set up, the timescale is set to 1.0, and the game starts
to render the scene. Meanwhile, the script saves images and annotations, which
include RGB, depth, segmentation information, person pose information (bone
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locations), bounding boxes, and person IDs. Thus, the post-processing script
can find trajectories, tighten bounding boxes, segmentations, and depth esti-
mates. Figure 2 shows a sample synthetically generated frame using our method,
with annotations corresponding to person detection (bounding boxes), bones,
trajectories, person segmentation and depth maps.

3.2 Dataset Description

The resulting dataset contains detailed scene information and annotations,
described below:

1. a bitmap stencil image
– 0: Environment objects like floor, stairs, buildings
– 1: Persons
– 2: Cars and trucks
– 3: Waving flags, plants, trees
– 4: Beach sand, grass
– 7: sky

2. a depth map, as a single channel image with float values in range [0, 1], where
1 is close to the camera and 0 is far (http://www.adriancourreges.com/blog/
2015/11/02/gta-v-graphics-study/)

3. location information in a json file, containing:
– location name
– camera position
– camera rotation
– player position
– player rotation
– ROI of the location
– PedGroups: contains the initial positions of all the people that belong to

this group
– PedCenters: contains the original centers around which the people were

spawned
– PedIdGroup: contains the handles of all the spawned peds, and the cluster

center they belong to
– fps: frames per second the video was rendered at
– Action: the action that happens at a specific frame
– Current time: the time the video was recorded in game time
– Currentweather: the weather of that scene [0 = ExtraSunny, 1 = Clear,

2 = Clouds, 3 = Smog, 5 = Overcast, 6 = Raining, 7 = Thunderstorm,
13=Snow]

– CamFOV: the field of view of the recording camera (always 50)
4. Per frame annotations that contain:

– handle which is unique ID for every person
– their distance from the camera in meters
– normalized onscreen [0,1] bone coordinates

http://www.adriancourreges.com/blog/2015/11/02/gta-v-graphics-study/
http://www.adriancourreges.com/blog/2015/11/02/gta-v-graphics-study/
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4 Unsupervised Abnormal Event Detection Using GTA V

The datasets created using our method can be very useful in the problem of
abnormal crowd event detection, where there is a lack of densely annotated
high resolution benchmark data, as explained in Sect. 2.3. We consider realistic
crowd event scenarios in various indoors/outdoors environments and weather
conditions, and specifically events such as crowd dispersion or scattering, crowd
fleeing and a fight breaking out in a crowd, with some examples shown in Fig. 3.

Fig. 3. Examples from our photorealistic crowd event datasets. Left to right: School
yard before students merge towards the exit and leave, villa garden before a crowd
leaves, beach before people run away, mall after a crowd disperses.

4.1 Cumulative Sum Method for Abnormal Event Detection

The event taking place, as well as the time it takes place, is unknown beforehand,
and is characterized mostly by a change in the crowd motion. For this reason, we
choose to detect possible events by analyzing the statistics of the crowd optical
flow over time. The basic assumption is that current crowd behavior is “normal”,
and a significant deviation from it would be abnormal, which is often the case
in several realistic scenarios like the ones considered in our work.
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We use sequential statistical change detection, namely the Cumulative Sum
(CUSUM) approach [8,18], to detect a change between normal and abnormal
crowd motion, as it is can effectively and quickly detect changes between statisti-
cal distributions. The first w0 frames (w0 = 15 here) are considered to character-
ize baseline (normal) crowd behavior/motion and the most recent w0characterize
“current” crowd behavior/motion. Their motion is found by estimating dense
optical flow using SoA FlowNet2 [24] and its empirical distribution through the
histogram of the optical flow. It should be noted that FlowNet2 also uses syn-
thetically generated data to improve its accuracy, and has surpassed previous
SoA optical flow estimation methods because of this.

Fig. 4. Beach crowd events. Frames: (a) before 1st event (b) after 1st event (person
entering, walking in a specific direction) (c) before 2nd event, (d) after 2nd event (crowd
running, dispersing). Optical flow: (e) before 1st event, (f) after 1st event (g) before
2nd event, (h) after 2nd event. Change in the values of: (i) Summed LLRT for 1st
event, (j) CUSUM for 1st event, (k) Summed LLRT for 2nd event, (l) CUSUM for 2nd
event.

The histogram of the optical flow approximates its statistical distribution,
and is denoted at frame k with fk(r̄) at each pixel r̄ = (x, y), while f0(r̄) repre-
sents the distribution of the baseline motion. These two distributions are used to
estimate the log-likelihood ratio Lk, a commonly used test statistic for detecting
changes between statistical distributions, given by:
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Fig. 5. Villa crowd events. Frames: (a) before 1st event (b) after 1st event (crowd
moving more in a stochastic way) (c) before 2nd event, (d) after 2nd event (crowd
running towards exit). Optical flow: (e) before 1st event, (f) after 1st event (g) before
2nd event, (h) after 2nd event. Change in the values of: (i) Summed LLRT for 1st
event, (j) CUSUM for 1st event, (k) Summed LLRT for 2nd event, (l) CUSUM for 2nd
event.

Lk = ln
(
fk(r̄)
f0(r̄)

)
(1)

The CUSUM test uses the log-likelihood ratio (LLRT) as test statistic Lk for the
test at frame k, expressed in the computationally efficient iterative form [32]:

Tk = max(0, Tk−1 + Lk), (2)

where we set Sk = Tk−1 + Lk as the Summed LLRT, and initialize T0 = 0.
When the data deviates from f0, Tk increases significantly, and a change can
be detected at that point. There is no theoretically founded method for setting
the Tk threshold, so in this work, a value equal to 100 was empirically found
to provide accurate results. In the case of multiple events, when an event is
detected, Tk is re-set to 0 and the entire process restarts. This can be seen in the
Summed LLRT and CUSUM plots in Figs. 4–5 where several events take place.
These statistics, the videos and their optical flow, can be seen evolving in real
time, for the videos examined here, as well as other videos generated by our tool,
on our video demos on our GitHub.
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4.2 Experimental Results: Abnormal Event Detection

Figures 4–5 show two different crowd event scenarios, on a sunny day at the
beach, with the sea water moving, and in a villa yard surrounded by moving
tree leaves. As detailed in the captions of Figs. 4–5, they display characteristic
frames before events, the optical flow between them, the Summed LLRT and
CUSUM values until those frames. In Fig. 4 we see the results of a crowd on
a beach where a man suddenly enters, walking in one direction (first event),
and the crowd later suddenly runs away (second event). The optical flow before
and after the events is shown, and is clearly different, which is also reflected in
the Summed LLRT and CUSUM for each event, whose values change sharply
when the person enters the beach area, and when the people start to run. It
should be noted that the motion caused by people slowly walking around, and
small background motions from the sea, did not affect the detection of the actual
events. Figure 5 contains a crowd of people standing/walking in the yard of a
villa. Two main crowd events take place: in the first event, the crowd that is
standing in the yard moves more quickly. In the second event, the crowd runs
towards the exit. We display frames before/after both events, the optical flow
images and the corresponding Summed LLRT, CUSUM in Fig. 5. It is clear
that the changes in the crowd motion are reflected in the Summed LLRT and
CUSUM.

It is interesting to note that the first event, of the crowd’s motion becoming
more stochastic/random, is not easy to detect visually, however our method
detects it. We provide videos of the sequential detection of events in these videos,
and additional examples with different scenarios and environments generated
by our tool, in our GitHub. These results show CUSUM can robustly detect
abnormal crowd behaviors, originating from changes in behavior that correspond
to changes in motion, in a variety of environments and scenarios.

5 Conclusions

In this work, we have presented a method for generating high-resolution pho-
torealistic synthetic datasets using the game engine from GTA V. The method
used allows for the control of the scenes in great detail, and results in detailed
annotations for a wide variety of scenes, events, activities, and crowds. Apart
from data, we provide the tool itself for generating additional datasets on our
GitHub1, which can be used to solve a wide range of computer vision problems
such as activity recognition, person detection and tracking, event detection and
others. We demonstrate the usefulness of our dataset for abnormal crowd event
detection, as there is a significant lack of annotated datasets for this problem. A
sequential statistical change detection method for finding changes in the statisti-
cal distribution of datasets is applied to the optical flow of our synthetic scenes.
The optical flow is estimated using SoA deep learning Flownet2, which provides
dense accurate flow estimates. The results show accurate and quick detection of

1 https://github.com/RicoMontulet/GTA5Event.

https://github.com/RicoMontulet/GTA5Event
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changes in different scenarios, indoors and outdoors, at different times of day
and in different environmental conditions. Future work will expand upon the
detection of abnormal events on more extensive synthetic and real datasets, but
also on the use of our data for problems like person tracking, re-identification,
activity and interaction recognition.
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