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ABSTRACT Internet of Things (IoT) is an instantly exacerbated communication technology that is
manifesting miraculous effectuation to revolutionize conventional means of network communication. The
applications of IoT are compendiously encompassing our prevalent lifestyle and the integration of IoT with
other technologies makes this application spectrum even more latitudinous. However, this admissibility also
introduces IoT with a pervasive array of imperative security hazards that demands noteworthy solutions to
be swamped. In this scientific study, we proposed Deep Learning (DL) driven Software Defined Network-
ing (SDN) enabled Intrusion Detection System (IDS) to combat emerging cyber threats in IoT. Our proposed
model (DNNLSTM) is capable to encounter a tremendous class of common as well as less frequently
occurring cyber threats in IoT communications. The proposed model is trained on CICIDS 2018 dataset, and
its performance is evaluated on several decisive parameters i.e Accuracy, Precision, Recall, and F1-Score.
Furthermore, the designed framework is analytically compared with relevant classifiers, i.e., DNNGRU, and
BLSTM for appropriate validation. An exhaustive performance comparison is also conducted between the
proposed system and a few preeminent solutions from the literature. The proposed design has circumvented
the existing literature with unprecedented performance repercussions such as 99.55% accuracy, 99.36%
precision, 99.44% recall, and 99.42% F1-score.

INDEX TERMS Deep learning (DL), Internet of Things (IoT), intrusion detection system (IDS), distributed
denial of service (DDoS), software-defined networking (SDN).

I. INTRODUCTION
The current century has witnessed an evolutionary growth
in information and communication technologies that intend
to transform traditional patterns of network communication.
Internet of Things (IoT) is such a formidable network com-
munication technology that is revealing marvels in every
aspect of our lives by acquainting contemporary concepts of
data transmission over networks. The anecdote starts with
the unified architecture of IoT that contains a variety of het-
erogeneous intelligent devices mutually connected with the
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integration of smart sensors [1]. These interconnected devices
can communicate with one another without any human inter-
action yielding an entirely automated environment [2]. There
exist a divergent assortment of communication protocols
that comes to govern this automated communication. The
expanding circle of IoT applications directly projects its
effectiveness and appropriateness. These applications sub-
sist every outskirt of our routing life such as smart homes,
transport, health care, education, industrial manufacturing,
supply chain management and many more [3]. Along with
numerous benefits, the heterogeneous and prevalent nature of
IoT also makes it susceptible to a variety of crucial security
threats e.g. Denial of Services (DoS) attacks, data sniffing,
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spoofing, and network resource occupancy, etc [4], [5]. All
these phenomena urge a vigorous need for vital security
countermeasures to address such sort of potential security
concerns. The involvement of the internet in large scale IoT
environments encourages cyber security solutions to over-
come these dynamic threat metrics. So a plethora of cutting
edge technologies are rubbing shoulders together to ensure
security around IoT environments against internal and exter-
nal security threats [6]. Software-Defined Networks (SDN)
based solutions are considered to bemore prominent to obtain
these desired security objectives [7]. Artificial Intelligence
(AI), and Machine Learning (ML) are some other signifi-
cantly prominent technologies that are progressively func-
tioning to obtain the same goals [8]. These technologies can
be interlaced together and this amalgamation can provide
an aggregated response to counter a diverse variety of secu-
rity threats in IoT. Over the past decade, the conglomera-
tion of ML with SDN based approaches has flourished as a
prominent tool to detect the presence of security threats in
IoT communication [9]. SDN based approaches legislatively
contribute towards the identification of anonymous activities
whereas ML-based approaches provide supportive strength
towards the durability of detection mechanism [10], [11].
The programmable features of SDN propound ample room
for AI as well, where AI-based algorithms in acquaintance
with SDN based frameworks are contemplated as an exquisite
solution to overwhelming security threats in IoT [12], [13].
A conventional SDN framework can be majorly classified
into three planes referred to as control plane, data plane and
application plane [14]. The control plane is entirely config-
urable and can possess the potential capabilities to integrate
interloper networks such as IoT with the data plane. The
data plane then ensures a smooth flow of data across both
participants under the regulations of the control plane [15].
The control plane in other words is capable to control the
inner communicational infrastructure of IoT by taking a pilot
control over the assemblage system. All the heterogeneous
nodes in the IoT network are dynamically supervised through
the control plane where surveillance of cyber threats can be
performed in an acclaimed fashion [16], [17]. The DL-based
approach offers extensive strengths in the analysis of traffic
patterns. The classic deep learning-based framework is ini-
tially trained on a comprehensive dataset where it matricu-
lates through a vast range of exclusive security threats. Then
the system is deployed in the actual communication envi-
ronment where it can momentously identify the existence of
relevant malicious entities in the concerned communicational
network [18]. All these consequential impressions are the
core motivation that prodigiously fascinated us to propose a
deep learning-driven, SDN-based, intrusion detection system
for IoT based communication environments.

A. CONTRIBUTION
Our major contributions in the under contention research
study are enlisted as follows:

• We contemplated a deep learning-inspired, SDN-
enabled intrusion detection system labelled as
Cu-DNNLSTM to interrogate the presence of emerging
cyber threats in IoT environments.

• CICIDS2018 dataset is used to train and enhance the
threats detection capabilities of the proposed model.

• The constituted framework encircles a consolidated
sequence of Cu-DNNGRU and Cu-BLSTM classifiers
that are acquired as a comparison to the same dataset.

• The performance of the designed model is evaluated on
a comparative scale with existing solutions in the same
regard.

• Simulation results insinuate to strengthen the proposed
model in terms of efficient threat detection, high accu-
racy, significant precision, low resource consumption,
and less computational overhead.

• Finally, 10 fold cross validation is conducted to show
unbiased results.

B. ORGANIZATION
This scientific study is organized in a systematic order in
which, Section 2 discloses detailed background along with
relevant scientific literature. Section 3 contains the proposed
methodology accompanied by the elaboration of the dataset,
and algorithms. Section 4 spotlights the performance evalu-
ation setup used to validate the performance of the proposed
model. The obtained results are discussed in Section 5, and
finally, the study is concluded in Section 6 of this paper.

II. BACKGROUND AND RELATED WORK
A. IOT AND SDN
IoT is an instantly evolving communication technology that
comes to transmute the long-established mediums of com-
munication. The synchronized and automated connectivity
among various heterogeneous devices is the core strength of
IoT [19]. The applications of IoT canvasing every facet of our
lives, and the utility circle of IoT is still expanding. IoT also
possesses the capability to be assimilated with other states of
the art technologies to share the harmonized objectives [20].
The catalogue of such technologies encloses machine learn-
ing, SDN, fog computing, etc. Moreover, cloud sharing, big
data analysis, blockchain spectrum etc are some other third
party consolidated technologies that can be actively synchro-
nized with IoT [21].

SDN is desegregated with IoT for bounteous reasons as
SDN is capable to enhance the effectiveness of IoT in the
manifold. SDN comprises three basic layers that transpar-
ently govern its communication architecture. These layers are
widely categorized as the control plane, data plane and the
application plane [22], [23]. The application plane is strate-
gically different from the rest of the planes and it only pro-
vides a comprehensive implementation of commands made
by the other planes [24]. The control plane comes with pro-
grammable features that adequately interlinked the aspiring
outsider communication technologies such as IoT within the
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FIGURE 1. Proposed network framework.

data plane [25]. The control plane can further take conclusive
control upon the communication nodes of IoT. All the data
traffic transmitting over an IoT network can be dynamically
analysed through the SDN control plane. In this way, SDN
offers conglomerated services, i.e., customization, scalability,
and security in IoT [26].

B. RELATED WORK
The aggrandised range of IoT applicationsmakes it influence-
able against a multifariousness of security threats that need
to be encountered. SN based solutions are considered as an
optimal choice to ensure secure, and reliable communication
in IoT environments. A plethora of scientific attempts have
been made in this regard, and we have included some of such
meaningful contributions in this study.

Researchers proposed a Long-Short Term Memory
(LSTM) approach to detect the presence of security threats
in IoT. The whole traffic stream is analysed, and the sus-
picious entities are predicted to mitigate the chances of
security breaches. Various datasets i.e CIDCC-15, UNSW-
NB15, and NSL-KDD are amassed to evaluate the training
matrix. A Bio-inspired Firefly Swarm Optimization (FSO)
is further integrated with the proposed system to reduce

the computational overhead [27]. A comprehensive feature
set containing abnormal traffic patterns acts as an essen-
tial component to investigate the anonymous behaviour of
malicious entries. The same sort of attempt is made in [28],
where authors proposed an Intrusion Detection System (IDS)
that withholds the ideal feature set used for threat detection.
LightGBM is used for feature screening, where, PPO2 and
ReLU are used to strengthen the threat detection mechanism.
[29] addresses the detailed elaboration of deep learning-
driven IDS mainly designed to investigate common security
attacks such as DOS slowloris, DOS Hulk, and port scanning
based attacks. The system is integrated with the CICIDS2017
dataset to achieve the desired security objectives. The
designed model is then evaluated with existing solutions
and shows significant productive superiority with an attack
detection accuracy of 98%. Another DL inspired intrusion
detection scheme is presented in [30], which is purely
inspired by Convolutional Neural Networks (CNN). Authors
claim to investigate and further categorize the existence of
crucial security threats in IoT. CICIDS2017 and UNSW-
NB15 are integrated to enhance the attack detection compat-
ibilities of the proposed system. However, significantly high
resource consumption is noticedwhichmakes this scheme not
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appropriate for resource-constrained networks. Another
DL-driven intrusion detection scheme is designed in [31].
Binary classifier and multiclass classifier are employed in
accompanying with BOT-IoT dataset. The designed scheme
is capable to identify abnormal traffic with appreciable accu-
racy of 99%. Text-CNN and Gated Recurrent Unit (GRU)
classifiers are categorized as the optimal choice for sequential
data extraction as a language model. This pattern enhances
the selection possibilities of best features, which typically
tends to enhance the F1 score. Authors employed these classi-
fiers in integration with KDD99, ADFA-LD datasets to effec-
tively monitor abnormal activities in an IoT communication
environment with 98% precision [32]. CNN is employed to
another anomaly detection mechanism in an affix with BOT-
IoT, and MQTT-IoT-IDS2020 datasets. The core purpose is
to evaluate traffic patterns to discover suspicious events in
large scale networks [33]. A hybrid feature selection model
is acquired to fetch mostly commonly used features for
attack detection by segmenting TCP/IP packets. NSL-KDD
and UNSW-NB15 are further interlinked to strengthen the
proposed system. The performance is evaluated in terms
of industrial scenario where the proposed model seems to
beat existing solutions with an admirable security matrix
containing 97% accurate precision [34]. A combination of
Single-hidden Layer Feed-forward Neural Network (SLFN)
and LSTM classifier is considered as an effectively practica-
ble choice to clip healthy features with more probabilities of
being used in threat detection. Authors have adopted these
two classifiers to initiate a multi-layer threats classification
approach. The IoT-ID20 dataset is procured for training pur-
poses [35]. The proposed framework produces momentous
consequences for threat detection and classification. How-
ever, the system seems to consume voluminous resources of
the network. Deep learning affectedmalicious packet filtering
approach is proposed for SDN-based IoT communication
scenarios [36], Mirari data set and a manually formulated
data set the video injection dataset are subsisted together to
achieve the desired filtration target. DNN classifier is embed-
ded to control the entire processing infrastructure. The pro-
posed system is only capable to deal with DDoS attacks, and
port scan attacks. A multi-CNN based approach is adopted
with an alliance of the NSL-KDD dataset [37]. The authors
aim to interrogate adversaries in industrial IoT. Simulation
results prove the compatibility of the designed framework,
however, a notable complexity is also experienced in large-
scale networks. DoS attacks are responsible to slow down
the overall performance of the system by casting aggregating
impacts on central resources. Researchers aim to design a
competent detectionmechanism to examine the compromised
nodes that are dedicated to creating DoS and DDoS attacks
[38]. The DoS attacks are catered in a hierarchical pattern
by using the approach presented in [39]. To fulfil the claim,
researchers have incorporated three generic classifiers that
are best known by their competencies to symmetrical catego-
rize the traffic streams. CICIDS2017 and BOT-IoT datasets
are used for training purposes. The designed framework

exhibits its strength towards DoS attack detection with 99%
accuracy and notable precision. Another DL-driven IDS is
presented in [40], which is trained on a customised dataset by
the researchers. Decision Tree (DT), Multilayer Perceptron
(MLP), and LSTM are the classifiers employed to boost the
detection potential of the proposed framework. Adversaries
are discovered with higher comparatively higher accuracy of
98%. Keylogging attacks, and Data exfiltration attacks are
gaining conspicuous popularity in SDN-based IoT commu-
nication networks. Authors have constructed a robust IDS
to diagnose these attacks in IoT. C5 and SVM classifier are
retrieved to design this framework and BoT-IoT is interlinked
for the appropriate learning process. The proposed system
pays high accuracy of 99% for attack detection, however,
communication delays are experienced while evaluating the
designed model [41]. User-to-Root (U2R) attacks, Probe
attacks, and Remote-to-Local (R2L) attacks are categorized
as detrimental security concerns towards the integrity of
a communication system. Researchers have acquired Spi-
der Monkey Optimization (SMO) algorithm, and Stacked
Deep Polynomial Network (SDPN) algorithm to design a
detection mechanism for such security concerns. NSL-KDD
is inter-bounded to train the system and on an evaluation
scale, the proposed model have shown 97% accuracy for
attack detection with a precision of 95% [42]. Man in the
Middle (MITM) attack, Reconnaissance, and spoofing attack
can also be classified into major security threats for IoT.
Researchers have designed an IDS with the integration of
SVM, Naïve Bayes, and MLP classifiers. The system is
trained on the NSL-KDD dataset, and the performance is
evaluated in a scalable virtual simulation environment. The
proposed system shows 98% accuracy towards attack detec-
tion with a distinguished extensive precision [43]. In [62] the
authors used a novel approach ‘‘CANintelliIDS’’ for intrusion
detection on Controller Area Network (CAN). The authors
used a combination of CNN and GRU and claimed that the
combination of these two models increases the performance
of detection. The authors achieved an F1-score of 93.79 %,
93.69 % precision, and 93.91 % recall. The authors in [63]
used a temporal weighted averaging algorithm for asyn-
chronous federated learning (AFL) to simulate an intrusion
detection environment. The authors trained and tested the
proposed model on the NSL-KDD dataset and achieved
an accuracy of 99.50 % respectively. The authors of [64]
proposed a Principal Component Analysis (PCA), Grey-Wolf
Optimizer (GWO) hybrid model based on DNN for efficient
and effective threat detection in the Internet of Medical
Things (IoMT) environment. The authors claimed that their
proposed model outclassed the existing ML techniques with
a 15 % increase in detection accuracy and a 32 % decrease in
time complexity. The related work is summarized in Table 1.

III. METHODOLOGY
A. PROPOSED NETWORK MODEL
SDN is acknowledged as a granted solution to boost
the paramount potential of a dynamic heterogeneous
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TABLE 1. Existing literature.

network [44]. Moreover, scalability, heterogeneous connec-
tivity, customizable communication, surveillance, and secu-
rity are some other ascendancy characteristics of SDN that
must need to be discussed over here [45], [46]. The core
charisma lies in the core architecture of SDN as it compasses
two processing layers and one interface layer. The interface
layer is only responsible to implement, and reflecting the
decisions made by the processing layers [47]. However, pro-
cessing layers included the control plane and data plane, that
actively participate in the decisionmaking as well as facilitate
other integrated technologies. The control plane introduces
an entirely programmable architecture that provides a cus-
tomizable administrative experience over the network [48].
It further can authorize the IoT devices into the data plane.
We proposed a DNNLSTMmodel to overcome the emanated

cyber threats in the industrial IoT. The designed model is
embedded with the control plane of SDN because of mul-
titudinous reasons. The control plane of SDN is acquainted
with an integral programmable interaction that further helps
to control the fundamental operations of IoT. Hence it regular-
izes the communication mechanism in IoT networks and pro-
vides heterogeneous connectivity, dynamic scalability, and
dominant governance. The data plane comprising of prevalent
IoT devices that are transmitting data across the network and
this data is interlinked with the control plane through open
flow switches. Hence, the control plane becomes capable to
expedite the IoT devices into its data plane that opens doors
for data filtering, traffic monitoring, and general inspec-
tion of communication streams. Thus, by integrating SDN
with IoT, the emerging cyber threats along with the presence
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FIGURE 2. Proposed hybrid detection framework.

TABLE 2. Details of hybrid models.

of other suspicious antagonists can be efficaciously over-
thrown. Figure 1 is projecting the proposed architecture.

B. PROPOSED HYBRID DETECTION SCHEME
ADL driven hybrid approach for intrusion detection in IoT is
proposed, i.e., Cu-DNNLSTM. The systematic architecture
of the proposed model can be witnessed in Figure 2. We have
further used Cu-LSTMGRU and Cu-BLSTM to compare
their performance with our proposed model. The designed
model is comprised of various layers holding a discernible
functionality. The Cu-DNNLSTM comes with an asymmetric
layer model in which Cu-DNN possess 500 and 300 neurons,
however, Cu-LSTM occupies only 200 neurons. Softmax
is used as an Active Function (AF) in consanguinity with
Adam optimizer. The performance of the purposed model is
evaluated under diverse performance metrics, and the sim-
ulations are performed until 10 epochs with a batch size
of 32. To obtain empirical objectives, we used Cuda-enabled
versions with GPU processing to obtain the desired perfor-
mance. Additionally, the proposed model made use of the

Keras framework in conjunction with the Tensor Flow for
Python at the backend.

For a thorough performance evaluation, a comparison is
conducted with two meticulously identical classifiers i.e
DNNGRU classifier and BLSTM classifier. The DNNGRU
classifiers hold one layer of DNN with 500 and 300 neurons
respectively, and one layer of GRUwith 200 neurons.Moving
forward, the BLSTM classifier engrossed a BLSTM layer
with 500, 300 and 200 neurons respectively. Table 2 con-
scripts detailed information of the proposed model and other
classifiers.

C. DATASET DESCRIPTION
Dataset is an integral component of every DL driven intrusion
detection scheme. The selection of an adequate and commen-
surate dataset actively reinforce the threat detection scheme
[49]. There exist a diverse variety of auxiliary datasets that
comes to conspire these intrusion detection schemes. UNSW-
NB15 [50], NSL-KDD [51], BOT-IoT [52], ADFA-LD [53]
are some of these commonly endorsed dataset. However,
along with numerous benefits, some prejudices have also
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TABLE 3. CICIDS2018 dataset details.

adhered to these datasets. Lack of appropriate features for
IoT, use ofmalevolent scripts for attack detection, and suscep-
tibility to external cyber malfunctions are some of such enmi-
ties [54]. We have adopted the CICIDS2018 dataset which is
remarkably known for its spacious range of features towards
IoT communications [55], [56]. This dataset implicates seven
useful categories with up to 14 contemporary cyber threats
(e.g brute force, heartleech attack, DDoS, infiltration attack,
and port scanning attacks) [57].More than 80 traffic scenarios
are embedded in this dataset. [58]. In our proposed work,
we have included all features of the CICIDS2018 dataset and
its classes details along with instances are inducted in Table 3.

D. DATASET PREPROCESSING
CICIDS2018 dataset brings forth the acquiescent data in
divergent forms. Using this raw data to classify an algo-
rithm cannot retain substantive results. And hence, it needs
to be sorted out before actually bringing it to perform. The
first step was to remove any data that contained blank or
NAN-values,as they can impact the quality of the data and
the evaluation model. We used the label encoder, sklearn,
to convert all non-numeric values to numeric values because
DL algorithms primarily analyse numeric input. Additionally,
the output label has been encoded as a one-hot encoding
because the category ordering can have a negative impact
while validating the performance of a proposed model.

E. DATA NORMALIZATION
When it comes to numeric columns in a dataset, normalisation
refers to the act of translating their values to a similar scale
without manipulating the value ranges. For machine learning,
each dataset does not require normalisation. It is necessary
only when features have a diverse range of values. To nor-
malise CICIDS2018, we have used theMin-Max Scalar func-
tion. In this approach, the data is normally scaled to a fixed
range that is usually between 0 and 1. A normalized dataset
leads towards the effectiveness of the proposed model and
yields productive outcomes.

IV. EXPERIMENTAL SETUP AND DISCUSSION
A. EXPERIMENTAL SETUP
The performance validation of our proposed framework is
carried out through analytical simulations, where an Intel pro-
cessor, Core i7-7700 accompanied by a Graphical Processing
Unit (GPU) is used. During the experimentation process,

we have considered various comprehensive libraries such
as Numpy, Tensor Flow, Pandas and Keras. However, the
proposed model is concurrently trained on Keras with the
3.8 version of Python.

B. EVALUATION METRICS
To validate the performance of an intrusion detection frame-
work, the evaluation matrix should be generic and it should
indulge all possible attributes of a targeted framework.
Although there is no standardized scale to classify a perfor-
mance matrix, however, the matrix that included Accuracy,
Recall, Precision, and F-1 score is quite frequently used.
We have captivated this performance matrix to examine our
proposed DNNLSTM framework. The accuracy of a model
is purely dependently calculated by various crucial indica-
tors such as True Positive Rate (TPR) and True Negative
Rate (TNR), False Positive Rate (FPR), False Negative Rate
(FNR). The summation of True Positives (TP) and True Neg-
ative (TN) is compiled on a ratio scale with the aggregated
summation of TP, TN along with False Positives (FP), and
False Negatives (FN) as stated in equation 1.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

The recall is considered as a nucleus parameter to deter-
mine the performance of an IDS. It indicates the total number
of results correctly determined by an algorithm. It is the
ratio of TP to the accumulative aggregation of TP and FN
as engraved in Equation 2.

Recall =
TP

TP+ FN
(2)

The term precision confusion overlapped with recall in
some cases as it expresses the total number of relevant results
declared by the system. Equation 3 numerically represents
precision which is the ratio of TP to the TP and FP.

Precision =
TP

TP+ FP
(3)

However, when the TP is multiplied with 2, and its ratio
is implied to the two multiples of TP and summation of FP
and FN yields us an F1-score. The equation can be used to
calculate this score.

F1− score =
2 ∗ TP

2 ∗ TP+ FP+ FN
(4)

V. RESULTS AND DISCUSSION
This chapter comprises a detailed discussion regarding the
outcomes obtained after a systematic performance evaluation
of our proposed framework. For a complete performance
comparison, the proposed scheme (DNNLSTM) is compared
with two distinguished classifiers DNNGRU, and BLSTM
along with existing Literature in Table 5.

A. DISCUSSION
We used cuDNNLSTM model for effective and effi-
cient threat detection in IoT environment. The proposed

VOLUME 10, 2022 53021



M. A. Razib et al.: Cyber Threats Detection in Smart Environments Using SDN-Enabled DNN-LSTM Hybrid Framework

TABLE 4. 10 folds performance comparison of DNNLSTM, DNNGRU, and BLSTM.

FIGURE 3. Confusion matrix of DNNLSTM, DNNGRU and BLSTM.

model (cuDNNLSYM) can detect brute-force, bot, infiltra-
tion, and DDoS attacks and is trained and evaluated under
CICIDS2018 dataset having 500, and 300 neurons of DNN
and LSTM comprises only 200 neurons. As IoT devices
are heterogeneous and resource-constrained devices, and are
designed to meet the requirement of the specific user pur-
poses, so it is hard to come up with a common solution for all
of them. The proposed work used SDN-based threat detec-
tion framework for IoT because SDN efficiently adapts with
network heterogeneity. Therefore, the integration between
SDN and IoT provides accurate guidelines for monitoring
network traffic to detect suspicious activities. The proposed
model is easy to implement and deploy in IoT environments
to detect sophisticated threats. However the proposed model
is vulnerable to insider threats. A complete discussion on the
results are provided in the following sections.

B. CROSS-VALIDATION
Every DL based IDS comes with the conceivable potential to
overcome malicious entities. However, cross-validation is an
ideal phenomenon to determine the fertility of a system. Our
proposed system is validated through 10 fold cross-validation
under a diversified bracket of performance parameters such
as Accuracy, Precision, Recall, and F-1 score. Signifi-
cantly supportive results were obtained towards our proposed
model as compared to existing solutions embraced for this
comparison. While considering accuracy, the DNNLSTM

accomplish high accuracy of 99.45% at the first fold. The
number trounces the milestone achieved by other competitors
DNNGRU and BLSTM, and the sequence goes with the
same pattern until the 10th fold. The same manoeuvre can
be observed for Recall, where the proposed scheme enacts
98.97% of certainty by beating the results achieved by other
schemes. The same productive flow s examined till the final
round. Furthermore, DNNLSTM conspicuously procures a
prominent number of 99.56% for F1-Score at the 1st fold,
and 98.54% at the 10th fold where other schemes experi-
ence less F1-score. When it comes to Precision, DNNLSTM
again pageant dignitary triumph upon competitors scheme
throughout the 10 fold evaluation. The complete analysis of
the 10 fold cross-validation is encapsulated in Table 4.

C. CONFUSION MATRIX ANALYSIS
A confusion matrix is a performance measurement technique
for the performance evaluation of DL-based IDS. Our pro-
posed model is evaluated on this performance monitoring
scale as well and is further compared with DNNGRU and
BLSTM. Figure 3 exhibits the fact that the proposed DNNL-
STM have shown superior performance than DNNGRU, and
BLSTM.

D. ROC CURVE ANALYSIS
The Receiver Operating Characteristic (ROC) Curve pos-
sess significant importance while validating a security
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FIGURE 4. Roc-curve of DNNLSTM, DNNGRU and BLSTM.

mechanism. The True Positive Rate (TPR), also known as
sensitivity or recall, is a metric used in machine learning to
quantify the percentage of correctly detected positive events.
Conversely, a True Negative Rate (TNR) is an outcomewhere
the model correctly predicts the negative events. ROC curve
shows a deliberated analysis of TPR and TNR, hence, the
effectivity of an IDS is truly evaluated. Proposed DNNL-
STM possess miraculous performance on the ROC curve as
compared to DNNGRU, and BLSTM as can be witnessed in
Figure 4.

E. ACCURACY, PRECISION, RECALL AND F1-SCORE
Accuracy is an essential component that spectacle the actual
assessment regarding the performance of a specific classifier.
The precision determines the degree of accuracy that is mea-
sured based on real-time predicted events. The term ‘‘Recall’’
can be interchangeably used with TPR, and it determines
the investigated attacking scenarios. F1 score is a rational
parameter to expose the strength of an intrusion detection
framework. The proposed DNNLSTM is classified on all
the above-mentioned performance indicators. A phenome-
nal performance shown by DNNLSTM in comparison with
DNNGRU, and BLSTM makes it a marvellous choice to
overcome cyber threats in IIoT. The proposedmodel achieved
an accuracy of 99.55% with precision, recall, and F1-score
of 99.36%, 99.44%, and 99.42% respectively. The whole
performance analysis is engraved in Figure 5.

F. FPR, FDR, FNR AND FOR ANALYSIS
Our proposed intrusion detection mechanism is further inves-
tigated on an extensive performance measurement scale com-
prising FPR, FNR, False Detection Rate (FDR), and False
Omission Rate (FOR). DNNLSTM shows dominant perfor-
mance as compared to DNNGRU and BLSTMwith 0.0032%
FPR, 0.0010 FNR, 0.0011% FDR and 0.0021% FOR as
exhibited in Figure 6.

G. TPR, TNR, MCC ANALYSIS
On the hierarchal performance evaluation matrix, TPR,
TNR and MCC maintain vital attention. We have com-
paredDNNLSTMwith DNNGRU, and BLSTMagainst these

FIGURE 5. Performance evaluation of DNNLSTM, DNNGRU and BLSTM.

FIGURE 6. FPR, FDR, FNR and FOR analysis.

parameters where DNNLSTM seems to outperform other
intrusion detection schemes with marvellous consummation.
The proposed model achieved a TPR of 99.66%, TNR of
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TABLE 5. Comparison with current benchmarks.

FIGURE 7. TPR, TNR and MCC analysis.

98.97%, and MCC of 99.38% respectively. The paradox is
luminary stated in Figure 7.

H. TIME EFFICIENCY
The time that a system takes to acquire the internal sustain-
ability of its absolute features is referred to as the training
time, and it is considered an indispensable scale to check the
performance of a system. The proposedDNNLSTM imprison
a training time of 14.39ms, which is comparatively low with
DNNGRU, and BLSTM with a training time of 29.54ms and
21.44ms respectively as projected in Figure 8.

I. PERFORMANCE COMPARISON OF THE PROPOSED
MODEL WITH EXISTING DL ALGORITHMS
To validate the performance of the proposed DNNLSTM,
we have correlated and compared it with some phenomenal
benchmark algorithms i.e DNNGRU, and BLSTM. The eval-
uation is drawn on Accuracy, precision, Recall, and F1-score.
All of these algorithms are analysed in terms of these
parameters, however, the DNNLSTM envisage prodigious
performance. A 10 fold performance evaluation approach is
conducted to achieve more analytical and interpretive con-
sequences. Our proposed model reveals monumental per-
formance on a comparison scale with other benchmark
algorithms. This comparison is elaborately enlisted in
Table 4. To expand the validation spectrum of DNNLSTM,
a comprehensive performance comparison is further drawn
between the proposedmodel and some state of the art existing

FIGURE 8. Testing time of the models.

frameworks from the literature. On all the above-mentioned
performance parameters, DNNLSTM has accomplished an
astounding performance by drubbing the existing literature
in an impressive way. An inquisitive comparison can be
overviewed in Table 5.

VI. CONCLUSION
This study is drafted about intrusion detection in IoT, where
we have proposed a DL based SDN enabled intrusion detec-
tion mechanism to combat emerging cyber threats in IoT.
The proposed system (DNNLSTM) provides commensu-
rate strength to encounter an assimilated range of poten-
tial security threats including DOS, DDOS, MITM, botnet
attacks, infiltration attacks, brute force attacks, port scan-
ning attacks etc. The performance of the proposed model
is evaluated on a diverse performance matrix where several
indispensable parameters i.e accuracy, precision, recall, F1-
score are taken into consideration. For validation perspective,
the designed framework is compared with two benchmark
classifiers, i.e., DNNGRU, and BLSTM. For more compre-
hensive and analytical scalability, the DNNLSTM is also
compared with state-of-the-art intrusion detection schemes
focusing on the same domain. The proposed framework
has outclassed the existing literature with eloquent perfor-
mance towards efficient attack detection. 99.55% accuracy,
99.36% precision, 99.44% recall, and 99.42% F1-score are
the perceptible achievements of our proposed framework that
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makes it an ideal choice to investigate malicious entities in
IoT environments.
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