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As science and technology progress and develop rapidly in this day and age, various industry applications have changed the data in
a new way, and the explosive growth of data has made traditional data mining unable to perform the current data mining work.
The aim of this paper is to study the aggregation digging of big data based around flocking automation algorithms under
circumstances of cloud. There is a fuzzy-mean aggregation arrangement with mixed frogleaping in this paper. Through simulation
analysis of different clustering algorithms, hybrid frog-hopping and as well as the merging arrangement introduced in this paper,
itis concluded that the merging algorithm achieves an improvement of up to 90% accuracy on the iritual membrane dataset. It was
demonstrated that the arrangement provides effective agglomerations. When the number of iterations is 500, the fitness value of
the algorithm on Dataset 1 is 1.59 X104, and its convergence speed is faster than the other algorithms.

1. Introduction

Through the accelerated growth of modern science and
engineering, the role played by information technology on
the Internet in the life of human society has become in-
creasingly significant. Internet technology has permeated all
walks of life, facilitating the advent of the epoch of megadata.
The era of big data has completed a series of technological
changes in concepts, technologies, and applications centered
on data. Such extensive and fundamental changes will in-
evitably lead to changes in human production and com-
munication methods, as well as changes in social
management methods and structures. With the continuous
development and progress of society, services such as social
networks and location-based services increasingly comprise
an integral portion of the population’s lifestyle. With the
rapid development of science and technology, the data
generated by these technologies and information services
has become a problem that people have to consider. If the
data cannot be effectively processed during a relatively brief
interval, the accumulation of data will cause unimaginable
disasters. As a result, there is an imperative in undertaking
the study on big data clustering mining.

Following the accelerated expansion of the global
economy and the rapid application of information tech-
nology, big data mining technology has emerged as the times
require. It is a technology that can efliciently mine useful
data from heterogeneous, large-scale, and rapidly arriving
data sources. Therefore, in order to better adapt to the scale,
persistence, and high speed of big data, it is essential to study
crowd mapping of macrodata under a cloud-focused
landscape supported by honeycomb intelligent routines.
Cloud computing is attached to the network, and through
distributed computing and storage, it can realize efficient
computing of big data. Figure 1 shows the development
process of cloud computing. As a result, it would be of
significant real-world implications to explore big data
clustering mining in combination with the cloud environ-
ment. The swarm intelligence optimization algorithm is a
technology that has emerged in recent years. This technology
is to imitate the daily behavior of animals to find the best
solution for the global search ability. For example, the
particle swarm optimization algorithm is one of them.
According to the characteristics of swarm intelligence, the
research content of this paper is novel, and the research
results can be used in big data scenarios such as the Internet


mailto:150436@peihua.edu.cn
https://orcid.org/0000-0002-3450-2952
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8960964

2 Mobile Information Systems
Internet+:
-The rise of hybrid
Cloud computing expansion period: . cloud
-The rise of private cloud -Big Data Era
-Migrating traditional IT systems to
cloud services
Early development of -Next Generation Data Center and
cloud computing: Network Services
-Computing resource
virtualization
Utility Computing: -Public cloud
-Virtual platform
-Priced by usage
Grid computing:
-Parallel
Computing
-Virtualized server
2006 2010 2016 Timeline/Year

FIGURE 1: The development process of cloud computing.

of Things and e-commerce. It has certain reference value and
excellent practicability.

In recent years, data mining technology has become the
main demand of various industries such as artificial intel-
ligence and online social networking. Under the social de-
mand, data mining, as an emerging computer science
technology, has developed rapidly. It is for this reason that
the scholars have not paid much attention to the research of
big data mining, but only talked about the advantages of
swarm intelligence algorithm in data mining from the side,
and lacked specific conceptual research. Therefore, this
paper explores the research on big data clustering mining
based on swarm intelligence algorithm in cloud environ-
ment, so as to further promote the development of swarm
intelligence algorithm, and also provide reference for future
theoretical research on big data mining.

2. Related Work

In latest years, it has been the case that clinical cloud
consultancy study, in particular regarding information on
statistical duplication technology and its applications, is
constantly evolving. Maintaining data availability and sta-
bility of the application system will be expensive when the
quantity of duplication is incremented and positioned in
multiple locations. Awad et al. scholars proposed two bio-
mimetic algorithms in order to provide a better represen-
tation of the collection and positioning of replica media
reports from the domain of clouds. These two techniques are
many goal granular system organisation and ant colonisa-
tion strategy. Simulated results demonstrate that there is
excellent duplication of data provided by MOPSO than any
available alternatives. In furtherance, MOACO realizes
greater overhead costs, reduced density distribution, and

decreased media utilization over the previous versions of the
strategy [1]. Fu et al. discussed the efficacy, toxicity, and
technical characteristics of IMRT in the treatment of na-
sopharyngeal carcinoma. Sliding window dynamic CT im-
age-guided IMRT technique was used to treat 31 cases of
nasopharyngeal carcinoma with radical radiotherapy, and
the irradiation time was 30-33 minutes. At a follow-up of 3
to 18 months, the localized patients had 1-year progression-
free survival, long-term transplant-free storage, and overall
survivorship values of 93.5%, 87.1%, and 93.5% respectively.
The final results suggest that IMRT provides favorable levels
of short-term benefits, noticeably minimises emergency
radiological interactions, and offers an excellent compro-
mise in cardiovascular outcomes [2], and also provides
Parallel problem solving by the simulation of a bird’s search
for food. Component Particle Swarm Organisation (PSO) is
a prototype flocking intelligent technique. Zheng et al.
presented a creation computer system consisting of a Chi-
nese traditional folk melody composition model supported
by a particulate swarm programme. The empirical outcomes
indicated that the module is practicable and useful in the
creation procedure of Chinese traditional music [3]. With
the passage of time and the evolution of knowledge in
science and technology in the last years, the growth in the
field of lesson picking founded on certain well-defined
standards resulted in facilitating and more productive lesson
picking mechanisms. Using an innovating viewpoint, flock
intelligent technique has been applied to the intentional
selection machinery for lesson picking. Taking English
course selection as an example, Zhang et al. combined flock
smart algorithms with comprehensive class picking and
recommendation algorithms with English class picking in-
tentions to explore the relevant decision-making mecha-
nisms. The experimental results show there is high precision
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in the PSO algorithm, which allows individual actions to
perform better and helps to establish a class picking
mechanism [4]. Hossain et al. examines cloud-based auto-
mated testing software capable of performing all aspects of
grey-box printing, free-box printing, and integrated com-
ponent and assembly printing. It also discusses some of the
alternative approaches to automation that can be used for
software testing in a climate of claw. Some of these meth-
odologies are considered to be more productive and ben-
eficial. One of these frameworks uses the Flock Smart
Computing algorithm. Rather, there is a routing process that
uses an anthill computing algorithm for total route coverage
to reduce time and flocking and optimisation for backwards
purposes to ensure backwards consistency [5]. In response
to the challenges of early convergence, low recruitment
performance and fragmentation of most particulate swarm
inversion strategies with velocity terms, Li and Li propose a
Stochastic Inertia Power and Performance Parameter
Skewing Strategy. Finally, simulation experiments demon-
strate the obvious improvement in search speed, confluence
precision, and flexibility of the algorithm versus established
retrofit solutions. As a result of the features of the IWPSO
method, there is superior overall aggregation behavior of the
BP neighbourhood managed with IWPSO, making it a
highly productive part on the population utilization system
[6]. To sum up, the development of swarm intelligence has
been deeply explored by many researchers. However, the
research on big data clustering mining based flocking smart
operators for crowd mapping of aggregated datasets in
clinical applications has not generally entered the field of
view of scientific researchers. Therefore, more in-depth
exploration is required.

3. Theories Related to Big Data Clustering
Mining Based on Swarm Intelligence
Algorithm in Cloud Environment

3.1. Cloud Computing. The computing power and storage of
traditional computer technology are extremely limited.
Traditional network storage platforms mainly use central-
ized storage servers for data storage. This mode makes the
storage server a bottleneck of system performance and
cannot meet the storage requirements of massive data. At
this time, a new computational model was born: cloud
computing [7]. Cloud computing needs the support of the
network. By integrating storage and computing resources in
different places, these resources form a resource pool, and
computing tasks can be distributed on the resource pool.
Cloud computing is the synthesis and expansion of parallel
computing, grid computing, and distributed computing.
Distributed computing and distributed storage are the two
main cores of cloud computing. Distributed storage tech-
nology mainly uses location servers, namely, LBS, and a
highly scalable system architecture to achieve load balancing
of large-scale storage servers. This technology cannot im-
prove system performance. Hardware resource virtualiza-
tion technology is a key technology in cloud computing
related technologies. Virtualization technology deploys
virtual machines with different operating systems on the

same server to execute programs [8, 9]. Cloud computing
data management technology can efficiently manage large
datasets and how to find specific data in massive data.
Bigtable is a classic cloud computing data management
technology.

It is one of the most representative system platforms of
cloud computing and a distributed system framework. It is
made up of many different elements. HDFS (Hadoop Dis-
tributed File System) stores all files in Hadoop and is the
bottom layer of Hadoop [10]. HDES can be applied to low-
cost equipment, and has the characteristics of strong fault
tolerance and large data throughput. Because of this, HDFS
has good feasibility and effectiveness in big data mining, as
shown in Figure 2.

In the field of cloud computing, Map-Reduce is a well-
known marketing strategy, which is a distributed pro-
gramming model for massive data operations in huge
concentrations [11, 12]. As shown in Figure 3, the pro-
gramming model is relatively simple on the cloud platform,
and can be directly displayed to the user, so that the user can
prepare straightforward simultaneous routines employing
the production code pattern to implement certain aspects of
performance. Through the production code pattern, users
can happily enjoy the services brought by the cloud [13].
Cloud computing can not only realize high-speed com-
puting of big data but also quickly store big data. The storage
and computing capabilities of distributed clusters enable
comprehensive and efficient mining of big data. Cloud
computing can fulfill requirements for two aspects of big
data mining. First, as extensive computation is required for
large database operations, it has high requirements for
computing power [14].

Cloud can be divided into three categories according to
the service mode: Platform as a Service (PaaS), Infrastructure
as a Service (TaaS), and Software as a Service (SaaS). As
shown in Figure 4, PaaS$ is a type of cloud service model that
does not require users to download or install the operating
system and related services through the Internet, but needs
to manage the operating environment of the deployed ap-
plications and configure the application hosting environ-
ment, such as Google’s App Engine and Microsoft’s Web
App Services. In an IaaS platform, users do not need to
manage and control the underlying physical computing re-
sources or other infrastructure, but can fully control the
operating system, storage devices, and deployed applications.
For example, Amazon’s Elastic Cloud EC2 [15, 16]. SaaS is a
service in which applications deployed by service providers on
cloud platforms are directly provided to users. SaaS needs to
be able to directly access and use the services provided by the
software from the cloud platform through a client such as a
browser, and users do not need to pay attention to the control
and management of the software, including servers and
storage. The professional Saas product development and
service team of Maker Artisan provides Saa$S tool products
including: education SAAS, live broadcast SAAS, corporate
training SAAS, and content SAAS platform, providing
comprehensive system services for enterprises [17].

Parallel computing refers to a computing mode in which
computing tasks are distributed to several processors that
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FIGURE 3: Map-reduce execution process diagram.

share the same memory. The architecture of a parallel
computing system is usually characterized by the homo-
geneity of components; each processor is of the same type
and has the same processing performance. Shared memory
has a separate address space that is accessible by all pro-
cessors. Parallel programs are divided into execution units

and assigned to different processors, which communicate
with each other by means of shared memory. Initially, only
architectures with multiple processors sharing the same
physical memory could be called parallel systems. Over time,
these constraints have been relaxed, and as long as an ar-
chitecture is based on the concept of shared memory,
whether a physical memory system, or a system consisting of
libraries, specific hardware, and an eflicient network in-
frastructure, it can be called a parallel system. For example, a
cluster where nodes are connected by an unlimited band-
width network and configured with a distributed shared
memory system can be called a parallel system [18].

3.2. Data Mining. Data mining is the process of acquiring
knowledge and information from incomplete, large-scale,
random datasets. As shown in Figure 5, cluster analysis is
one of the tasks of data mining [19]. Clustering analysis can
construct a macroscopic data concept. Through data clus-
tering, the relevant distribution state of the data can be
directly given, and the association between data attributes
can be found according to the data category [20].

Data mining is a technology that finds its laws from a
large amount of data by analyzing each data. It mainly
includes three steps: data preparation, law search, and law
expression. Data preparation is to select the required data
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from relevant data sources and integrate it into a dataset for
data mining; regular search is to find out the regularity
contained in the dataset by a certain method; regular ex-
pression is to be as user-readable as possible. The way of
understanding (such as visualization) will represent the
found patterns. The tasks of data mining include association
analysis, cluster analysis, classification analysis, anomaly
analysis, specific group analysis, and evolution analysis [21].

One of the most common uses of Hadoop is web search.
While it is not the only software framework application, it
stands out as a parallel data processing engine. One of the
most interesting aspects of Hadoop is the Map and Reduce
process, which was inspired by Google’s development. This
process, called indexing, takes as input the textual web pages
retrieved by the web crawler and reports the frequency of
words on those pages as a result. This result can then be used
throughout the web search process to identify content from
the defined search parameters [22].

The steps of the data mining process model mainly
include defining the problem, establishing the data mining
library, analyzing the data, preparing the data, establishing
the model, evaluating the model, and implementing.

There are many uncertain data in the dataset, which will
interfere with the mining of the target data. Therefore, in the

process of data selection, all data related to the target must be
obtained, which greatly increases the efficiency of data
mining. The dataset has the characteristics of large scale, so
the appropriate processing method should be selected
during data preprocessing. Pattern evaluation can get the
desired knowledge pattern. The final knowledge represen-
tation is to present the obtained knowledge pattern to the
user in a clear way with the help of related technologies.
Following the evolution of modern information technology,
the emergence of giant statistics has been driven by the
dramatic spread of applications. Giant statistics contains
huge information, which can create huge value and play an
important role in the development of society and enter-
prises. Similarly, due to the huge amount of data, big data
needs to be processed at the appropriate time, otherwise new
progress cannot be led [23]. The emergence of the era of
giant statistics also brings huge challenges to data mining.
For example, when processing voluminous datasets, the
mining technology must complete the task efficiently under
the condition of limited storage space, and when dealing
with high-speed data flow, the mining technology must not
analyze the data in a limited time. It is also necessary to keep
the memory usage small. So as to maximize the benefits,
there are also privacy issues that are also one of the



challenges faced by data mining, and there is no way to avoid
this problem. Mining technology should accomplish its
mission while ensuring data privacy and security.

Rough set method, also known as rough set theory, is a
new mathematical tool for dealing with ambiguous, im-
precise, and incomplete problems. The advantage is that the
algorithm is simple, and no prior knowledge about the data
is required in the processing process, and the inherent law of
the problem can be automatically found; the disadvantage is
that it is difficult to directly deal with the continuous at-
tributes, and the attributes must be discretized first.
Therefore, the discretization of continuous attributes is the
difficulty that restricts the practical application of rough set
theory. Rough set theory is mainly used in approximate
reasoning, digital logic analysis and simplification, and es-
tablishment of predictive models.

3.3. Cluster Analysis. In the cloud environment, in order to
divide the data well, cluster analysis can set up different
groups, group similar data into one group, and group un-
related data or data with small correlation into one group
[24]. Therefore, the introduction of the concept of “distance”
can know the correlation between the data, that is, the
similarity of the data, and at the same time, it can increase
the efficiency of sample classification. The formula for cal-
culating the absolute distance is shown in the formula.

p
d(X,Y) =) |x -y (1)
i=1
Among  them, let X= {xl, Xyt xp} and
Y = {yl, Vortoos yp} be the sample data of two dimensions.

qi;i = Zi:l xikxjk

ij = ’

o Bt )
\/Zlnczl (x = %) 30, (e = %,)°

where X; and X ; are the mean values, and n represents the
dimension of the sample space.

(2)

3.4. Fuzzy-Mean Clustering Algorithm. Calculate the simi-
larity coefficient between samples or variables to establish
fuzzy similarity matrix; use fuzzy operations to perform a
series of synthetic transformations on the similarity matrix
to generate a fuzzy equivalent matrix; finally, according to
the different interception levels A, the fuzzy equivalent
matrix is intercepted and classified.

Clustering is to divide a dataset into different categories
according to certain criteria (such as distance criteria), so
that the data in the same category can be better correlated,
and the data that are not in a category has a large difference.
Fuzzy clustering methods are aimed at things that are
ambiguous and inaccurate. The representation of the initial
data matrix of this clustering method is shown in the cal-
culation formula.
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X1 X ot Xm
Xo1 Xy vt X
(3)
Xu1 X2 ot X
The data objects are
Uz{xlaxZ)"')xn}) (4)

where x; = {x;1, xp5 - X}, 1=1,2,--4,m.

Fuzzy-mean clustering is a hard clustering algorithm,
which deals with data mining problems by optimizing the
objective function to the minimum value. The calculation
formula of this algorithm is shown in the formula.

X,UXU---UXe = X,
X,UX, = @, 1<i#k<C, (%)
X;#9,X;#X,1<i<C,

where X = {x,x,,---,x,} C R® is a specific dataset.

In the formula, u;; means that x. belongs to the
membership degree of subset X, then the hard C grouping
of dataset X is

C n
My = {U € Rluy; € {0,111 ) wyy = L,Yk;0< Yy <, Vi }
i=1 k=1
(6)

The constraints are

;i <11<i<c 1<j<n, (7)

where: c¢: indicates the number of categories of clusters; s:
indicates the number of attribute values in the sample.
The distance from x; to v; is

dij =[x =yl (8)

where: x: indicates the j sample data; v;: indicates the i

] 1
cluster center.

Then, v; and membership u;; are

)

3.5. Algorithm Fusion. Hybrid leapfrog algorithm is a com-
binatorial optimization by imitating the behavior of frogs
catching food. As shown in Figure 6, this algorithm is a swarm
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FIGURE 6: Schematic diagram of the hybrid frog leaping algorithm.

intelligence algorithm, which is usually used for local search
and has a powerful global information search function. In this
paper, the fuzzy-mean clustering algorithm is easy to fall into
local minimum points, and the algorithm is combined with the
hybrid frog leaping algorithm to achieve the enhancement of
clustering effect and optimization accuracy. The calculation
formula of the hybrid leapfrog algorithm is shown in the
formula.where: x: indicates the best fitness of the subpopu-
lation under each population; x": represents the worst fitness
of the subpopulations under each population; D, ,: represents
the farthest length of the frog jumping; D; represents the length
of each jump of the frog.

Di:rand()-(xb—xw),i: 1,2,---,m;0<rand ()< 1, (10)

x¥=x"+D;,~D,,  <D; <D, i=1,2,--,m.

max — max

The flowchart of the fuzzy-means clustering algorithm
based on hybrid frog leap is shown in Figure 7. Among them,
in the behavior selection, the fitness value of all frogs needs
to be obtained, and different combinations are divided and
arranged in descending order. The calculation formula is
shown in the formula, which is (11), that is, the objective
function of fuzzy-mean clustering.

f:} q+1,0gqsl. (11)

3.6. PSO—-FCM Algorithm. PSO —FCM algorithm is a
clustering algorithm constructed according to the mem-
bership matrix between data.

P
;."Lij:

L,p;; € [0,1],

1
Yk (diglely)

2im=1° dkj #0, (12)
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FiGure 7: Flow of the fusion algorithm.

The fitness function value derived from all sample
membership values:

b}

Tm=
j=1

J

(P‘ij)m(xj - Ci)z- (13)

1

I
—



where: m: indicates weighted index, m > 1; x; — v;: represents
the clustering of sample x; to i sample centers.

L1 (Hij)mxj

i n m >
Y1 (P‘ij)
k k k
v; + C1”1(Pi - X; ) + czrz(ai - X; ),k >1
k+1
v, = ,
k
czrz(ai - X; ),k =1
k+1 _ _k k+1
Vi = v (14)

1

Among them, @ is the inertia weight, and o; is the best
fitness function of the population.

4. Big Data Clustering Mining
Simulation Experiment

In order to further verify the effect of the fusion algorithm
proposed in this paper, this paper conducts simulation
experiments on the four algorithms introduced in this paper.
The experimental data comes from datasets and artificial
datasets, as shown in Table 1. The first is the validity analysis
of clustering, and the second is the comparison of the
convergence rate.

4.1. Analysis of the Effectiveness of Clustering. The parameter
settings in the experimental process of this paper are shown
in Table 2. The article will use the correct rate to represent
the clustering effect of the four algorithms. The calculation
formula of the classification correct rate is shown in formula
(15). All four different algorithms are repeated 50 times, and
the average of all metrics is taken.

M
T =—x100%, (15)
N

where: M: represents the correct number of sample clusters;
N: represents the total number of data objects in the
dataset.

It can be found from Figure 8 that the correct number of
sample clusters between PSO-FCM and the fusion algorithm
proposed in this paper is not much different. It can be seen
that the fusion algorithm proposed in this paper has better
performance.

In the same dataset, it can be seen from Table 3 that
compared with the other three algorithms, the clustering
effect of hybrid frog leaping is obviously poor, and the
correct rate of fuzzy C-means clustering has reached
73%, while the hybrid frog leaping algorithm has a
significantly poorer clustering effect. The correct rate is
only 68%.

It can be seen from Table 4 that on the Iris dataset, the
fusion algorithm proposed in this paper has the best sample
clustering correct number and correct rate, which are 125
and 90%, respectively. This shows that the algorithm has
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TaBLE 1: Parameters of the four experimental datasets.

Dataset Number of categories Number of Number
samples of attributes

Dataset 1 4 300 2

Dataset 2 7 400 5

Dataset 3 2 200 4

Iris 3 160 3

TaBLE 2: Parameter settings of the experimental process.

Serial Description Parameter

number

1 The maximum number of iterations 400

2 Population size 20

3 Number of subclusters 2

4 Number of subgroups 4

5 The number of iterations within the 4
group

6 Fuzzy index m=2

high accuracy and its performance is better than the other
three algorithms.

As shown in Table 5, the clustering results of each al-
gorithm are compared.

4.2. Comparison of Convergence Speeds. In this paper, the
convergence speed of the four algorithms is analyzed ex-
perimentally on the three artificial datasets. The four algo-
rithms are: the first is the hybrid leapfrog algorithm, the
second is the fuzzy C-means clustering, the third is the PSO-
FCM algorithm, and the fourth is the fusion algorithm
proposed in this paper. Figure 9

It can be seen from Figure 10 that on the Dataset 1, the
fusion algorithm proposed in this paper has the fastest
convergence speed. When the number of iterations is 500,
the fitness value of the fusion algorithm is 1.59 x 104.

Through the comparison of the convergence speed, it can
be seen from Figure 11 that when the number of iterations is
0, the fitness values of PSO-FCM and the fusion algorithm
proposed in this paper are 2.6 X103 and 2.5 x 103, respec-
tively, and when the number of iterations is 400, the fitness
values are 2.3 x103 and 2.1 x 103, respectively. This shows
that the test results of the two algorithms are relatively
similar. However, the convergence speed of the algorithm in
this paper is still better than that of PSO-FCM.

It is not difficult to see from Figure 11 that the con-
vergence speed of hybrid leapfrog and fuzzy C-means
clustering is not fast. When the number of iterations is 100,
the fitness values of the hybrid leapfrog and fuzzy C-means
clustering algorithms are 3.9x103 and 4.7x103,
respectively.

5. Discussion

Through the simulation analysis of the hybrid frog
leaping algorithm, fuzzy C-means clumping, PSO-FCM
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FIGURE 8: Experimental results on dataset 1. (a): The experimental effect of hybrid leapfrog and fuzzy C-means clustering on the Dataset 2;
(b): Experimental results of PSO-FCM and the fusion algorithm proposed in this paper on the Dataset 2.

TaBLE 3: Experimental data on dataset 3.

Algorithm Total The correct number of sample clusters Correct rate (%)
Fuzzy C-means clustering 200 137 73
Hybrid leapfrog 200 127 68
PSO-FCM 200 145 77
The fusion algorithm proposed in this paper 200 150 78

TaBLE 4: Experimental data on the iris dataset.

Algorithm Total The correct number of sample clusters Correct rate (%)
Fuzzy C-means clustering 160 120 86
Hybrid leapfrog 160 117 84
PSO-FCM 160 122 88
The fusion algorithm proposed in this paper 160 125 90

TaBLE 5: Experimental data on the iris dataset.

Dataset Algorithm Clustering accuracy Number of iterations
Fuzzy C-means clustering 25.69 62
Gla Hybrid leapfrog 73.41 96
PSO-FCM 89.01 30
The fusion algorithm proposed in this paper 93.78 55

methodology, and merging mechanism proposed by the
present study, it is possible to conclude as follows:
Through the analysis of the clustering effect of the four
algorithms, it is verified that the clustering effectiveness of
the merging method proposed in this paper is the best. The
experimental data show that the clustering effect of the
hybrid leapfrog and fuzzy C-means clumping method is not
good on the same dataset. On the Dataset 2, the correct rates
of hybrid leapfrog and fuzzy C-means clumping are 62% and
65%, respectively. It is also worse than PSO-FCM and the
merging approach submitted in the current text on the Iris
dataset. Compared with the correct rate of 90% of the

approach submitted in the present text, the correct rate of
hybrid frog leap is only 84%.

Through the experimental analysis of the convergence
speed of the four algorithms on the three artificial datasets,
the data show that when the number of iterations is 300, the
fitness value on the Dataset 3. The merging approach sub-
mitted in the present text is 2.5 x 103, which is better than
3 %103 of PSO-FCM. At the same time, the results show that
the convergence speed of the fuzzy C-means clumping
method is lower than that of the hybrid leapfrog. This proves
that the method in this paper is better than the other three
methods in terms of convergence speed.
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FIGURE 9: Test results on dataset 1. (a): Test results of hybrid leapfrog and fuzzy C-means clustering on Dataset 1; (b): Test results of PSO-
FCM and the fusion algorithm proposed in this paper on Dataset 1.
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FIGURE 10: Test results on dataset 2. (a): Test results of hybrid leapfrog and fuzzy C-means clustering on Dataset 2; (b): Test results of PSO-

FCM and the fusion algorithm proposed in this paper on Dataset 2.
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FIGURE 11: Test results on dataset 3. (a): Test results of hybrid leapfrog and fuzzy C-means clustering on Dataset 3; (b): Test results of PSO-
FCM and the fusion algorithm proposed in this paper on the Dataset 3.
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The whole comparative test data shows that the approach
submitted in the present text not only has the characteristics
of fast convergence speed and good clustering effectiveness
but also outperforms other methods in accuracy. It can be
seen that the swarm intelligence optimization method is
excellent and effective.

6. Conclusion

This paper introduces different clustering methods and
expounds clustering analysis, which is a tool with high usage
rate of data mining in cloud computing. Therefore, this
paper proposes a fusion of fuzzy-mean clustering method
and swarm intelligence algorithm-hybrid leapfrog method,
and completes the research on big data clustering mining
based on swarm intelligence algorithm in cloud environ-
ment. Through the experimental analysis of the clustering
effectiveness and convergence speed of the merging method
proposed in this paper and the hybrid frog leaping algo-
rithm, fuzzy C-means clustering, and PSO-FCM method, it
is concluded that the merging algorithm proposed in this
paper enhances the accuracy of the fuzzy C-means clustering
method. The merging method can avoid the local obstacle
problem of the fuzzy C-means clustering method, and has
excellent clustering effectiveness and accuracy. The merging
algorithm proposed in this paper can select the fitness
function well, promote the improvement of the global search
ability, and achieve good results in the clustering effect,
which is similar to the PSO-FCM method. But the fusion
method can get the cluster centers faster. Compared with the
other algorithms, the merging method proposed in this
paper is superior to the other three methods in terms of
clustering effect, convergence speed, and accuracy. Big data
clustering mining is very complex and involves a wide range
of areas. Due to my limited time and energy, and the
limitation of resources, there are some shortcomings in this
paper, such as the refinement and expansion of the swarm
intelligence method. From the perspective of some indica-
tors, the clustering method incorporating swarm intelligence
has more obvious advantages than the traditional method.
However, some shortcomings are inevitable. Further theo-
retical analysis, application field expansion, model im-
provement, and other issues are future research focus and
difficulty.
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