
Research Article
English Syntactic Analysis and Word Sense Disambiguation
Strategy of Neutral Set from the Perspective of Natural
Language Processing

Chaohui Liang and Jiling Shang

Department of Basic Teaching, Zhengzhou Railway Vocational and Technical College, Zhengzhou 450018, China

Correspondence should be addressed to Chaohui Liang; 10161@zzrvtc.edu.cn

Received 9 May 2022; Revised 27 May 2022; Accepted 14 June 2022; Published 8 August 2022

Academic Editor: Qiangyi Li

Copyright © 2022 Chaohui Liang and Jiling Shang. �is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

In order to improve the e�ect of English semantic analysis, under the support of natural language processing, this paper analyzes
English syntactic analysis and the word sense strategy of the neutral set and solves the parameters through data training, so as to
solve the probability distribution of the maximum entropy model of each order. Moreover, by comparing the prediction
probability of the model to the judgment mode with the experimental data, it is found that the �rst-order maximum entropy
model (independent model) is quite di�erent from the data. �erefore, when judging data in English semantics, we cannot only
consider the in�uence of second-order correlations but should also consider higher-order correlations. �e research results of the
simulation experiment show that the English syntactic analysis and the word sense disambiguation strategy of the neutral set
proposed in this paper from the perspective of natural language processing are very e�ective.

1. Introduction

One of the trends in linguistics research is the increasing
emphasis on using data to illustrate problems. �anks to the
development of acoustic technology, phonetics can collect
data more precisely. Moreover, combined with statistical
analysis methods, phonetics research has matured quanti-
tative analysis capabilities. However, the traditional quan-
titative research on grammar mainly counts the frequency of
occurrence of a certain type of grammar unit or a speci�c
format, and its explanatory power is limited. �erefore,
grammar research must take new approaches. Natural
language processing is one of the important directions of
applied linguistics.

�rough parsing sentence syntactic analysis, the internal
structure information between words can be generated,
which provides convenience for information acquisition,
question answering system, and machine translation [1].
Syntactic analysis can be divided into dependency structure
syntactic analysis and phrase structure syntactic analysis.

�e current mainstream method is a syntactic analysis
method with supervised learning by using a large-scale
arti�cially annotated corpus [2]. Due to the lack of mor-
phological changes in speech and a large number of con-
current words, the accuracy of its analysis does not reach the
accuracy of English syntactic analysis, and it is still a research
hotspot [3]. �e performance of supervised syntactic anal-
ysis algorithms depends to a large extent on manually la-
beled data. �e quality and scale of the labeled data will
seriously a�ect the performance of the algorithm. Manually
labeling data is a very heavy task and requires professional
linguistic knowledge. �erefore, it is not easy to obtain high-
quality data [4]. Since the labeling rules of each labeling
corpus are di�erent and cannot be directly combined, how to
e�ectively use the existing labeling data to expand the
training data is also a research hotspot [5].

With the in-depth development of neural networks and
deep learning in the �eld of natural language processing, the
method of dependency parsing based on the neural network
has developed rapidly. �e idea of the transition-based
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dependency parsing method is to reduce the complex task to
the simple task of predicting the next parsing action and
then use the classifier to perform a greedy search of the
optimal sequence [6]. Reference [7] applies a simple neural
network to dependency parsing, uses a neural network to
score decision actions, and uses a new cubic activation
function to model the interaction between inputs. Reference
[8] proposed to use of a sequence-to-sequence neural net-
work, the stack LSTM, to implement the state-of-the-art
transition-based dependency parser at the time. Reference
[9] conducts global normalization training for transfer-
based neural network models to overcome the label bias
problem caused by local normalization models. Based on the
transition-based dependency parsing system, literature [10]
proposed a method for Telugu dependency parsing by using
the minimum feature function represented by context
vectors to replace the language feature templates used in the
past.*e graph-based dependency parsing method treats the
dependency parsing problem as the problem of finding the
maximum spanning tree from a fully directed graph. *e
score of a dependency tree is obtained by accumulating the
scores of several subtrees that constitute the dependency
tree, and the exact search for the maximum spanning tree is
realized on the global optimization model. Reference [11]
proposes a feature extraction method for the BiLSTM en-
coder jointly trained with the parser and applies it to the
transfer-based parser and graph-based parser. *e method
works in both dependency parsers. *ere is a good analytical
effect. Reference [12] proposed to use a more regularized
parsing method than the BiLSTM encoder based on the
graph-based dependency parsing method, that is, using a
double affine classifier to score dependency arcs and de-
pendency labels. Reference [13] proposed a dependency
parsing method, developed five *ai dependency parsing
algorithms from transition-based dependency parsing, and
developed two *ai dependency parsing algorithms from
graph-based dependency parsing. *e algorithms used
pretrained models to learn character embedding and used
BiLSTM to process bidirectional features to effectively
overcome word order problems. Reference [14] performed
well in both transfer-based and graph-based methods.
Reference [15] studied the effect of encoding based on a
bidirectional long short-term memory network (BiLSTM)
on the scoring step. Reference [16] studied the influence of
different structural constraints in the decoding stage on the
results of dependency analysis, and the results show that by
global input modeling, even ignoring some output structures
can get good results. Although transfer-based methods can
use rich features, they all use local search strategies, which
are prone to error propagation. Graph-basedmethods have a
smaller feature range but can perform a global search, can
handle long-range dependencies and nonprojective phe-
nomena, and are more accurate than transfer-based
methods. Dependency syntax analysis has high requirements
on sentence structure, and the distribution of real scenes and
labeled data is obviously different. If manual labeling is used,
it will be difficult to label and easy to generate wrong data.
Reference [17] used a thesaurus-based substitution method
to augment data in the data augmentation stage. Reference

[18] uses back translation and random noise injection to
augment the unlabeled text. Reference [19] augments the
data by using text surface transformation, such as the change
between abbreviations, from “Itisawesome” to “It’sawe-
some.” A simple and effective image enhancement technique
is proposed in [20]. *e idea is to combine two random
images in a certain proportion in a mini-batch to generate
synthetic instances for training. *is idea was subsequently
applied in the field of NLP.

Aspect-level sentiment analysis includes two subtasks,
aspect extraction and aspect-level sentiment classification,
where the effectiveness of aspect extraction is the premise to
ensure the accuracy of fine-grained sentiment analysis.
Aspects can be divided into explicit and implicit aspects. *e
explicit aspect refers to the evaluation aspect of words di-
rectly contained in the sentence. Taking the evaluation in the
restaurant field as an example, most techniques in current
aspect-level sentiment analysis research are about explicit
aspects,\ and implicit aspects are rarely mentioned, that is,
most of the models focus on extracting the explicit aspects in
the first sentence above, while ignoring the extraction of the
implicit aspects in the second sentence, losing some useful
information in the data, and not guaranteeing the integrity
of the data analysis. Implicit aspects account for about 30%
of sentences. Implicit aspect extraction technology not only
plays an important role in improving the accuracy of aspect
extraction but also plays an important role in the com-
prehensiveness and integrity of fine-grained sentiment
analysis research. At present, implicit aspect extraction
techniques are mainly divided into three categories as fol-
lows: relational inference, topic clustering, and taxonomy.
*e relational inference method is based on the corre-
sponding relationship between explicit aspect words and
opinion words, and mining implicit aspects according to
opinion words. It mainly introduces different methods to
improve the rules on the basis of the cooccurrence frequency
analysis method or association rule method.

Syntactic analysis has a wide range of applications in
machine translation, question answering systems, infor-
mation extraction, and speech synthesis systems and has
always been one of the keys and difficult points of natural
language processing research. Automatic syntactic analysis
refers to analyzing the relationship between the grammatical
units contained in a sentence and these grammatical units
according to a certain grammatical system under the con-
dition of a given word sequence and converting the linear
word sequence into a grammatical tree with a hierarchical
structure. Syntactic analysis and semantic analysis are two
important aspects of natural language processing, and there
is a close relationship between them. *erefore, to under-
stand a sentence, it is necessary to not only analyze its
syntactic structure but also understand the semantics of each
word in it. Research has shown that tasks at two levels,
syntactic analysis and semantic analysis, can help each other.
According to the characteristics of Chinese, the combination
of syntactic analysis and semantic analysis is helpful to the
processing of Chinese. On the other hand, the difficulty of
natural language processing lies in the problem of ambiguity.
In syntactic analysis, ambiguity in a syntactic structure needs
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to be resolved, and word sense disambiguation in semantic
analysis needs to deal with the ambiguity of polysemous
words according to the context. *e solution of either of
these two ambiguity problems will greatly help the other
task, and if they can be solved in the same process, the
connection between them can be fully exploited to benefit
both.

With the support of natural language processing ideas,
this paper analyzes the English syntactic analysis and the
word sense of the neutral set and promotes the effect of
English semantic analysis.

2. Syntactic Analysis Based on Natural
Language Processing

2.1. Probabilistic Model for Orientation Discrimination Based
on the Maximum Entropy Method. In the real natural en-
vironment, organisms always receive many external stimuli
at the same time. *us, how humans respond to multiple
stimuli has long been a central question in linguistics.
Among them, an important aspect is the effect of the number
of stimuli on the response.

In human thinking, judging whether things are the same
is the most basic performance. For example, when we see
two lines, we will judge whether the angle and length of the
two lines are the same according to the characteristics of the
lines (such as angle and length). Similarity judgments are
used in many psychophysical tasks, such as singularity
finding and causal inference.

A natural idea is how people’s judgment of the similarity
of things will change when faced with multiple environ-
mental attribute stimuli (such as the number, length, and
color of lines).

We consider an experiment for similarity judgment as
follows: judging whether the line directions are the same. In
order to simplify the experiment, four-line attributes are
considered as follows: number, length, color, and thickness,
denoted as X � (x1, x2, x3, x4), X is a display mode (envi-
ronmental mode), and the relationship between human
judgment and different display modes is studied. Suppose
there are two values for each attribute, so there are 24 dif-
ferent patterns, and the human judgment is the same or not,
so there are 32 different combinations, which is more
complicated than before. At the same time, in order to meet
the more general situation and not make assumptions such
as independence, it is very important to select a suitable
model, and the maximum entropy model can better solve
this problem.

*e maximum entropy model was first used in word
classification, and later, due to its excellent performance, it
has been widely used in biology, computer science, prob-
ability theory, statistics, cognitive linguistics, and other
disciplines. Schneidman et al. first applied the principle of
maximum entropy in the coding of neuron clusters, and the
constructed model could contain the correlations between
neurons. Globerson et al. used the principle of minimal
informatization to analyze the contribution of the correla-
tion model to the encoded information. On this basis, Marre
et al. studied the application of the maximum entropy model

in the coding of neuron clusters, focusing on the influence of
pairwise spatial correlations on neuron clusters. Cayco Gajic
et al. studied the correlation between the three neurons
(triplet correlations).

*e maximum entropy principle is applied to the lan-
guage judgment problem of similar items, and the distri-
bution of human language judgment under different display
modes is obtained. Moreover, this paper finds out the im-
plicit correlation and uses the change of entropy to intui-
tively quantify the performance of the model to the test data.

2.2. Higher Order Maximum Entropy Model and Direction
Discrimination. Correlative experiments are designed based
on psychophysical experiments that judge whether a group
of items is the same. In the judgment test, there are a total of
n subjects, and the task is to judge whether the directions of
the lines appearing in the display are all the same. In the
experiment, each subject did 1000 repetitions of the ex-
periment. *e experimental process is shown in Figure 1.
Among them, the environmental conditions that affect the
subjects’ judgment are as follows: the number of lines (2 or
4), the length (1 or 2), the width (0.2 or 0.5), and the color
(red or gray). In each trial, the probability of the lines being
all the same and different is the same. With the same ori-
entation, the orientation of the lines is drawn from the
uniform distribution U (1,180). In the case that the direc-
tions are not all the same, the angle θi of the i-th line is
randomly selected from the uniform distribution U (1,180),
and the other lines have the same direction and are drawn
from the normal distribution N(θi, σ2), where σ � 10° is
taken. *e attribute conditions of the lines are relatively
weakly correlated and appear randomly.

In each trial, the first is the preparation phase, a cross will
appear in the display, and when the subject is ready, press the
space bar to enter the trial phase. At this point, lines with
different ambient patterns (number, color, thickness, length)
appear, and each line has the same pattern. Subjects need to
make a judgment as follows: when they are in the same
direction, then enter the judgment stage. If it is the same, the
subject presses “1,” and if it is different, the subject presses
“0.”

In general, the maximum entropy model is quite dif-
ferent from the traditional model. Traditional methods need
to make some simple assumptions first and then perform
calculations. Naturally, this inevitably produces some errors
in the details. However, the maximum entropy method can
only rely on the existing performance of the experimental
data without making additional assumptions, so as to retain
as much information as possible in the data.

We set xi � 1 or 0, indicating that the i-th condition
occurs or does not occur. *e vector x

→ represents a
judgment mode. *us, if we have N conditions, there will be
2N judgment modes. In this section, N� 5. For a joint
distribution p(x1, x2, x3, x4, x5), the corresponding entropy
H(P( xi􏼈 􏼉)) is defined as

H p xi􏼈 􏼉( 􏼁( 􏼁 � − 􏽘

xi{ }

p xi􏼈 􏼉( 􏼁log p xi􏼈 􏼉( 􏼁.
(1)
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Among them, xi􏼈 􏼉 represents all possible judgment
modes. *e purpose of the principle of maximum entropy is
to find a distribution P∗ that maximizes its entropy under
the constraints of experimental data.

p
∗

xi􏼈 􏼉( 􏼁 � argmax
p xi{ }( )∈P

H p xi􏼈 􏼉( 􏼁( 􏼁.
(2)

Among them, p is constrained by the experimental data,
which specifically refers to the constraints of various order
correlations between the data. For example, for a second-
order maximum entropy model,

L p xi􏼈 􏼉( 􏼁􏼂 􏼃 � − 􏽘

xi{ }

p xi􏼈 􏼉( 􏼁log2 p xi􏼈 􏼉( 􏼁

+ 􏽘
i

αi 〈xi〉p −〈xi〉data􏽨 􏽩

+ 􏽘
i<j

βij 〈xixj〉p −〈xixj〉data􏽨 􏽩

+ 􏽘

xi{ }

λ p xi􏼈 􏼉( 􏼁 − 1􏼂 􏼃.

(3)

〈·〉 represents the data or the expectation under the
maximum entropy model, and the Lagrange multiplier λ
ensures the normalization of this distribution. For param-
eters αi and βij, this is an optimization problem with a
unique solution due to the convexity of entropy. *e explicit
expression after solving is as follows:

p
(2)

xi􏼈 􏼉( 􏼁 �
1

Z2
exp 􏽘

N

i

αixi + 􏽘
N

i< j

βijxixj
⎛⎝ ⎞⎠. (4)

*e parameters αi and βij here represent that the ex-
pectation of the data and the model are equal, and the
second-order correlation between the data and the model is
equal. Z2 is the partition function, or normalization factor,

to ensure that p(2)( xi􏼈 􏼉) is a probability distribution and is
expressed as follows:

Z2 � 􏽘

xi{ }

exp 􏽘
i

αixi + 􏽘
i<j

βijxixj
⎛⎝ ⎞⎠. (5)

Similarly, the n-order maximum entropy model is as
follows:

p
(n)

xi􏼈 􏼉( 􏼁 �
1

Zn

exp 􏽘
N

i

αixi + 􏽘
N

i<j
βijxixj + · · · + 􏽘

N

i<j<···<n
c12···nx1x2 · · · xn

⎛⎝ ⎞⎠.

(6)

Among them,

Zn � exp 􏽘
N

i

αixi + 􏽘
N

i<j
βijxixj + · · · + 􏽘

N

i<j<···<n
c12···nx1x2 · · · xn

⎛⎝ ⎞⎠.

(7)

In particular, if the assumptions are made to be inde-
pendent of each other, then it is equivalent to a first-order
model as follows:

p
(1)

xi􏼈 􏼉( 􏼁 �
1
Z
exp 􏽘

N

i

αixi
⎛⎝ ⎞⎠. (8)

A core problem of the maximum entropy model is to
solve the parameters from the experimental data. In this
section, we use the Generalized Iterative Scaling algorithm to
solve as follows:

αnewi � αoldi + c · log
〈xi〉data
〈xi〉p

􏼠 􏼡, (9)

βnewij � βoldij + c · log
〈xixj〉data
〈xixj〉p

􏼠 􏼡, (10)

c
new
12···n � c

new
12···n + c · log

〈x1x2 · · · xn〉data
〈x1x2 · · · xn〉p

􏼠 􏼡. (11)

Among them, c ∈ (0, 1) is used to control the conver-
gence speed of the algorithm.

We used PsychoPy software to design linguistic exper-
iments with 6 subjects, 3 males and 3 females.*ey are asked
to judge whether a set of lines that appeared on the monitor
were oriented the same or different, and each subject repeats
the test 1,000 times. Specifically, we set x1 to denote the
subject’s judgment as follows:

x1 �
1, identical,

0, different.
􏼨 (12)

x2 is the number of lines as follows:

x2 �
1, the quantity is 4,

0, the quantity is 2.
􏼨 (13)

x3 is the width of the line as follows:

Press 1 for the
same directions ;

Press 0 for different
directions

Figure 1: Schematic diagram of the language judgment test.
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x3 �
1, width 5,

0, width 1.
􏼨 (14)

x4 is the length of the line as follows:

x4 �
1, length 0.5,

0, width 0.2.
􏼨 (15)

x5 is the color of the line as follows:

x5 �
1, the color is red,

0, the color is gray.
􏼨 (16)

*e vector x
→

� (x1, x2, x3, x4, x5) is called a judgment
mode.

 Same or
different

(1/0)
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Figure 2: Test process and test data probability.
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Figure 3: Data and probability values of different language judgment models.
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Figure 2(a) represents the sequence in which the ex-
periments were performed. First, there will be a cross on the
screen to keep the subject’s attention in the middle of the
screen. After that, a stimulus pattern is randomly generated,
and the subject needs to make a judgment as to whether they

are oriented in the same direction. If the direction is the
same, they press “1,” and if the direction is different, they
press “0.” After that, it will enter the next judgment process,
and in this cycle, each subject will perform 1000 times.
Figure 2(b) randomly enumerates 4 different stimulation

99.92%

85.22%

59.13%

l (2)

l (3) l (N)

l (4)

Figure 4: Contribution of each order model.
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Figure 5: Block diagram of word sense disambiguation in the training process of English syntactic analysis.
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Figure 6: Dependency English syntax analyzer based on graph neural network.
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patterns, and the number, color, length, and width of the
lines vary. Figure 2(c) is a histogram of the test results of the
subjects, the abscissa represents different stimulation pat-
terns, and the ordinate is the corresponding probability.

It can also be seen from Figure 2(c) that for different
stimuli, the subjects’ judgments are quite different. For
example, subjects in the mode (1,1,1,1) were twice as likely to
judge that the lines were parallel as in the mode (0,0,0,0).
*erefore, some stimulation conditions can promote the
correct rate of cognition, and different stimulation modes
also have different effects. We wanted to know what degree
of correlation had a significant impact.

We use experimental data to train the model and solve
for the parameters. After that, we calculate the first-order
model p(1) and the second-order model separately p(2), until
the end of the fifth-order model p(5).

For a distribution p( xi􏼈 􏼉), the standard formula for its
entropy H is

H � − 􏽘

xi{ }

p xi􏼈 􏼉( 􏼁log p xi􏼈 􏼉( 􏼁.
(17)

It should be noted here that the entropy H1 of the first-
order model is always larger than the entropy
H2, H3, . . . , HN of the higher-order model because of the
entropy difference between the phase and the experimental
data:

IN � H1 − HN. (18)

*e contribution of the K-order model is given by I(K) as
follows:

I(K) � HK−1 − HK. (19)

*us, the expressivity of the K-order model can be
represented by the ratio rK as follows:

Start

Crude
segmentation
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field dictionary
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on the Hidden
Markov model
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analysis

Disambiguation
treatment

Unlogged word
recognition

Optimal
participle
sequence

End

Ontology
knowledge

base

(a)

Top
ontology

Domain
ontology

Operation
ontology

Arms and
equipment
ontology

Document
data

ontology

 Types or
forms of
literature
ontology

Identification
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ontology

Domain
ontology

Application ontology

(b)

Figure 7: Word segmentation level model. (a) Word segmentation framework. (b) Ontology level.
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rK �
I(K)

IN

. (20)

In Figure 3, the probability p(data) of the test data and the
first-order model p(1), the second-order model p(2), the
third-order model p(3), the fourth-order model p(4), and the
fifth-order model p(5) is shown in turn. *e abscissa is the
different judgment modes, there are 25 � 32 kinds in total,
and the ordinate is the test data probability value or model
prediction value of the corresponding judgment mode. As

can be seen from the figure, there is a large gap between the
first-order model and the experimental data, but among the
remaining models, we cannot judge which one is better, so
we need to use entropy to quantify it.

*e proportional score rK is calculated using the formula
(20), and the result is shown in Figure 4. Among them,
IN � I(2) + I(3) + I(4) + I(5). After that, the contribution of
the second- to fifth-order models to the correlation can be
calculated. It is found by calculation that the third-order
model contains 85.22% of the information in IN. *erefore,
in the language judgment test, the relevant data needs to
consider higher-order correlations, and only considering the
second-order correlations is not enough to accurately de-
scribe the test data and the independence assumption used
to simplify the model is more deviated from the actual
situation.

3. English Syntactic Analysis and Word Sense
Disambiguation Strategy of Neutral Set from
the Perspective of Natural
Language Processing

*e English syntactic analysis training and word sense
disambiguation process redesigned in this paper are shown
in Figure 5. *e dotted box is the part that implements word
sense disambiguation, including the processing of unam-
biguous words and the processing of ambiguous words. In
the unambiguous word processing part, the system firstly
adjusts the lexical grammar model obtained from the pre-
vious round of training, so that a certain word only
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Figure 8: Test process diagram.

Table 1: Syntactic analysis effect.

Num Syntax analysis Num Syntax analysis Num Syntax
analysis

1 85.83 16 82.00 31 85.70
2 78.71 17 72.24 32 72.57
3 80.69 18 85.67 33 80.83
4 78.52 19 76.33 34 82.65
5 77.91 20 80.06 35 69.85
6 73.37 21 75.74 36 75.96
7 76.96 22 81.08 37 75.66
8 84.70 23 68.64 38 77.36
9 71.53 24 74.09 39 85.39
10 84.44 25 85.19 40 83.98
11 78.88 26 84.67 41 70.38
12 69.13 27 73.15 42 84.29
13 68.66 28 75.29 43 78.38
14 72.03 29 76.88 44 78.98
15 75.06 30 73.41 45 75.20
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corresponds to the most likely part-of-speech subtag.*at is,
through adjustment, the system makes the set of words
corresponding to a certain part-of-speech subtag different
from other part-of-speech subtags. In the ambiguous word
processing part, since disambiguation can only be done by
returning to the instance, this part first traverses all the
English syntax trees, examines each polysemy, and deter-
mines its most likely corresponding part-of-speech tag
according to the English syntax information. Next, the
system modifies the lexical grammar and puts the polysemy
into the vocabulary set of the corresponding part-of-speech
subtag.

*is paper uses BiLSTM to vector-encode words and then
uses first-order dependency information to build a graph
structure between words. Moreover, this paper performs
graph neural network computations on this graph structure,
iteratively updating the vector representation of each word.
*e update formula is designed to introduce information on
second-order dependency structures (including possible
grandfathers, grandchildren, and brothers). After several it-
erative updates, the vector representation of each word is used
to compute the score for each possible dependent edge. Fi-
nally, the classical first-order dependency analysis algorithm
is used to decode the dependent English syntax tree. Figure 6
shows the neural network architecture of the method.

As shown in Figure 7(a), the processing process of the
compound word segmentation method is as follows: after
obtaining the document to be segmented, the system per-
forms preliminary processing on the text, including word
segmentation based on dictionary and part-of-speech tag-
ging based on the hidden Markov model. *en, the system
performs bottom-up English syntactic analysis on the
processed sentences and finally performs disambiguation
processing and identification of unregistered words to ob-
tain the optimal word segmentation sequence.

*e ontology definition proposed in this paper is mul-
tilevel, which can better realize the sharing and reuse of the
ontology, and its level is shown in Figure 7(b). Domain
ontology and subontologies of operation ontology are
contained relationships. Moreover, domain ontology fo-
cuses on the establishment of terms, which is aimed at the

definition of object properties in the domain. In the oper-
ation ontology, the genre ontology is the definition of the
grammar and words of a specific genre, and the recognition
ontology is the definition of the rules used in the recognition
of unregistered names.

In order to simplify the sentence structure to eliminate
long-distance dependencies, this paper proposes a depen-
dent English syntax analysis that introduces the hierarchical
component analysis method. *e specific experimental
process is shown in Figure 8.

For the training corpus, three kinds of the corpus are
obtained by using the component subtree labeling algo-
rithm: the training corpus marked with noncore compo-
nents, the corpus marked with core components, and the
corpus marked with all components. Among them, the
training corpus marked with noncore components is used to
train the noncore component recognition model and extract
the noncore component subtrees. *e training corpus
marked with core components is used to train the core
component recognition model and extract the core com-
ponent subtree, and the corpus marked with all components
is used to generate the sentence frame subtree. Finally, the
three seed tree corpora are used to train their internal de-
pendency analysis model.

Among them, the model of the noncore component
recognition system uses the Chinese prepositional phrase
recognition system based on the cascading conditional
random field, and the model of the core component rec-
ognition system uses the model generated from the training
corpus marked with the core component.

On the basis of the above research, the effectiveness of
the English syntactic analysis and sense disambiguation
strategy of neutral set words proposed in this paper is
verified from the perspective of natural language processing.
*is paper counts the syntactic analysis effect and word
sense disambiguation effect of the system model in this
paper, and the experiment in this paper is carried out on the
MATLAB platform, and the statistical test results are shown
in Tables 1 and 2.

From the above simulation experiments, it can be seen
that the English syntactic analysis and word sense

Table 2: Word sense disambiguation effect.

Num Disambiguation effect Num Disambiguation effect Num Disambiguation effect
1 74.88 16 71.86 31 79.38
2 79.12 17 66.68 32 65.81
3 74.97 18 70.56 33 75.08
4 78.91 19 74.62 34 72.80
5 72.16 20 72.17 35 65.44
6 81.83 21 72.46 36 74.59
7 79.72 22 67.63 37 67.44
8 82.24 23 79.80 38 82.70
9 80.48 24 75.29 39 80.02
10 79.01 25 78.62 40 82.66
11 67.03 26 69.75 41 73.87
12 82.89 27 77.98 42 72.77
13 78.50 28 69.39 43 70.06
14 74.88 29 68.77 44 74.60
15 68.41 30 78.89 45 67.83
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disambiguation strategy of neutral set words proposed in
this paper from the perspective of natural language pro-
cessing is very effective.

4. Conclusion

Since natural language processing is directly application-
oriented, it requires that there must be a suitable method to
process languages in batches and accurately find the required
information, and all subsequent operations are based on this
basis. In concrete practice, dependency grammar has proved
to be a suitable theory, and scholars have established rela-
tively advanced syntactic analysis methods based on the
basic idea of dependency grammar. It can be said that the
theory and analysis methods of dependency grammar have
provided great help to ontology research and applied re-
search of linguistics. With the support of natural language
processing ideas, this paper analyzes English syntactic
analysis and word sense strategy of the neutral set word. *e
simulation experiment study shows that the English syn-
tactic analysis and word sense disambiguation strategy of
neutral set words proposed in this paper is very effective
from the perspective of natural language processing.
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