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Abstract: The fisheye camera, with its large viewing angle, can acquire more spatial information in one
shot and is widely used in many fields. However, a fisheye image contains large distortion, resulting
in that many scholars have investigated its accuracy of orthorectification, i.e., generation of digital
orthophoto map (DOM). This paper presents an orthorectification method, which first determines the
transformation relationship between the fisheye image points and the perspective projection points
according to the equidistant projection model, i.e., determines the spherical distortion of the fisheye
image; then introduces the transformation relationship and the fisheye camera distortion model into
the collinearity equation to derive the fisheye image orthorectification model. To verify the proposed
method, high accuracy of the fisheye camera 3D calibration field is established to obtain the interior
and exterior orientation parameters (IOPs/EOPs) and distortion parameters of the fisheye lens. Three
experiments are used to verify the proposed orthorectification method. The root mean square errors
(RMSEs) of the three DOMs are averagely 0.003 m, 0.29 m, and 0.61 m, respectively. The experimental
results demonstrate that the proposed method is correct and effective.

Keywords: fisheye camera; equidistant projection; orthorectification; distortion correction; cam-
era calibration

1. Introduction

DOM has been one of the main products of photogrammetry and remote sensing due
to its advantages of high accuracy, rich information, and intuitive expression, and therefore
plays an important role in many fields such as flood monitoring, coastline protection,
disaster prevention and relief, and urban planning [1–6]. Generation of DOM in traditional
photogrammetry is based on the perspective projection of ordinary cameras (such as
frame cameras), but the field-of-view (FOV) of such types of cameras is generally limited
between 40◦–50◦, resulting in a limited area by a single image, which often requires multiple
photographs for a large area. Fisheye lens cameras have a wide FOV (close to or even
more than 180◦), which are widely used in visual navigation [7–9], target detection [8–12],
environmental surveillance [13,14], and forest monitoring [15,16]. The use of fisheye
cameras instead of ordinary cameras in photogrammetry can expand the single image
coverage and greatly improve work efficiency. However, the fisheye lens has a short focal
length and complex structure, and the fisheye image has serious nonlinear distortions,
which cannot meet the needs for accurate measurement. Moreover, the fisheye camera
follows the law of spherical projection, which is different from the imaging process of a
perspective projection camera, so the differential orthorectification model in traditional
photogrammetry cannot be directly applied to the orthorectification of fisheye camera
images.

In order to address the above problems, this paper proposes an orthorectification
method for fisheye images under an equidistant projection model. This paper is organized
as follows: Section 1 briefly reviews the related work; Section 2 introduces the proposed
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fisheye image orthorectification model and its solution method; Section 3 presents the
experimental results as well as the analysis; Section 4 discusses the potential, critical aspects
and limits of the research conducted.

Related Work

The fisheye image contains a rather larger distortion than the traditional perspective
projection image does. Therefore, it should be geometrically corrected to remove the
geometric deformation before application. To this end, many methods to correct fisheye
images have been proposed. At present, the distortion correction methods of fisheye
images are mainly divided into two categories: calibration-based correction methods and
projection transformation model-based correction methods.

The camera calibration is the process of determining the IOPs and EOPs of the camera
as well as the lens distortions [17,18]. The camera calibration methods can be divided
according to the calibrator into three-dimensional calibration methods, two-dimensional
calibration methods, and self-calibration methods.

(1) Three-dimensional calibration method. The method based on the three-dimensional
calibration object first selects some control points on the 3D calibration object and calcu-
lates the IOPs of the fisheye camera according to the relationship between the 3D coordi-
nates of the control points and their corresponding points on the fisheye image. In 2005,
Schwalbe [19] completed the calibration of the fisheye camera by laying a large number of
control points with known 3D coordinates in the calibration room. The control points were
distributed in such a way that concentric circles were formed in the fisheye image plane.
The distances between adjacent control points on each concentric circle were equal through
a more rigorous solution. In 2014, Ahmadet et al. [20] used an equidistant projection
model to calibrate a fisheye camera based on the relationship between the 3D position of a
spherical object with a known radius and its curve in the fisheye image. In the same year,
Tommaselli et al. [21] constructed a 3D terrestrial field which is composed of 139 ARUCO-
coded targets. The camera was calibrated in a terrestrial test field using a conventional
bundle adjustment with the collinearity and mathematical models specially designed for
fisheye lenses. In 2016, Sahin [22] calibrated an “Olloclip 3 in one” fisheye lens based on an
equidistant projection model with 112 control points on a 150 cm diameter antenna as a
3D calibration field. In the same year, Urquhart et al. [23] proposed a fixed daytime sky
imaging camera model and its associated automatic calibration model using a 180◦ fisheye
camera to photograph the sky. The sun in the image plane position change provides a
simple and automated calibration method, which has a high time cost.

(2) Two-dimensional calibration method. All the marks of the planar calibration board
are on the same plane, which is quick to make and easy to keep, so the two-dimensional
plane calibration method is simpler than the three-dimensional calibration method. In 2000,
Zhang [24] proposed a planar template two-step method to calibrate the camera, using
the camera to take template pictures from different angles in different directions, estab-
lishing the correspondence between 3D coordinate points and 2D planar points based
on the corner points on the template, and solving the intrinsic parameters of the camera.
However, the calibration method is only suitable for lenses with small distortions and is
not suitable for fisheye cameras with large FOV. In 2006, Kannala and Brandt [25] proposed
a generalized calibration model for both fisheye and conventional cameras, which can be
calibrated using only a fisheye image of the calibration plate, mainly by finding a minimum
projection error to calculate the most suitable result as a parameter. In 2012, Kanatani [26]
proposed a calibration method for ultra-wide fisheye cameras based on the minimization of
eigenvalues according to the three constraints of collinearity, parallelism, and orthogonality
on a 2D plane plate. In 2013, Arfaoui and Thibault [27] calibrated the fisheye camera using
a virtual grid, generating an accurate virtual calibration grid and calibrating the fisheye
camera by rotating the camera around two axes. In 2016, Zhu et al. [28] proposed a method
for estimating the EOPs of a fisheye camera based on 2D cone programming in convex opti-
mization. In 2021, Ling et al. [29] proposed a structured light-based calibration method for
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mobile omnidirectional cameras based on the constraint relationship between the vanishing
points in the fisheye image and the intrinsic parameters of the imaging model.

(3) Self-calibration method. In this method, the camera can be calibrated only by the
relationship between corresponding points in multiple fisheye images without calibration.
In 2007, Hartley and Kang [30] proposed a method to simultaneously calibrate the radial
distortion and other intrinsic calibration parameters based on the calibration method by [24].
This method determines the radial distortion in a parameter-less manner and is independent
of any particular radial distortion model, which makes it suitable for cameras with small
FOV to wide-angle lenses. In 2009, Schneider et al. [31] self-calibrated four representative
projection models (equal stereographic, equidistant, orthographic, and equisolid angle
projection models) and found that distortion correction could be performed by adjusting the
lens distortion parameters when using non-actual projection models. However, the method
is inaccurate in the calculating the coordinates of the image points and the focal length.
In 2010, Hughes et al. [32] compared the self-calibration accuracy of equal stereographic,
equidistant, orthographic, equisolid angle, FET, PFET, FOV, and division projection models.
In 2017, Perfetti et al. [33] used the PFET lens distortion model to self-calibrate the fisheye
lens camera. In 2019, Choi et al. [34] proposed an accurate self-calibration method for
fisheye lens cameras for v-type test objects. The RMSE in this method is less than 1 pixel,
but it is not effective in camera lens distortion analysis. In the same year, Kakani et al. [35]
proposed a self-calibration method that can be applied for multiple larger FOV camera
models.

Generally speaking, calibration-based correction methods require complex mathemat-
ical models for the projection process of the fisheye lens, with high correction accuracy,
but require special calibration equipment and complex software algorithms. The correction
results are the correspondence to the mathematical model, and there is no intuitive and
significant improvement in the observation of human vision.

The correction methods based on the projection transformation model are based
on a simplified projection model to approximate the complex optical imaging principle
of the fisheye lens. Although the correction accuracy is not as good as the calibration-
based method, the correction principle is simple and easy to implement, and the visual
effect is improved significantly. However, the correction using the spherical projection
model will have the problem of losing the object scene around the fisheye image. Among
them, the correction methods based on the projection transformation model generally use
the columnar model [36,37], the spherical perspective projection model [38], the latitude
and longitude model, and the double longitude model [39,40]. In recent years, with
the rapid development of deep learning, more and more researchers have tried to use
convolutional neural networks to correct fisheye images due to their superb visual feature
expressiveness [41–44].

The above papers only calibrated and corrected the fisheye camera images to meet
the human visual habits, without further correcting them to ortho-images to meet the
accurate measurement needs. In order to address the above problems, this paper firstly
constructs a fisheye image orthorectification model and a fisheye camera calibration model;
secondly, it establishes high-precision 3D calibration fields to calculate the IOPs, EOPs,
and lens distortion parameters; Finally, the digital elevation model (DEM) is introduced,
and the original fisheye image is orthorectified using the method proposed in this paper.
Experiments show that the fisheye image can be quickly and accurately corrected to the
orthorectified image by the model proposed in this paper.

2. Orthorectification Method for Fisheye Image
2.1. Fisheye Image Distortion Model

The fisheye image contains two typical distortions: (1) spherical distortion related to
the spherical structure of the fisheye lens and (2) optical distortion of the lens [45]. As in
Figure 1, for the fisheye lens imaging geometry model, Q points in space are projected
linearly onto the unit sphere, and then the points on the unit sphere are projected nonlin-
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early onto the image plane point P. The imaging method is non-central projection imaging,
at which time the geometric distortion of the image is the distortion caused by the spherical
structure of the fisheye lens.
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Figure 1. Geometric model of fisheye camera imaging.

However, the deviation between the actual fisheye lens and the ideal spherical lens still
exists; this deviation in the imaging plane is mainly expressed as an optical distortion and
can be decomposed into radial distortion, eccentric distortion according to the distortion
characteristics.

(1) The radial aberration difference is the radial displacement between the distorted
image point and the theoretical image point, which is an axisymmetric distortion. The radial
distortion model can be expressed as{

4ur = (u− u0)
(
k1r2 + k2r4 + k3r6 + . . .

)
4vr = (v− v0)

(
k1r2 + k2r4 + k3r6 + . . .

) (1)

where k1, k2 and k3 are the radial distortion parameters, r is the distance from the fisheye

image point to the center of the fisheye image and r =
√
(u− u0)

2 + (v− v0)
2, (∆ur, ∆vr)

represent the radial distortion in the u and v directions, respectively, (u0, v0) represents the
coordinates of the center of the fisheye image.

(2) The optical system of the center projection has varying degrees of decentered
distortion, The reason for this distortion is mainly the optical axis of the lens, and the
camera optical axis is not the axis. The decentered distortion model can be expressed as{

∆ud = p1[r2 + 2(u− u0)
2] + 2p2(u− u0)(v− v0)

∆vd = p2[r2 + 2(v− v0)
2] + 2p1(u− u0)(v− v0)

(2)

where p1 and p2 are the decentered distortion parameters, (∆ud, ∆vd) represents the decen-
tered distortion in the u and v directions.

Combining the two distortion models above together, the fisheye camera optical
distortion model can be expressed as{

∆u = (u− u0)(k1r2 + k2 r4 + k3r6) + p1[r2 + 2(u− u0)
2] + 2p2(u− u0)(v− v0)

∆v = (v− v0)(k1r2 + k2r4 + k3r6) + p2[r2 + 2(v− v0)
2] + 2p1(u− u0)(v− v0)

(3)

where ∆u and ∆v represent the optical distortion in the u and v directions, k1, k2, k3, p1, p2
are the distortion parameters of the fisheye lens to be solved.
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2.2. The Relationship between Spherical and Perspective Projection Model

The spherical projection model of a fisheye camera is shown in Figure 2. In order
to describe its imaging process, a coordinate system is first established, where O-UV is
the image coordinate system, assuming that there is a virtual image plane E tangent to
the spherical surface of the fisheye head, and the point P is any point in space, and the
point p′ is the projection point of the point P on the virtual image plane E with coordinates
(u′, v′), which can be regarded as the perspective projection image point. The point p′′ is
the projection point of P on the fisheye image with coordinates (u, v).
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Four types of fisheye lens projection models are equal stereographic projection model,
equidistant projection model, equisolid angle projection model, and orthographic projection
model. The equidistant projection model, which is currently the most widely used fisheye
lens imaging model, is expressed by

r = f θ (4)

where f and θ are the focal distance and angle of incidence. Planar correction is the
operation of removing aberrations from fisheye lens images so that the output image
conforms to human visual habits. Specifically, the image without distortion is derived from
the perspective image principle, that is, imaging on plane E. The relationship between p′

and p′′ is easily obtained through geometric relations as{
u′ = r′

r (u− u0) + u0

v′ = r′
r (v− v0) + v0

(5)

Substituting Equations (4) and (5) into Equation (6), we haveu′ = fu
r tan

(
r
fu

)
(u− u0) + u0

v′ = fv
r tan

(
r
fv

)
(v− v0) + v0

(6)

where fu = mu f , fv = mv f , mu and mv are the number of pixels per millimeter in the
direction and direction, respectively.

With Equation (6), the relationship between the image point coordinates on the fisheye
image, and the image point coordinates on the perspective image can be established.

2.3. Orthorectification Model for Fisheye Image

By using Equation (6) as an intermediate equation, the relationship between the fisheye
image and the ortho-image can be established. Assume that the fisheye image point p
(u, v) corresponds to the corrected DOM point P (U, V). Starting from the DOM point P,
the corresponding image point p on the fisheye image corresponding to point P is inverted
according to the IOPs, EOPs, and camera distortion of the image film and the elevation of
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point P. Since the calculation result of coordinates is not necessarily an integer when finding
the corresponding image point p on the fisheye image, gray interpolation is performed,
and then the gray value of the interpolated point p is assigned to the point P on the DOM.
As shown in Figure 3, a schematic diagram of the orthorectified model of the fisheye
image, the following equation can be derived from the three-point co-linearity of P-p′-Os
in Figure 3. u′ − u0 = − fu

a1(X−XS)+b1(Y−YS)+c1(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

v′ − v0 = − fv
a2(X−XS)+b2(Y−YS)+c2(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

(7)

where (XS, YS, ZS) is the camera center position, fu, fv, u0, v0 are the orientation parame-
ters, a1∼c3 are the 9 parameters of the rotation matrix.
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Substituting Equation (6) into Equation (7), we have
fu
r tan(r/ fu)(u− u0) + u0 = u0 − fu

a1(X−XS)+b1(Y−YS)+c1(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

fv
r tan(r/ fv)(v− v0) + v0 = v0 − fv

a2(X−XS)+b2(Y−YS)+c2(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

(8)

Since the optical aberration in the imaging process of the fisheye camera usually
happens, the distortion is reflected in the fisheye image point coordinates. For this reason,
in order to be more in line with the reality, the camera distortion (Equation (3)) is merged
into Equation (8) to correct the fisheye image point coordinates, and the following formula
is obtained. 

fu
r tan(r/ fu)(u + ∆u− u0) = − fu

a1(X−XS)+b1(Y−YS)+c1(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

fv
r tan(r/ fv)(v + ∆v− v0) = − fv

a2(X−XS)+b2(Y−YS)+c2(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

(9)

From Equation (9), the expression of fisheye image point can be obtained.u = u0 − ∆u− r
tan(r/ fu)

× a1(X−XS)+b1(Y−YS)+c1(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

v = v0 − ∆v− r
tan(r/ fv)

× a2(X−XS)+b2(Y−YS)+c2(Z−ZS)
a3(X−XS)+b3(Y−YS)+c3(Z−ZS)

(10)
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Equation (10) is the fisheye image orthorectification model. Solving Equation (10)
determines the IOPs and EOPs, and any ground point can be put onto a predefined or-
thorectified plane [46]. Since this paper uses the point-by-point method of orthorectification,
if we want to calculate the pixel coordinates of each point of the original fisheye image
by Equation (10), we need the 3D coordinates of each point, so we need to introduce the
DEM, which can calculate the pixel coordinates of each point on the original fisheye image,
and then interpolate the calculated pixel points and assign the grayscale, and finally, we can
obtain the DOM.

In order to perform orthorectification of fisheye images using the method proposed
in this paper, the parameters in Equation (10) need to be solved first. To this end, Taylor’s
formula is applied to linearize Equation (10) relative to distortion parameters and EOPs,
i.e.,

vu = a11∆XS + a12∆YS + a13∆ZS + a14∆ϕ + a15∆ω + a16∆κ + a17∆ f + a18∆u0+
a19∆v0 + b11∆k1 + b12∆k2 + b13∆k3 + c11∆p1 + c12∆p2 − lu

vv = a21∆XS + a22∆YS + a23∆ZS + a24∆ϕ + a25∆ω + a26∆κ + a27∆ f + a28∆u0+
a29∆v0 + b21∆k1 + b22∆k2 + b23∆k3 + c21∆p1 + c22∆p2 − lv

(11)

where a11~c22 represent the partial derivatives of the fisheye camera under the equidistant
projection model, respectively, the constant terms are lu = u − (u), lv = v − (v).

Equation (11) can be expressed by a matrix form as

V = [A B C]

XEOP
XIOP

s

− L (12)

where XEOP matrix represents the corrections of the EOPs of the fisheye camera, XIOP
matrix represents the corrections of the IOPs of the fisheye camera, and s represents the
corrections of the distortion parameters of the fisheye camera.

When there are redundant observations, least square adjustment is applied to solve
the parameters, i.e., XEOP

BIOP
s

 =


(

AT A
)−1 AT L(

BT B
)−1BT L(

CTC
)−1CT L

 (13)

There are 14 unknown parameters in the above equations. At least 14 equations are
needed. Two observation equations can be established using a single ground control point
(GCP). This means that at least 7 reasonably distributed 3D GCPs and the corresponding
fisheye image points are needed. In addition, since the initial values given are generally
coarse, the solutions need to be iterated until a given threshold is met.

2.4. Orthorectification Process for Fisheye Image

After the parameters are solved above, the pixel coordinates on the original fisheye
image can be calculated according to Equation (10), and thus the DOM can be produced
as follow.

First, a DEM with the same size as the DOM needs to be obtained. The coordinates of
the four corner image points of the original image are measured, and the corresponding
actual plane coordinates are calculated byX = XS + (Z− ZS)

a1x′+a2y′−a3 fu
c1x′+c2y′−c3 fu

Y = YS + (Z− ZS)
b1x′+b2y′−b3 fv
c1x′+c2y′−c3 fv

(14)
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where, {
x′ = fu

r tan(r/ fu)(u + ∆u− u0)

y′ = fv
r tan(r/ fv)(v + ∆v− v0)

(15)

The length and width of the DOMs are then calculated based on the resolution of the DEM.
Second, since the fisheye image is an approximately circular image, the coordinates

of the four corner points must first be measured by transforming all the fisheye image
pixel points into the corresponding perspective projection image points using Equation (6)
and then taking the coordinates of the four corner points from the perspective projection
image points. The size of the DOM is determined by the ground sampling distance (GSD).
The DEM can be divided into a grid by the resolution size, each grid corresponds to a pixel
on the DOM, and the coordinates in the lower left corner of the DOM are determined as
the starting point, and the coordinates of the pixels corresponding to the original image are
sent out at every interval of the set resolution for grayscale interpolation.

Finally, the gray assignment to the DOM is generated. Figure 4 shows the flow chart
of orthorectification of the fisheye image.

Remote Sens. 2022, 14, x FOR PEER REVIEW 8 of 21 
 

 

2.4. Orthorectification Process for Fisheye Image 

After the parameters are solved above, the pixel coordinates on the original fisheye 

image can be calculated according to Equation (10), and thus the DOM can be produced 

as follow. 

First, a DEM with the same size as the DOM needs to be obtained. The coordinates 

of the four corner image points of the original image are measured, and the corresponding 

actual plane coordinates are calculated by  

1 2 3

1 2 3

1 2 3

1 2 3

' '
( )

' '

' '
( )

' '

u
S S

u

S
v

S

v

a x a y a f
X

f
Y

X Z Z
c x c y c f

b x b y b
Z Z

c x c y c f
Y

+ −
= + − + −


+ − −


+

+ −
=

 

(14) 

where, 

( )

( )

0

0

/ ( )

(

'

/' )

u
u

v
v

x

f

f
tan r f u u

r

t van r f v v
r

u

y


= + 


 = + 


−

−
 

(15) 

The length and width of the DOMs are then calculated based on the resolution of the 

DEM. 

Second, since the fisheye image is an approximately circular image, the coordinates 

of the four corner points must first be measured by transforming all the fisheye image 

pixel points into the corresponding perspective projection image points using Equation 

(6) and then taking the coordinates of the four corner points from the perspective projec-

tion image points. The size of the DOM is determined by the ground sampling distance 

(GSD). The DEM can be divided into a grid by the resolution size, each grid corresponds 

to a pixel on the DOM, and the coordinates in the lower left corner of the DOM are deter-

mined as the starting point, and the coordinates of the pixels corresponding to the original 

image are sent out at every interval of the set resolution for grayscale interpolation.  

Finally, the gray assignment to the DOM is generated. Figure 4 shows the flow chart 

of orthorectification of the fisheye image. 

 

Figure 4. Fisheye image orthorectification process. Figure 4. Fisheye image orthorectification process.

3. Experiments and Analysis
3.1. Experiment 1
3.1.1. Indoor Calibration Field Set-Up

In order to verify the proposed method, an indoor calibration field is established to
determine the relationship between the coordinates of image points on fisheye images and
the corresponding 3D coordinates of spatial points. The dimension of the indoor calibration
field is 6.5 m× 1.5 m× 4.0 m, with a three-layer steel frame structure. The distance between
two adjacent steel frames is 0.75 m. An indium steel ruler is laid under the calibration field
as a standard ruler for measurement (Figure 5a). In order to observe all the marked points
as much as possible and reduce the measurement error, two stations with a height of 1.15 m
were set up at 4.8 m in front of the left and 3.2 m in front of the right of the calibration
site. The wall of the calibration site is white, with good lighting conditions, which enables
multi-angle shooting at different heights and angles.
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Figure 5. The calibration field layout for Experiment 1: (a) The indoor calibration field; (b) The
distribution diagram of GCPs; (c) The spy markers of the GCP.

There are 30 metal pillars in the calibration field, and the distance between two adjacent
steel pillars is 0.75 m. Ten artificial marking points are evenly laid on each metal pillar,
and a total of 300 artificial marking points are laid, which are evenly distributed on three
planes (Figure 5b). In order to avoid mutual obscuration between the photographed marks,
110, 100, and 90 artificial marks were laid on the three planes. The layout of artificial marks
meets the requirement that the number and distribution of marker points can be full and
uniform. The spy marker is made of a 40 mm × 40 mm white square reflective sticker
whose center is a black and white circle with a diameter of 40 mm. The center of the circle
is made of precision cross wire whose width is 0.5 mm (Figure 5c). The spy marker is not
only convenient for precision observation but also is conducive to extracting the center
of the marker point in digital photos. The mark points are fixed on the pillar with strong
adhesive to keep the relative position of the mark point stable for a long time. The flow
chart of the orthorectification method is shown in Figure 6.

The steps of the manual marker measurement are as follows. Firstly, a free coordinate
system is established, and the point O1 on the indium steel ruler is used as the origin of
the free coordinate system, the direction O2O3 on the ruler is used as the X-axis, and the
right-handed coordinate system is used. Set the coordinates of O1, O2 and O3 as (0, 0, 0),
(1.79, 0, 0) and (2.82, 0, 0) respectively. Two Sokkia CX-102 total stations were set up at
two sites (A and B). The horizontal and vertical angles of O1, O2, and O3 on the ruler
were measured for eight rounds of the measuring process. The plane coordinates of the
2 GCPs (A and B) were determined using the rear intersection method. The elevations were
obtained by using trigonometric leveling, and the 3D coordinates of the two survey sites
(A and B) were solved.
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30 GCPs were selected to measure their three-dimensional (3D) coordinates. To this
end, two Sokkia CX-102 total stations were mounted on two stations (A and B), respec-
tively, and used to measure the horizontal angle and vertical angle of each GCP. The plane
coordinates of the GCPs were obtained by using the photogrammetric intersection method,
and then the elevation was obtained according to the trigonometric leveling. By calcula-
tion, the three-dimensional coordinates of the GCPs were obtained. The accuracy of the
intersection point of GCPs is calculated by [47]

Mp =

√
m2

A + m2
Bb2

ρ2 sin2 γ
+ m2

A

( a
S

)2
+ m2

A

(
b
S

)2
(16)

where mA and mB represent the angle measurement errors at points (A, B) respectively, a
and b represent the horizontal distance between the points (A, B) and GCP, S represents
the horizontal distance between A and B, γ represents the intersection angle.

The trigonometric leveling error of the GCPs derived from the error propagation is
calculated by [47]

Mh =

√
tan2 α ·m2

S +

(
S

cos2 α

)2
·
(

mα

ρ

)2
(17)

where mS is the RMSE of the distance between the measurement station and the point to
be estimated, mα is the angle measurement error of the vertical angle, and α is the vertical
angle.

Finally, by Equations (16) and (17), the average position accuracy of the calibration
field is mS = 0.368 mm, and the average elevation accuracy is mh = 0.114 mm.

3.1.2. Fisheye Image I/EOPs and Distortion Parameters Solution

The photography is collected by a Canon 70D digital camera with a “CANON EF
8–15 mm f/4 L USM” fisheye lens with a FOV of 180◦. The dimension of the original
fisheye image is 3648 by 2432 pixels, and the theoretical pixel size of 6.16 µm (Figure 7a).
The orthorectification program is coded in C++ language using the OPENCV4.5 library.

In order to obtain the initial value more accurately, the contour of the fisheye cam-
era image is first segmented. Since the aspect ratio of the camera is not necessarily a
1:1 relationship, the contour of the fisheye image is considered to be a nearly circular el-
lipse. Figure 7a demonstrates that the original fisheye image is curve-fitted, and the noise
is removed. Figure 7b is the result of the segmented fisheye image.
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The general expression for the ellipse equation is expressed by

Ax2 + Bxy + Cy2 + Dx + Ey + F = 0 (18)

The center of the ellipse is calculated byx0 =
(

u′
2 −

BE−2CD
4AC−B2

)
du

y0 =
(

v′
2 −

BD−2AE
4AC−B2

)
dv

(19)

where du is the length of a single pixel of the fisheye image, dv is the width of a single pixel
of the fisheye image.

The long semiaxis of the ellipse is calculated by

a =

√√√√2(Ax2
0 + Cy2

0 + Bx0y0 − F)

A + C−
√
(A− C)2 + B2

(20)

The short semiaxis of the ellipse is calculated by

b =

√√√√2(Ax2
0 + Cy2

0 + Bx0y0 − F)

A + C +
√
(A− C)2 + B2

(21)

The principal distance is calculated by

f =
a + b

π
(22)

After image segmentation, 200 edge points of the fisheye image were extracted for
fitting calculation, and the centers and radii of the two images were estimated according to
the curve equation (Equation (18)). By solving the coefficients (A∼F) of the curve equation,
we obtained the center coordinates of the ellipse (x0, y0) and the long semiaxis (a) and short
semiaxis (b) by Equations (19)–(21).

In general, the accuracy of this calibration model depends on the number and location
of the selected GCPs. After calculation, the IOPs are u0 = 1805.8 pixels, v0 = 1210.3 pixels,
f = 1329.2 pixels. The result of the above calculation is used as the initial IOPs, the average
3D coordinates of the GCPs is used as the initial value of the photographic center position,
and the initial angular orientation, as well as the distortion parameter, is 0.0. By using the
initial calculated values and the 3D coordinates of the nine control points on the indoor
calibration field and their corresponding fisheye image point coordinates, the fisheye image
point error equation (Equation (12)) is solved iteratively. Table 1 shows the exact solutions
of the 14 unknown parameters after adjustment calculation.
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Table 1. The calibration results for the indoor calibration field.

Parameters Calculated Values

IOP
x0/pixel 1799.9
y0/pixel 1208.3
f /pixel 1322.1

EOP

XS/m 1.118010
YS/m 1.471436
ZS/m 2.989921
ϕ/◦ 0.005503
κ/◦ −0.000775
ω/◦ 0.298503

s

k1/pixel −5.490496 × 10−9

k2/pixel 7.815727 × 10−15

k3/pixel 3.692065 × 10−20

p1/pixel 2.083826 × 10−6

p2/pixel 3.306438 × 10−6

3.1.3. Orthorectification of Fisheye Image and DOM Accuracy Evaluation

After the IOPs, EOPs and distortion parameters of the fisheye camera were obtained,
the DOM is generated by the method proposed above, where the “DEM” of the calibration
field was inputted. After transforming all the fisheye image pixel points and interpolating
the grayscale, the DOM was produced, and the result is shown in Figure 8.
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Figure 8. The DOM generated by the method above for the indoor 3D calibration field.

In order to evaluate the accuracy of the DOM, a number of checkpoints (CPs) on
the DOM were selected, and the coordinates of the CPs were compared with those of
the measured CPs to obtain the RMSE. The RMSE along the X-direction is denoted as
RMSx, along the Y-direction as RMSy, and the RMSE in the plane as RMSxy. They are
calculated by

RMSx =

√
∑n

i=1 (xi−Xi)
2

n , RMSy =

√
∑n

i=1 (yi−Yi)
2

n
, RMSxy =

√
∑i (xi − Xi)

2 + ∑i (yi −Yi)
2

n
(23)

where, (xi, yi) is the coordinate of the ith CP on the DOM, (Xi, Yi) is the actual measured
coordinate of the CP, n is the number of CPs, and i is the CP number.

Table 2 shows the errors in the X-direction and Y-direction of the DOM of Experiment 1.
The first view DOM was evaluated for accuracy using 10 CPs. The average er-

rors of DOM plane coordinates are 0.0026 m and 0.0017 m. It is calculated that the
RMSx = 0.0027 m in the X direction, the RMSy = 0.002 m in the Y direction, and the RMSxy
= 0.003 m in the plane. The accuracy of the orthorectified image at 0.002 m resolution in the
first view is better than three pixels.
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Table 2. The plane accuracy in Experiment 1.

Ranks
Actual Coordinates (m) Coordinates on the DOM (m)

∆x (m) ∆y (m)
Xi Yi xi yi

cp10 −1.688 3.723 −1.690 3.725 −0.002 0.002
cp19 −1.039 3.284 −1.040 3.284 −0.001 0.000
cp28 −0.482 2.884 −0.485 2.885 −0.003 0.001
cp37 0.090 2.502 0.094 2.503 0.004 0.001
cp45 0.639 1.661 0.641 1.665 0.002 0.004
cp55 1.199 1.714 1.196 1.713 −0.003 −0.001
cp64 1.771 1.296 1.768 1.294 −0.003 −0.002
cp73 2.320 0.893 2.317 0.894 −0.003 0.001
cp82 2.836 0.494 2.833 0.496 −0.003 0.002
cp91 3.412 0.110 3.410 0.113 −0.002 0.003

3.2. Experiment 2
3.2.1. Outdoor Calibration Field Set-Up

In order to verify the proposed method, the outdoor calibration field is set up on
the north wall of a building on the campus of Guilin University of Technology, China.
The building is 28 m high and 80 m long. To meet the requirements of depth information
for calibration experiments, it has a four-level concave and convex hierarchical structure,
including grooves, walls, windows, columns, etc. The area around the site is relatively
open, and the shooting distance is suitable.

After the site selection, the subsequent work was the placement of the calibration field
control points. Since there are recesses and columns on the surface of the teaching building,
it is difficult to paste control points on the teaching building, so we can only use the existing
structures. In the wall of the building, 96 feature points that are not easily deformed were
evenly selected as “GCPs” (Figure 9).

Remote Sens. 2022, 14, x FOR PEER REVIEW 13 of 21 
 

 

Table 2 shows the errors in the X-direction and Y-direction of the DOM of Experiment 

1. 

Table 2. The plane accuracy in Experiment 1. 

Ranks 
Actual Coordinates (m) 

Coordinates on the DOM 

(m) ∆𝒙 (𝒎) ∆𝒚 (𝒎) 

𝑿𝒊 𝒀𝒊 𝒙𝒊 𝒚𝒊 

cp10 −1.688  3.723  −1.690  3.725  −0.002  0.002  

cp19 −1.039  3.284  −1.040  3.284  −0.001  0.000  

cp28 −0.482  2.884  −0.485  2.885  −0.003  0.001  

cp37 0.090  2.502  0.094  2.503  0.004  0.001  

cp45 0.639  1.661  0.641  1.665  0.002  0.004  

cp55 1.199  1.714  1.196  1.713  −0.003  −0.001  

cp64 1.771  1.296  1.768  1.294  −0.003  −0.002  

cp73 2.320  0.893  2.317  0.894  −0.003  0.001  

cp82 2.836  0.494  2.833  0.496  −0.003  0.002  

cp91 3.412  0.110  3.410  0.113  −0.002  0.003  

The first view DOM was evaluated for accuracy using 10 CPs. The average errors of 

DOM plane coordinates are 0.0026 m and 0.0017 m. It is calculated that the 𝑅𝑀𝑆𝑥 = 0.0027 

m in the X direction, the 𝑅𝑀𝑆𝑦 = 0.002 m in the Y direction, and the 𝑅𝑀𝑆𝑥𝑦 = 0.003 m in 

the plane. The accuracy of the orthorectified image at 0.002 m resolution in the first view 

is better than three pixels. 

3.2. Experiment 2 

3.2.1. Outdoor Calibration Field Set-Up 

In order to verify the proposed method, the outdoor calibration field is set up on the 

north wall of a building on the campus of Guilin University of Technology, China. The 

building is 28 m high and 80 m long. To meet the requirements of depth information for 

calibration experiments, it has a four-level concave and convex hierarchical structure, in-

cluding grooves, walls, windows, columns, etc. The area around the site is relatively open, 

and the shooting distance is suitable. 

After the site selection, the subsequent work was the placement of the calibration 

field control points. Since there are recesses and columns on the surface of the teaching 

building, it is difficult to paste control points on the teaching building, so we can only use 

the existing structures. In the wall of the building, 96 feature points that are not easily 

deformed were evenly selected as “GCPs” (Figure 9). 

 

Figure 9. The distribution diagram of GCPs for the outdoor calibration field. Figure 9. The distribution diagram of GCPs for the outdoor calibration field.

Firstly, a free coordinate system was established, with the GCP (S1) as the origin,
the vertical calibration field direction as Z-axis, the parallel to the wall direction as X-axis,
and the plumb line as Y-axis. Two Sokkia CX-102 total station instruments were used
respectively to obtain the spatial coordinates of the GCPs at two stations, and the average
of the measurement results of the two stations was taken as the final result.

3.2.2. I/EOPs and Distortion Parameters for Fisheye Image

The experiments in the second experimental area used the same digital camera and
fisheye lens as in the first experimental area.

Figure 10a is a fisheye image captured for the outdoor field. This image demonstrates
that the original fisheye image is curve-fitted, and the noise is removed. Figure 10b is the
result of the segmented fisheye image.
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Figure 10. Edge detection for the outdoor calibration field image: (a) Original fisheye image; (b)
Fisheye image segmentation result.

After image segmentation, 200 edge points of the fisheye image were extracted for
fitting calculation. The initial values were calculated as u0 = 1802.2 pixels, v0 = 1215.3 pixels,
and f = 1327.6 pixels. The IOPs, EOPs, and distortion parameters were iteratively calculated,
and Table 3 is the result of the final calibration.

Table 3. The calibration results for the outdoor calibration field.

Parameters Calculated Values

IOP
x0/pixel 1805.9
y0/pixel 1203.3
f /pixel 1320.7

EOP

XS/m 63.085376
YS/m 2.144978
ZS/m 2.194929
ϕ/◦ 0.025830
κ/◦ 0.177094
ω/◦ −0.013255

s

k1/pixel 3.860474 × 10−8

k2/pixel −1.431833 × 10−14

k3/pixel 2.852065 × 10−20

p1/pixel −9.419212 × 10−6

p2/pixel 3.575974 × 10−7

3.2.3. Orthorectification of Fisheye Image and DOM Accuracy Evaluation

After the IOPs, EOPs and distortion parameters of the fisheye camera were obtained,
the DOM of the fisheye image in Experiment 2 was generated by the method proposed
above, where the “DEM” of the calibration field was inputted. After transforming all the
fisheye image pixel points and interpolating the grayscale, the DOM was produced and the
result is shown in Figure 11.
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Table 4 shows the errors in the X-direction and Y-direction of the DOM of the fisheye
image for experiment 2.

Table 4. The plane accuracy in experiment 2.

Ranks
Actual Coordinates (m) Coordinates on the DOM (m)

∆x (m) ∆y (m)
Xi Yi xi yi

CP94 38.139 16.196 38.09 16.6 0.049 0.404
CP88 46.109 12.586 46.29 12.7 0.419 0.414
CP21 54.707 8.672 54.39 8.9 0.317 0.228
CP48 62.699 11.536 62.49 11.6 0.209 0.064
CP57 63.171 15.137 63.09 15.1 0.081 −0.037
CP80 55.185 18.729 55.09 18.9 0.095 0.171
CP13 30.000 8.550 29.89 8.6 0.787 0.631
CP24 38.256 9.092 38.49 9.2 0.666 0.508
CP20 54.707 7.942 54.29 8.2 0.417 0.258

The second view DOM was evaluated for accuracy using nine GCPs. The aver-
age errors of DOM plane coordinates are 0.096 m and 0.151 m. It is calculated that the
RMSx = 0.22 m in the X direction, the RMSy = 0.19 m in the Y direction, the RMSxy = 0.29 m
in the plane. The accuracy of the second view at 0.1 m resolution DOM is better than
three pixels.

3.3. Experiment 3
3.3.1. Ground Calibration Field Set-Up

In order to verify the proposed method, the ground calibration field is selected
to be located in the school library square. The area of the ground calibration field is
0.2 km × 0.2 km. There are a variety of ground objects in the calibration site, and the
maximum height difference is 30 m, which meets the depth information required by the
camera calibration (Figure 12a).
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GCP target in the ground calibration field.

For the layout of ground control points, the main factors to be considered include
the size, number, distribution, and accuracy of GCPs. In order to meet the 1:2000 large-
scale mapping, the flight height is designed at 100–200 m. Meanwhile, fully considering
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the actual needs of the aerial photography task of the light and small unmanned aerial
vehicle (UAV), the size of the GCP target in the ground calibration field is designed to be
30 cm × 30 cm, whose shape is composed of two diagonal triangles (Figure 12b).

The GCP coordinates were measured by “Goodsurvey H6C” real-time kinematic (RTK),
which used RTK reference station + mobile station smoothing mode. The coordinates are
referenced to CGCS2000 coordinate system, and the elevation is in geodetic height.

3.3.2. Fisheye Image I/EOPs and Distortion Parameters Solution

The aerial photography experiment used a “DJI Mavic air2” UAV with a special fisheye
lens with a 180◦ FOV. The image sensor size is 1/2 inch, and the dimension of the original
fisheye image is 4000 by 2250 pixels.

Figure 13a is a fisheye image captured for the ground calibration field, which demon-
strates that the original fisheye image is curve-fitted, and the noise is removed. Figure 13b
is the result of the segmented fisheye image.
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Figure 13. Edge detection for the ground calibration field image: (a) Original fisheye image; (b) Fish-
eye image segmentation result.

After image segmentation, 200 edge points of the fisheye image were extracted for
fitting calculation. The initial values were calculated as u0 = 2044.2 pixels, v0 = 1169.8 pixels,
and f = 987.8 pixels. The IOPs, EOPs, and distortion parameters were iteratively calculated,
and Table 5 is the result of the final calibration.

Table 5. The calibration result for the ground calibration field.

Parameters Calculated Values

IOP
x0/pixel 2036.6
y0/pixel 1171.4
f /pixel 990.3

EOP

XS/m 2,773,524.201
YS/m 428,998.226
XS/m 243.4284334

ϕ/◦ −1.544509
κ/◦ −0.026032
ω/◦ 0.484693

s

k1/pixel 1.26554 × 10−7

k2/pixel −1.47790 × 10−13

k3/pixel 2.756018 × 10−19

p1/pixel 1.787300 × 10−6

p2/pixel −9.5857 × 10−6

3.3.3. Orthorectification and Accuracy Evaluation

After the IOPs, EOPs, and distortion parameters of the fisheye camera were obtained,
the DOM is generated by the method proposed, where the “DEM” of the calibration field
was inputted. After transforming all the fisheye image pixel points and interpolating the
grayscale, the DOM was produced. The result is shown in Figure 14.
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Figure 14. The generated DOM for the ground calibration field.

Table 6 shows the errors in the X-direction and Y-direction of the DOM of Experiment 3.

Table 6. The plane accuracy in Experiment 3.

Ranks
Actual Coordinates (m) Coordinates on the DOM (m)

∆x (m) ∆y (m)
Xi Yi xi yi

CP2 277XX7.41 42XX8.28 277XX6.85 42XX7.64 0.56 0.65
CP4 277XX7.86 42XX5.44 277XX7.62 42XX5.19 0.23 0.25
CP5 277XX7.94 42XX3.99 277XX8.31 42XX3.70 −0.37 0.29
CP6 277XX6.50 42XX3.61 277XX6.93 42XX3.87 −0.42 −0.26
CP9 277XX5.31 42XX3.41 277XX4.94 42XX2.96 0.38 0.44

CP10 277XX3.65 42XX3.18 277XX3.54 42XX2.79 0.11 0.34
CP12 277XX2.94 42XX7.55 277XX3.17 42XX6.93 −0.23 0.62
CP14 277XX3.96 42XX1.56 277XX3.60 42XX1.31 0.36 0.26
CP15 277XX6.92 42XX9.22 277XX6.07 42XX8.86 0.85 0.39
CP18 277XX6.57 42XX4.34 277XX6.69 42XX4.56 −0.11 −0.22
CP19 277XX5.54 42XX1.08 277XX5.21 42XX0.42 0.33 0.66
CP21 277XX4.16 42XX7.50 277XX3.87 42XX7.36 0.29 0.15
CP22 277XX3.74 42XX6.49 277XX3.08 42XX5.85 0.66 0.64

The third view DOM was evaluated for accuracy using 13 GCPs. It is calculated that
the RMSx = 0.428 m in the X-direction and RMSy = 0.434 m in the Y-direction, and the
error in the X-direction is better than the error in the Y-direction. The RMSxy = 0.610 m in
the plane. The maximum absolute values of X and Y coordinates are 0.664 m and 0.645 m,
respectively, and the minimum values are 0.112 m and 0.148 m, respectively. The accuracy
of the 0.1 m resolution DOM in the third view is better than seven pixels.

4. Discussion

The fish-eye lens camera offers the characteristics of efficient acquisition of image
data with serious distortions due to its wide field of view. The correction method in this
paper solves the problem that the fisheye image has serious distortions and cannot meet
the requirement of accurate measurement. Our method is suitable for indoor and outdoor
environments. However, there are deficiencies in the research and errors in the DOM,
for which the DEM is introduced, and a fisheye image orthorectification model based on an
equidistant projection model is proposed.
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4.1. Error Analysis of the DOM

By evaluating the plane accuracy of the DOM, it discovers that the orthorectifica-
tion method proposed in this paper can meet the requirements in practical applications.
However, there are still errors in the DOM, which are caused by that

(1). Although the calibration field of the fish-eye camera is established, and the strict
calibration model and the adjustment method are presented in this paper, the mea-
surement of the coordinates of the CPs is greatly affected by the limitations of mea-
suring instruments and measurement environment, resulting in the inaccuracy of the
calibration results of the fish-eye camera.

(2). The DEM or digital surface model with error, which is used for DOM generation,
is propagated to DOM, resulting in DOM error.

(3). The error is caused by inaccurate GCP position during extraction, since the distortion
of a fisheye image is nonlinear, which is very difficult to be modeled, resulting in
residuals.

4.2. Deficiencies in the Research

The correction model proposed in this paper can effectively and accurately correct
fisheye camera images. However, there are still somewhat deficiencies. When the fisheye
camera image is orthorectified, the edge of the fisheye image is vague, and the spatial
information of an entire image cannot be fully utilized, resulting in that the margins of an
image cannot be completely corrected.

In addition, the experimental area used for verification in this paper is small; a complex
landform area with high buildings may be applied for verification in the near future.

5. Conclusions

All the theoretical basis in photogrammetry is based on the perspective projection of
ordinary aerial cameras, whose field of view is generally less than 90◦. With the fisheye
camera’s field of view close to or even more than 180◦, the image obtained by the fisheye
camera does not follow up the perspective projection. Moreover, the fisheye camera image
contains serious aberrations, resulting in the accuracy of the orthorectified image (called
DOM) cannot meet the requirement. This paper firstly determines the transformation rela-
tionship between the fisheye image points and the perspective projection points according
to the equidistant projection model, i.e., determines the spherical distortion of the fisheye
image; then introduces the transformation relationship and the fisheye camera distortion
model into the collinearity equation to derive the fisheye image orthorectification model.
In addition, in order to calibrate the fisheye camera, a three-dimensional calibration field is
established in this study, and its IOPs, EOPs, and optical distortion parameters are obtained
by the proposed calibration model.

Three experiments are conducted to verify the method proposed in this paper. The ex-
perimental results demonstrate that the method can effectively correct the fisheye camera
images into DOMs, and the RMSE of the first DOM is 0.0027 m in the X-direction, 0.002 m
in the Y-direction, and 0.003 m in the plane; the RMSE of the second DOM is 0.22 m in the
X-direction, 0.19 m in the Y-direction, and 0.29 m in the plane; the RMSE of the third DOM
is 0.4425 m in the X-direction, 0.4206 m in the Y-direction, and 0.6105 m in the plane.
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