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Abstract: Hyper-heuristics have arisen as methods that increase the generality of existing solvers.
They have proven helpful for dealing with complex problems, particularly those related to combi-
natorial optimization. Their recent growth in popularity has increased the daily amount of text in
the related literature. This information is primarily unstructured, mainly text that traditional com-
puter data systems cannot process. Traditional systematic literature review studies exhibit multiple
limitations, including high time consumption, lack of replicability, and subjectivity of the results.
For this reason, text mining has become essential for researchers in recent years. Therefore, efficient
text mining techniques are needed to extract meaningful information, patterns, and relationships.
This study adopts a literature review of 963 journal and conference papers on hyper-heuristic-related
works. We first describe the essential text mining techniques, including text preprocessing, word
clouds, clustering, and frequent association rule learning in hyper-heuristic publications. With that
information, we implement visualization tools to understand the most frequent relations and topics
in the hyper-heuristic domain. The main findings highlight the most dominant topics in the literature.
We use text mining analysis to find widespread manifestations, representing the significance of the
different areas of hyper-heuristics. Furthermore, we apply clustering to provide seven categories
showing the associations between the topics related to hyper-heuristic literature. The vast amount
of data available that we find opens up a new opportunity for researchers to analyze the status of
hyper-heuristics and help create strategic plans regarding the scope of hyper-heuristics. Lastly, we
remark that future work will address the limitations of collecting information from multiple data
sources and analyze book chapters related to hyper-heuristics.

Keywords: text mining; frequent association rule; hyper-heuristic; optimization

1. Introduction

Among the many different strategies proposed for solving optimization problems,
hyper-heuristics have arisen as an advantageous alternative given their many practical and
successful applications [1–3]. A hyper-heuristic is an optimization method that combines
the strengths of individual solvers, most of them of approximate nature, such as heuristics.
An initial definition of hyper-heuristics considered them as “heuristics to choose heuristics”.
However, the term has evolved to also include “heuristics to generate heuristics” and to
categorize existing works according to their learning process (online or inline) and type of
solving process (constructive or perturbative), to mention a few.

In the last decade, the current state-of-art in hyper-heuristic applications has grown
substantially [4]. Therefore, the rise of unstructured data, both in industry and academia, is
driving the need to use text mining algorithms in different hyper-heuristic application fields
such as social media [5], medicine [6], service management [7], business intelligence [8],
and finance [9]. In a broad sense, we may state that hyper-heuristics aim to find the correct
sequence of low-level heuristics in a particular situation, obtaining a suitable combination
according to the computational problem presented. Several advances in the different
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problem domains are observed in timetabling [10,11], bin packing [12], vehicle routing [13],
and scheduling problems [14,15]. Moreover, recent hyper-heuristic research has proved
crucial for specific problems. For example, they are essential for developing novel and
quality methods for different optimization problems [4].

As described before, recent years have witnessed an intense growth of interest in
hyper-heuristic (HH) methods, which favors new researchers entering this research topic.
However, there is plenty of mixed information related to this topic: the problem domains
where these techniques have been applied, the methods used to train such techniques,
the journals and conferences to present these works, and the most relevant authors in the
field, to mention a few. For starters, such a large amount of information can sometimes be
overwhelming even for some experienced researchers on the topic. This is why we aim to
analyze the current literature in hyper-heuristics from a text mining perspective. In doing
so, we pursue a better understanding of what has been done and likely future trends in this
field. Although some works have already surveyed the hyper-heuristic-related literature,
to the best of our knowledge, there is only one systematic review on this topic, the work
conducted by Sánchez et al. [3]. Although some other works —not considered systematic
reviews by the community— have surveyed the related literature, no work has previously
analyzed the relations between the relevant elements in this topic through text mining.
Such relations may be critical, particularly for new researchers willing to enter the field of
hyper-heuristics.

It is critical to mention that most of the information about this topic corresponds to
unstructured text. Traditional qualitative approaches are unsuitable for processing this
kind of data. Therefore, as information in different fields grows, so also does the interest in
text mining methods that can extract meaningful information [16]. Some crucial techniques
include natural language processing (NLP), information retrieval (IR), text summarization,
and supervised and unsupervised learning. Furthermore, this work exhibits an important
advantage concerning traditional literature reviews. It requires less human intervention
because it includes text mining and machine learning in the data analysis process.

This study reviews 963 scientific documents related to hyper-heuristics in multiple
domains. Our goal is to provide a bibliometric literature review on the hyper-heuristic
applications and analyze the hot topic domains for researchers, especially those just entering
the field. For this reason, we address a simple yet relevant objective: to learn the trends in
the literature related to HHs and how they are connected among them. Overall, achieving
this objective opens a new opportunity for researchers and academics to focus on high-level
strategies to manage hyper-heuristics and their multiple applications.

The remainder of this paper is organized as follows. In Section 2, we describe the
fundamental concepts that support this work. Section 3 explains the methodology followed
in this work. We present the results and their discussion in Section 4. Finally, Section 5
provides the conclusion of this study and some paths for future work.

2. Fundamental Concepts

Unsurprisingly, we have observed the increased use of computer technologies to
enhance decision-making support in recent years. In this regard, HHs have arisen as
methods that aim to increase problem solvers’ generality by improving how they make
their decisions. Overall, a hyper-heuristic can be seen as a method that either (1) selects
among existing heuristics or (2) creates new heuristics. However, different types of hyper-
heuristics have been defined in the past employing various points of view [1,2,4]. This
work employs the term “hyper-heuristic” without considering those classifications.

For starters, a hyper-heuristic is usually powered by a mechanism that learns how to
“combine” heuristics. Among the several tools that allow hyper-heuristics to learn, we must
highlight metaheuristics (MHs) and machine learning (ML) strategies due to their relevance
in the field. Regarding metaheuristics, methods such as genetic algorithms [17,18], genetic
programming [19], simulated annealing [20,21], artificial immune systems [22,23], and
particle swarm optimization [24,25], to mention a few, have been implemented for this task.
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Beyond “traditional” methods that power hyper-heuristics, techniques from the machine
learning realm have also attracted the attention of the hyper-heuristic community. For
example, some interesting works have incorporated techniques related to classification,
such as neural networks and decision trees, while others are related to reinforcement
learning [26,27] and clustering [28,29].

Machine learning is an analytical tool employed for decision-making when a task is
too large or complex to program, such as transforming medical records into knowledge,
predicting pandemics, and analyzing market trends. ML is mainly divided into two
categories called supervised learning and unsupervised learning. Supervised learning
involves training a model with historical data that knows its output variable’s response.
The historical dataset is split into training and testing sets. The training set is employed to
build the model, while the test set is used exclusively to evaluate the model’s performance.
The necessary adjustments are made to have an outcome closest to actual values from the
historical data. Conversely, unsupervised learning has its training algorithm without a
previously determined output response.

In particular, we use two unsupervised learning methods: clustering and association
rules. Clustering is a powerful unsupervised machine learning tool for detecting subgroups
of individuals with more homogeneous attributes than other subgroups or clusters. This
methodology is necessary to handle the interaction of multiple variables. Additionally, it
has been used in image processing, document classification, and group creation. Cluster
analysis leads to a clearer understanding of a situation, such as customer segmentation [30],
fraud detection [31], and heart disease risk factors [32]. The k-means procedure, which we
use in this article, is the most popular method for cluster analysis. In general, k-means splits
data into different clusters according to the closeness of observations to their respective
centroid. Otherwise, association rules look for the relationship between variables within a
database. These methods have become popular with the market basket problem [33]. Here,
the goal is to understand consumer habits and create sales strategies and recommendations.
There are different algorithms to create association rules, such as Apriori and FP-Growth.
In this work, we opted for Apriori, given its simplicity. Apriori is used to identify a
collection of items or the probability of consuming a product if another product has been
consumed previously [34].

3. Methodology

In this section, we provide the reader with information related to the research method-
ology we conducted. Overall, the methodology consists of four stages, which are depicted
in Figure 1 and summarized as follows:

Figure 1. Graphical description of the four-stage methodology followed in this work.

i. Article selection. We selected relevant documents from Scopus, all of them related
to hyper-heuristics.

ii. Text mining. We explored high-frequency words in the title, abstract, author key-
words, and index keywords of the manuscript selected in the previous stage.
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iii. Clustering. We applied a clustering process to those terms extracted from the
previous stage to group them according to their similarity.

iv. Association rules. We relied on association rule mining to demonstrate the probabil-
ity of relationships among the terms within the corpus. In this case, we investigate
the probability that two or more terms or concepts are, indeed, related to the others.

More details on each stage are provided below.

3.1. Article Selection

For this study, we used Scopus to collect information about the current literature
related to hyper-heuristics. We chose Scopus because it is a citation database recognized
worldwide for many peer-reviewed journals in different domains [35,36]. Other works
have also considered advanced search and text mining techniques to review the literature
indexed in Scopus [7,37,38], albeit in other fields. We extracted the information from the
articles considered in this work from Scopus on 5 April 2022. To conduct such a review, we
followed four steps:

1. We recovered any document whose title, abstract, or keywords contained the term
“Hyper-heuristics” or “Hyperheuristics”. Through this query, we retrieved 1350 re-
search articles.

2. We filtered the results by restricting the language to “English”, which reduced the
number of documents to 1318.

3. We restricted the search by document type, keeping only articles and conference pa-
pers, focusing our research on the source type “Journal” and “Conference Proceeding”,
resulting in 985 documents.

4. Finally, we excluded documents outside the “Final” publication stage. Then, we kept
only 963 articles to conduct our study.

3.2. Text Mining

The text mining analysis considered three main steps: preprocessing, word count,
and word cloud. The preprocessing consisted of extracting words from the text and using
stop-words to remove unimportant words using the nltk library. Since common words
in English are unlikely to contribute to the analysis, we used stop-words in the abstract,
author keywords, index keywords, and title columns. Additionally, we also removed
capitalization, punctuation, and special characters. We did not apply any word truncation
methods due to the nature of the data and the frequency of the hyper-heuristic word set.
We counted the words in the columns abstract, author keywords, index keywords, and title
to make a top list, a word cloud, and a set of words. For simplicity, the words count the
same in each occurrence. In addition, two- and three-word sets were constructed as shown
in Table 1. The top list was made by importing Counter from the collections library and
sorting it from highest to lowest. The word cloud was generated using the wordcloud
library (word punctuation was removed). To create the two- and three-word sets, we used
the ngrams library to search for the most-used set of words. In the document, we will
use the term “compound words” to refer to the sets of two and three words generated by
ngrams. Finally, from the library mlxtend, we imported Apriori and association_rules
in order to analyze the 90th percentile of the most cited publications in Scopus.
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Table 1. Two- and three-word compound words from the abstracts of hyper-heuristic articles.

Two-Word Compounds Count Three-Word Compounds Count

combinatorial optimization 74 particle swarm optimization 45
simulated annealing 72 capacitated arc routing 27

examination timetabling 62 arc routing ucarp 17
job shop 60 ant colony optimization 16

vehicle routing 55 flexible shop scheduling 13
particle swarm 53 dynamic shop scheduling 12

shop scheduling 50 constrained project scheduling 12
multiobjective evolutionary 47 university course timetabling 11

swarm optimization 46 - -
machine learning 45 - -

course timetabling 36 - -
reinforcement learning 35 - -

nurse rostering 30 - -

3.3. Clustering

We conducted a k-means analysis to find different clusters using the documents in
the dataset. The cluster analysis performed had no missing values. KMeans was selected
from the sklearn.cluster library to perform the analysis. Before clustering, it is necessary
to convert the data into a numerical format to perform the analysis. In this work, we
use Term Frequency-Inverse Document Frequency (TF-IDF) for such a task. TF-IDF is a
technique to vectorize the information and show the importance of a word in the document
by assigning it a score. For example, the word collection is not important and shows a score
of 0.0, while genetics may show a score of 0.75. Then, with TF-IDF, k-means creates clusters
that are based on the most important terms. The main steps of the k-means algorithm
are as follows: (1) first, the initialization used is k-means++ [39]; (2) then, we calculate the
distance between the points using the Euclidian distance; (3) and finally, we set the number
of clusters (k) using the elbow method. The centers were chosen using the within-cluster
sum of squares (WCSS) criterion, which measures the variance within each cluster. The
elbow method aims to find an inflection point where the lowest WCSS is found and a
curvature similar to an elbow is made [40]. In this study, we employed only the index
keywords variable from our dataset to create the clusters. The reason for this is that the
words in index keywords are selected by Scopus and have a more standardized vocabulary,
including synonyms and plurals.

3.4. Association Rules

Recall that association rule mining is a machine learning algorithm that finds a confi-
dence relationship among different transactions in a database [41]. The Apriori algorithm
is one of the simplest association rules [42]. In this stage, we utilized the Apriori algorithm
on the index keywords of the 90th percentile of the most cited articles related to hyper-
heuristics. Ninety-four items were used for the association rules, where the algorithm
employs words or sets of words separated by commas. As in the case of clustering, we
also selected sets of words that were presented in a simplified way for the association rule
mining. For this reason, neither the abstract nor the title were considered for the analysis.

Further, we created these association rules using the index keywords and Apriori.
Each element that is part of a transaction is known as an item. The set of two or more items
together is called an itemset. The antecedent (X) has one or more items that represent the
if component. Hence, the consequent (Y) is the then component. For example, if “buy
milk” (antecedent), then “buy eggs” (consequent). In this study, the most important metric
selected was support, which allows searching for the frequency of the itemset. Therefore,
the higher the support value, the higher the association between items. Equation (1) yields
the support rule:
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support(X → Y) =
Transactions containing both X and Y

Total number of transactions
. (1)

Additionally, the confidence metric is the likeliness of a consequent given the antecedent.
Equation (2) describes this metric:

confidence(X → Y) =
Transactions containing both X and Y

Transactions containing X
. (2)

Finally, the lift evaluates the quality of the rule by assessing the probability of the
consequent ignoring the presence of the antecedent. A lift < 1 shows that having an antecedent
does not increase the change of occurrence of a consequent. A lift > 1 demonstrates a high
association between antecedent and consequent. The lift rule is given by:

lift(X → Y) =
confidence(X → Y)

Fraction of transactions containing Y
. (3)

4. Results

We conducted a series of analyses to learn about the dominant trends and subjects
related to hyper-heuristics in the literature. We divided these analyses into four subsections
to better study the results. The first section details the distribution of articles by year and
journal. Next, we reveal the most frequent words in abstracts, titles, and keywords. We
follow the analysis by showing the clusters of hyper-heuristic-related terms in the index
keywords field. Finally, we apply the association rule for text mining on the most pertinent
index keywords and relationships among problem domains. For the sake of readability,
we show all the words in lowercase, even if some compounds correspond to specific and
widely used algorithms or problems.

4.1. Distribution of Publications by Year and Journal

Figure 2 shows the distribution by year of publications related to hyper-heuristics
between 2002 and 2022. Notice that more than 30% of the research articles analyzed were
published in the last three years (312 out of 963). This demonstrates a considerable increase
in the publication of hyper-heuristic-related topics in the literature.

Figure 2. Yearly distribution of articles on hyper-heuristics between 2002 and 2022 (obtained on 5
April 2022).

Figure 2 supports previous publications pointing out the recent growth in the interest
in investigating hyper-heuristic-related works [1,3,4,43]. The color of the bars represents
the number of citations that took place each year. There is a considerable increase from
2012 onward, highlighting the years with the most citations in 2015 and 2019, with 1440
and 1196 citations, respectively.
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Subsequently, Figure 3 illustrates the distribution of the ten most-cited journals given
their publications on hyper-heuristics. These ten most-cited journals accumulate close
to 44% of the total citations in the field. Among these journals, the European Journal
of Operational Research has the largest number of citations to works related to hyper-
heuristics, with 8.69%, followed by IEEE Transactions on Evolutionary Computation, with
7.12%. Furthermore, we found no significant difference in the number of articles related
to hyper-heuristic per journal. The journals with the highest number of articles in hyper-
heuristics are the Applied Soft Computing Journal and Expert Systems with Applications, both
with 20 articles and a significantly lower number of citations than the most cited journal
(3.12% and 2.98% of the total citations, respectively).

Figure 3. Distribution of citations and number of documents of the top ten journals with the most
citations for documents on hyper-heuristics (obtained on 5 April 2022).

4.2. Most Frequent Words Reported

Figure 4 demonstrates the word clouds at the 90th percentile of the most-cited research
papers related to hyper-heuristics. We exclude the words heuristic and hyperheuristic,
as they are part of the query used to search for the articles. Figure 4a shows the highest-
frequency words in the abstract. The most used abstract words are “optimization", “schedul-
ing”, “metaheuristic”, “search", “evolutionary”, and “benchmark”. Figure 4b depicts the
most popular words in the title, which include “scheduling”, “optimization”, “timetabling”,
“evolutionary”, “genetic programming”, and “multiobjective”. Figure 4c shows that the
most frequent author keywords are “optimization", “genetic programming”, “timetabling",
“evolutionary”, “scheduling”, and “metaheuristic”. Finally, in Figure 4d, we can observe
that the most popular index keywords are “scheduling”, “optimization”, “evolutionary",
“genetic programming”, “timetabling", and “software”. Hence, the most frequently men-
tioned terms in the hyper-heuristic literature involve evolutionary algorithms, optimization
problems, and scheduling.

(a) Abstract (b) Title (c) Author keywords (d) Index keywords

Figure 4. Word clouds for elements of interest in the publications.
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Table 1 displays the most mentioned compound words in the abstracts of selected
articles about hyper-heuristics. The two-word compounds most often used in the literature
were “combinatorial optimization”, “simulated annealing”, “examination timetabling”, and
“job shop”. In addition, the most common three-word compounds were “particle swarm op-
timization”, “capacitated arc routing”, “arc routing ucarp”, and “ant colony optimization”.

Therefore, Figure 4 and Table 1 allow us to identify the words and compound words
that represent the most dominant subjects in the selected literature related to hyper-
heuristics. The main words and topics include “genetic algorithm”, “optimization prob-
lems”, “scheduling", “combinatorial optimization”, “evolutionary algorithm”, “swarm
optimization”, “particle swarm”, “metaheuristic”, “timetabling”, and “machine learning”.

4.3. Clustering

As mentioned before, we decided on the number of clusters using the elbow method
and the total within-cluster sum of squares of each configuration, which recommended to
have nine clusters (k = 9). Based on our experience and the nature of the hyper-heuristics,
we eliminated two groups, one related to engineering and software and the other to
combinatorial optimization. We removed the first cluster because of its lack of relevance
to hyper-heuristics and the second cluster because it did not show favorable results in
generating similar characteristics within itself. Table 2 illustrates the seven remaining
clusters along with their corresponding sizes (number of publications in the cluster), the
word counts, and the most critical compound words.

Table 2. Clusters related to hyper-heuristics in the literature. The count of each word or compound
word is illustrated between parentheses.

Cluster Size Words Compund-Words

1 84
shop (99) shop, scheduling (83)
genetic (98) -
job (67) -

2 369 hyper (92) packing, problem (19)
evolutionary (73) bin, packing, problem (16)

3 56

vehicle (59) combinatorial, optimization (20)
genetic (57) capacited, arc, routing (19)
capacitated (28) routing, policies (13)
network (25) -

4 140

evolutionary (84) particle, swarm (35)
genetic (58) swarm, optimization (30)
hyper (55) -
multiobjective (52) -

5 45
genetic (30) resource-constrained, project (15)
resource (24) resource-constrained, project, scheduling (15)
project (20) -

6 57

scheduling (37) combinatorial, optimization (15)
hyper (29) university, course (13)
examination (24) simulated, annealing (11)
graph (19) exam, timetabling (10)
- course, timetabling (8)
- school, timetabling (7)

7 21
satisfaction (25) variable, ordering (14)
hyper (11) -
genetic (10) -

By analyzing the clusters generated, we have identified some exciting patterns in their
contents. For example, most clusters involve genetic algorithms as their solution approach.
We highlight some particular findings for each achieved cluster as follows.
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• Cluster 1 (with 84 documents) deals with scheduling problems with a strong focus
on job-shop scheduling. This cluster is characterized by extensive usage of genetic
algorithms throughout the solution process.

• Cluster 2 (with 369 reports) is the largest and contains methods mainly using evolu-
tionary algorithms, particularly genetic algorithms.

• Cluster 3 (with 56 records) primarily relates to vehicle routing and capacitated rout-
ing problems. It also includes other works on combinatorial optimization. Genetic
algorithms also play an important role in this cluster.

• Cluster 4 (with 140 articles) mainly corresponds to optimization problems, including
multi-objective ones. Although genetics is one of its main words, the term evolutionary
is more relevant in general.

• Cluster 5 (with 45 reports) mostly includes scheduling problems, as was the case for
Cluster 1, but it excludes the works on genetic algorithms.

• Cluster 6 (with 57 documents) addresses timetabling and scheduling problems, pre-
senting its applications in different areas of education.

• Finally, Cluster 7 (with 21 articles) deals with constraint satisfaction problems.

4.4. Association Rule for Text Mining

As previously mentioned, we use the Apriori algorithm on the index keywords of
the 90th percentile of the most cited articles on hyper-heuristics. Table 3 demonstrates
important keywords with Apriori. The most-related areas were “genetic”, “evolution-
ary”, “optimization”, “combinatorial optimization”, “benchmarking”, “timetabling”, and
“artificial intelligence”.

Table 3. Apriori’s most-related words and their corresponding support value using index keywords.

Support Itemsets

0.340 genetic
0.223 evolutionary
0.181 optimization
0.128 combinatorial optimization
0.117 problem solving
0.106 benchmarking
0.085 dispatching rules, genetic
0.085 timetabling
0.085 optimization, evolutionary
0.075 artificial intelligence
0.075 multiobjective optimization
0.053 combinatorial optimization, evolutionary
0.053 combinatorial optimization, optimization
0.053 combinatorial optimization, problem solving
0.053 tabu search

The association rules in Table 4 use the index keywords and the results with a sup-
port greater than 0.06. The “scheduling” and “genetic programming” pair is the highest
recommended with support of 0.128, confidence of 0.600, and lift of 1.567. The subjects
“scheduling” and “evolutionary algorithms” show the most association with other index
keywords, such as “genetic programming”, “optimization”, “combinatorial optimization”,
and “timetabling”. Moreover, we notice that the itemset of “evolutionary algorithms”
and “scheduling” is less than one, which means a negative effect; the itemset appears
less frequently.
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Table 4. Association rules of index keywords in the 90th percentile of the most-cited articles on
hyper-heuristic-related research.

Antecedents Consequents Support Confidence Lift

scheduling genetic programming 0.128 0.333 1.567
genetic programming scheduling 0.128 0.600 1.567

scheduling optimization 0.106 0.329 1.088
optimization scheduling 0.106 0.278 1.088
optimization evolutionary algorithms 0.085 0.333 1.362

evolutionary algorithms optimization 0.085 0.348 1.362
scheduling timetabling 0.085 0.222 2.321
timetabling scheduling 0.085 0.889 2.321
scheduling job shop scheduling 0.064 0.167 2.611

job shop scheduling scheduling 0.064 1.000 2.611
evolutionary algorithms scheduling 0.064 0.261 0.681

scheduling evolutionary algorithm 0.064 0.167 0.681

4.5. Discussion

The literature overview presented in this section summarizes the most outstanding
subjects in hyper-heuristics. We must remark that this is the first study to use a text
mining approach to analyze hyper-heuristic-related literature up to the date this manuscript
was submitted.

The analysis we conducted involved different text mining methods previously dis-
cussed. Text mining played a crucial role in understanding the issues and keywords
presented in the hyper-heuristic-related literature in this review. We analyzed 963 English
hyper-heuristic-related publications, consisting of journal and conference articles in their
final publication stage. In these documents, the most relevant terms include “optimization”,
“scheduling”, “genetic algorithm”, “evolutionary algorithms”, “timetabling”, and “combi-
natorial algorithms”. Based on these terms, we extracted the problem domains preferred
for developing and testing hyper-heuristics and the main techniques used for generating
hyper-heuristics for such domains.

Our findings show a preference for evolutionary algorithms to solve optimization
problems when using hyper-heuristics [44,45]. Among the evolutionary algorithms, au-
thors seem to prefer genetic algorithms to produce hyper-heuristics for domains such as
vehicle routing problems [46], scheduling [15], and school timetabling [18]. Recently, many
researchers have used particle swarm algorithms in hyper-heuristic applications [47,48].
The findings also unveil the interest in hyper-heuristics for different variants of scheduling
problems, such as education [49], job shop [50], waiting time variance [51], and nurse
rostering problems [52].

We now discuss the major areas identified from the systematic literature review
methodology. These areas are structured according to the seven areas identified through
our cluster analysis.

4.5.1. Cluster 1: Scheduling Problems and Genetic Algorithms

We found evidence that genetic algorithms power most hyper-heuristics used for
scheduling problems. In addition to clustering, Table 4 confirms a strong association be-
tween scheduling and genetic programming. The first article in this context was published
in 2002 [53]. Job-shop scheduling is a popular area among researchers regarding flexible
job-shop scheduling [54,55], design of scheduling policies [56], and sequence-dependent
setup times [57,58].

Flexible job-shop scheduling allows each job to operate on more than one machine. Dif-
ferent implementations of genetic algorithms have been used to produce hyper-heuristics
for this problem. Examples include the neighborhood-based genetic algorithm (NGA) [59]
and hybrid versions, such as the HGA-TS, which is a genetic algorithm that incorporates
Tabu Search [60]. The study of the design of scheduling policies proposes automatic meth-
ods for different problems, their contributions, and challenges [61]. The most important
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goal in this area is to combine different methods using evolutionary algorithms. Finally,
recent publications have focused on setup times and makespan minimization solved by
employing genetic programming with hyper-heuristics. Some approaches consider using
sequence-dependent setup times (SDST) [57,62,63] to improve manufacturing planning,
supply chain management, and logistics.

4.5.2. Cluster 2: Evolutionary Algorithms

As suggested in the previous lines, evolutionary algorithms are the most widely used
technique in the literature concerning hyper-heuristics. The publications analyzed focus
on demonstrating which genetic algorithm methods are the most effective. We found an
important term related to evolutionary algorithms: simulated annealing [64]. Simulated
annealing was used with successful results on several benchmark datasets, especially in
the scheduling [65] and bin packing [66] problems.

There is a small portion of publications that focus on the comparison of evolutionary
algorithms with artificial intelligence, especially in the transportation [67], performance op-
timization [68], and medical fields [69]. The relationship between evolutionary algorithms
and optimization is also evident in the association rules from Table 4.

4.5.3. Cluster 3: Vehicle Routing Problems and Genetic Algorithms

Historically, routing research began in 1959 with the truck dispatching problem pro-
posed by Dantzig and Ramser [70]. The complexity of the traveling salesman problem (TSP)
evolved over the years, and the need to solve new optimization problems grew, which
opened an opportunity to use hyper-heuristics. We found previous studies using Tabu
Search or simulated annealing. In 2003, the first genetic algorithm study for vehicle routing
problems showed that genetic algorithms competed favorably with previous algorithms in
terms of time and quality [46]. The most prominent areas are capacitated routing [71,72],
routing policies [73] and combinatorial optimization [46,74].

4.5.4. Cluster 4: Multi-Objective Optimization Problems with Evolutionary Algorithms

Multi-objective optimization is a form of multi-criteria decision-making involving
objective functions to be optimized. Recent years have seen the rise of research in hyper-
heuristics for multi-objective problems. Before 2015, there were few publications on this
topic, and the researchers mainly focused on single-objective optimization problems.

We found effective results in experiments using the great deluge algorithm as (i) a func-
tion choice component in multi-objective problems [75] and (ii) a solver for software module
clustering problems to minimize coupling and maximize cohesion [76]. Moreover, we rec-
ognized other positive results implementing hyper-heuristics and epsilon greedy selection
algorithms [77], multi-objective agent-based hyper-heuristics [78], and reinforcement learn-
ing hyper-heuristic schemes with a multi-objective simulated annealing algorithm [79].

4.5.5. Cluster 5: Scheduling Problems

Hyper-heuristics for tackling scheduling problems is a subject of much attention in
academia and industry. The goal is to develop an efficient method to improve schedul-
ing heuristics, considering computational time and resource improvement. The most
commonly used scheduling problems are related to projects, resource constraints, and
workflow scheduling.

A vital scheduling goal is to reduce the cost and duration of projects. An evolution-
ary hyper-heuristic for the software project scheduling problem was presented to solve
operators that would be best suited for process search [80]. Chand et al. implemented
a MAP-Elites-based hyper-heuristic for priority rule discovery in a resource-constrained
project scheduling problem [81]. The results were superior in diversity and performance
compared to previous models, including genetic programming.

Computational advances require new technologies to process large-scale data. Hence,
Hadoop MapReduce is a solution for fast and parallel data processing. Panneerselvam
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and Subbarama employed MapReduce workflows in the cloud for efficient scheduling
on massive data [82]. Kenari and Shamsi proposed a new method to improve the hyper-
heuristic scheduling for cloud computing using a decision tree algorithm [83]. Their
simulation demonstrated a performance improvement compared to existing approaches.

4.5.6. Cluster 6: Timetabling Problems

Timetabling problems in hyper-heuristics have been presented mainly in education-
related scenarios. Pillay provided an overview of the effectiveness of using hyper-heuristics
to solve educational timetabling problems [84]. This topic focuses on the placement of
resources to satisfy different constraints. The most frequently timetabling topics are associ-
ated with examinations, university courses, exams, school, and combinatorial optimization.

Timetabling is a recurrent problem of combinatorial optimization, particularly in edu-
cational instances. Therefore, it is studied with great interest by researchers and educators.
Ahmed et al. utilized 19 benchmark instances of the third international timetabling competi-
tion (ITC 2011) [85] to solve high school timetabling problems. They employed a set of nine
low-level heuristics in a selection hyper-heuristic [10]. The authors combined the random
permutation method with the adaptive great deluge algorithm. Their results proved that
the hyper-heuristic selection performed better than most of the algorithms tested in the
past. Muklason et al. dealt with the university examination timetabling problem using
hyper-heuristics based on the great deluge algorithm [86]. Their manuscript reported a
better solution than the metaheuristics proposed in the literature while outperforming
simulated annealing and hill climbing algorithms. Another example is exam timetabling.
For example, Dewi et al. looked for the optimal solution in the shortest possible time using
the Toronto benchmark database [87]. Their study showed that the use of Tabu Search had
the best performance with the lowest penalty.

4.5.7. Cluster 7: Constraint Satisfaction Problems

The last cluster focuses on constraint satisfaction problems. Due to its multiple appli-
cations, constraint satisfaction is a fundamental problem in hyper-heuristics. In the studies
we have examined, the ordering of variables in which constraint satisfaction is presented
is also important. The first work on hyper-heuristic for solving constraint satisfaction
problems dates back to 2008 when Terashima et al. proposed using a genetic algorithm to
produce rules that map instances to heuristics [88]. Afterward, Bittle and Fox proposed a
symbolic cognitive architecture, augmented with constraint-based reasoning, to improve
the ordering of the variables throughout the search [89]. In a similar approach, Crawford et
al. proposed a framework that changes the heuristics already in operation. The substitu-
tions are made based on hyper-heuristics, and the parameters are calibrated by a genetic
algorithm, with promising results [90]. More recently, Ortiz-Bayliss et al. implemented
existing machine learning techniques to accelerate hyper-heuristic development and out-
perform some heuristic algorithms in the literature [91]. Only a few works have addressed
the importance of the practical applications of constrained problems. For example, Peraza
et al. explored differential evolution to generate hyper-heuristics for solving real-world
situations [43]. These are modeled as fixed-integer non-linear programming problems.

5. Conclusions and Future Work

As far as we are aware, this study is the first to explore text mining algorithms for the
field of hyper-heuristics. We conducted brief research on 963 manuscripts published in
journals and conferences written in English to explore potential topics in the area of hyper-
heuristics. Traditional literature review systems are time-consuming and lack objectivity
in the results. This motivated us to conduct this systematic literature review using text
mining techniques, machine learning algorithms, and graphical representations to discover
different trends related to hyper-heuristics. Therefore, we provided a practical example
of text mining and clustering as an alternative solution to understand the literature and
provide researchers with the tools to create strategic plans.
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As we stated earlier in this document, the objective of this work was to provide new
researchers with valuable information for entering the hyper-heuristic research area. In the
following lines, we summarize some relevant ideas that could be useful for starters in this
research area:

• This study revealed the increase in hyper-heuristics publications in the last three
years (cf. Figure 2). About the analyzed journals, Applied Soft Computing, Expert
Systems with Applications, and Information Sciences are the most popular options for
publications on hyper-heuristic related works. Considering the number of articles
and citations, we found that the most relevant journals regarding hyper-heuristics
are the European Journal of Operation Research and IEEE Transactions on Evolutionary
Computation (cf. Figure 3).

• We noticed that publications concerning hyper-heuristics are strongly related to genetic
and particle swarm algorithms. These techniques are widely used in other domains
and associated with other terms (Tables 1 and 3). In addition, scheduling, when solved
with hyper-heuristics, is the domain most often associated with other terms such as
optimization, evolutionary algorithms, and timetabling (Table 4). We also observed
that scheduling, along with optimization, is the most-used term in the word cloud (cf.
Figure 4), which confirms its value for the hyper-heuristic community. It is important
to highlight that many works that use hyper-heuristics for scheduling problems have
focused on generation hyper-heuristics powered mainly by genetic programming.

• Three problem domains recurrently appeared in our clusters: scheduling (including
job shop and timetabling), vehicle routing and constraint satisfaction. All but the last
seem to remain active nowadays.

Although this study provides a new perspective on hyper-heuristics, it has some
limitations. First, we collected the data only from Scopus. Second, this work focused on
journal and conference articles. Third, we mainly focused on the frequency of reports. Still,
we did not consider only the most relevant studies for hyper-heuristics. Future work could
address the limitations of collecting information for multiple data sources and analyze book
chapters related to hyper-heuristics. We also remark on the need for a strategy to select
relevant hyper-heuristic publications to better understand the distribution of concepts.
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48. Okulewicz, M.; Mańdziuk, J. A Particle Swarm Optimization hyper-heuristic for the Dynamic Vehicle Routing Problem. arXiv

2020, arXiv:cs.NE/2006.08809.
49. Drake, J.H.; Hyde, M.; Khaled, I.; Özcan, E. A genetic programming hyper-heuristic for the multidimensional knapsack problem.

Kybernetes 2014, 43. [CrossRef]
50. Garza-Santisteban, F.; Sánchez-Pámanes, R.; Puente-Rodríguez, L.A.; Amaya, I.; Ortiz-Bayliss, J.C.; Conant-Pablos, S.; Terashima-

Marín, H. A Simulated Annealing Hyper-heuristic for Job Shop Scheduling Problems. In Proceedings of the 20 19 IEEE Congress
on Evolutionary Computation (CEC), Wellington, New Zealand, 10–13 June 2019; pp. 57–64. [CrossRef]

51. Mahapatra, S.; Dash, R.R.; Pradhan, S.K. Heuristics Techniques for Scheduling Problems with Reducing Waiting Time Variance.
In Heuristics and Hyper-Heuristics-Principles and Applications; IntechOpen: Rijeka, Croatia, 2017; pp. 43–64.

52. Anwar, K.; Awadallah, M.A.; Khader, A.T.; Al-betar, M.A. Hyper-heuristic approach for solving nurse rostering problem. In
Proceedings of the 2014 IEEE Symposium on Computational Intelligence in Ensemble Learning (CIEL), Orlando, FL, USA, 9–12
December 2014; pp. 1–6. [CrossRef]

53. Nguyen, S.; Zhang, M.; Johnston, M.; Tan, K.C. A coevolution genetic programming method to evolve scheduling policies for
dynamic multi-objective job shop scheduling problems. In Proceedings of the 2012 IEEE Congress on Evolutionary Computation,
Brisbane, Australia, 10–15 June 2012; pp. 1–8. [CrossRef]

54. Lin, J. Backtracking search based hyper-heuristic for the flexible job-shop scheduling problem with fuzzy processing time. Eng.
Appl. Artif. Intell. 2019, 77, 186–196. [CrossRef]

55. Grobler, J.; Engelbrecht, A. Hyper-heuristics for the Flexible Job Shop Scheduling Problem with Additional Constraints. In
International Conference on Swarm Intelligence ; Springer; Cham, Switzerland, 2016; Volume 9713, pp. 3–10. [CrossRef]

56. Nguyen, S.; Zhang, M.; Johnston, M.; Tan, K.C. Automatic Design of Scheduling Policies for Dynamic Multi-objective Job Shop
Scheduling via Cooperative Coevolution Genetic Programming. IEEE Trans. Evol. Comput. 2014, 18, 193–208. [CrossRef]

57. Song, H.B.; Lin, J. A genetic programming hyper-heuristic for the distributed assembly permutation flow-shop scheduling
problem with sequence dependent setup times. Swarm Evol. Comput. 2021, 60, 100807. [CrossRef]
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