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Abstract: Deep learning has been widely used in various fields because of its accuracy and efficiency.
At present, the improvement of image semantic segmentation accuracy has become the area of most
concern. In terms of increasing accuracy, improved semantic segmentation models have attracted
more attention. In this paper, a hybrid model is proposed to solve the problems of edge splitting
and small objects disappearing from complex scene images. The hybrid model consists of three
parts: (1) an improved HED network, (2) an improved PSP-Net, (3) an AFF attention mechanism.
Continuous edges can be obtained by combining the improved HED network with an improved
PSP-Net. The AFF attention mechanism can improve the segmentation effect of small target objects
by enhancing its response recognition ability for specific semantic scenes. The experiments were
carried out on Cityspaces, SIFT Flow, NYU-V2 and CamVid datasets, and the experimental results
show that the segmentation accuracy of our method is improved by 2% for small target objects, and
by 3% for scenes with complex object edges.

Keywords: semantic segmentation; edge segment; AFF; small object; complex scenes

1. Introduction

Image semantic segmentation is a basic task in image understanding. It has been
widely used in the fields of image scene understanding [1], visual tracking [2,3], autonomous
driving [4,5], robot navigation [6,7], remote perception [8,9], industrial testing [10], video
scene analysis [11], and medical image analysis [12,13]. The existing semantic segmentation
models have good effect when the object is large or the object is obviously different from
the background. However, when there are many objects or the detected objects are small in
the scene, the segmentation results feature the disappearance of small objects, incomplete
edge segmentation, edge adhesion and so on.

Researchers have conducted a lot of work to address these questions. On the basis
of the convolutional neural network (CNN), a full convolutional network (FCN) [14] is
proposed to segment the different resolution images. On this basis, a jump connection
method was created to screen, adjust and merge features of different scales to obtain
accurate semantic features. Meanwhile, an expanded convolutional layer was used in the
FCN to increase the receptive field in the feature extraction network [15]. Based on the
FCN, an encoder–decoder network structure was designed; the encoder is used to reduce
the resolution of the feature map, and the decoder is used to improve the sampling of
the feature map to restore the resolution [16]. DeepLabV1 extends its receptive field by
extending convolution and uses fully connected conditional random fields at the end of
the network; segmentation accuracy is improved while keeping the size of the feature
map unchanged [17]. On the basis of DeepLabV1, DeeplabV2 [18] has the structure of
avoiding the spatial pyramid pool (ASPP). It uses dilated convolution with different
expansion rates to integrate multi-scale information and increase the multi-scale receptive
field. An ICNet network processes images hierarchically, extracts features from images
with different resolutions, and then uses cascading feature fusion (CFF) to improve the
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accuracy of semantic segmentation [19]. By introducing full-scale skip connections, Unet3+
network [20] integrates low-level details and high-level semantics in full-scale feature
mapping; its long join mode helps to recover the information loss caused by downsampling.
The DeeplabV3+ [21] network adopts the cross-layer fusion method, which combines
shallow detail features with deep abstract features to improve the segmentation accuracy
of high-resolution images. PSP-Net [22] has introduced the pyramid pooling module
(PPM); PPM aggregates contextual information from different regions and obtains global
information. Based on the deep Res-Net [23] network, an effective optimization strategy
was developed to achieve high-precision segmentation. All the above methods improve
the accuracy of semantic segmentation, but this “improvement” depends too much on the
complexity of the scene. The above method is suitable for object segmentation in simple
scenes, but for complex scenes, there will still be discontinuous edge segmentation, edge
splitting and small objects disappearing.

Aimed at the problem of complex scene image segmentation, a model is proposed
in this paper. Based on the improved PSP-Net semantic segmentation framework, the
model introduces improved edge detection network holistically-nested edge detection
(HED) and an attentional feature fusion (AFF) [24] attention mechanism. In this model, the
improved HED network extracts the edge information of objects, and the feature fusion
module in AFF fuses the edge information with improved PSP-Net semantic information.
At the same time, AFF has the semantic association structure between its channels, so the
response recognition ability of specific semantic events is enhanced. Thus, small objects
are adequately identified. There are several important works in this paper which make a
contribution to image semantic segmentation:

1. We use the MobileNetV3 [25] network instead of the original PSP-Net network en-
coder, and obtain an improved PSP-Net network for image semantic segmentation.
MobileNetV3 can extract deep semantic information, shallow contour information
and middle-layer hybrid features. The features are incorporated into the decoder by
means of hops.

2. Based on the original HED model, we proposed an improved HED network. We use
the output of five edges, respectively, during the convolution layer. The last full-link
layer in HED is removed to obtain a complete convolutional network, and expanded
convolution is introduced to increase the receptive field for feature extraction.

3. To better fuse the semantic features and edge features, we designed a fusion module
by introducing AFF into the improved PSP-Net and the improved HED network.
AFF fuses the edge information with the deep semantic information; the model can
enhance the attention correspondence between the edge feature information and the
semantic information, and the accuracy of image segmentation in complex scenes
is improved.

2. Method
2.1. Hybrid Model of Improved PSP-Net Network Combined with Improved HED

In order to accurately detect and segment image edges, improved HED is integrated
into the improved PSP-Net network. The network structure can obtain shallow edge
information and deep semantic information; its structure is shown in Figure 1.

The network consists of three major parts: a semantic segmentation network, an edge
detection network, and a semantic and edge feature fusion module.

I. Semantic segmentation module: composed of the improved PSP-Net model, the module
integrates multi-scale and multi-level features to extract image semantic information.

II. Edge detection network: composed of the improved HED model, this part detects
and learns edge features of images through feature extraction and fusion, so more
detailed edge information can be obtained.

III. Semantic and edge feature fusion module: the edge information is mapped to se-
mantic features to realize the fusion of semantic information and edge information.
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Figure 1. Improved PSP-Net combined with improved HED network.

2.1.1. Improved PSP-Net Network

The improved PSP-Net network is obtained by using the network MobileNetV3
instead of the original encoder in PSP-Net network. MobileNetV3 can extract deep semantic
information, shallow contour information and mixed features in the middle layer. Features
are incorporated into the decoder by means of a jump connection. The improved PSP-Net
framework is shown in Figure 2.
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Encoder Network

Our improved PSP-Net network uses the encoder network MobileNetV3 to extract
multi-level feature information. The structure is shown in Figure 3.
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The individual layers in Figure 3 are Benck modules of different scale sizes. The pixel
size of the input image is S; ƒ1, ƒ2, ƒ3, ƒ4 and ƒ5 layers represent feature map layers whose
size is 1/2, 1/4, 1/8, 1/16, and 1/32, respectively, of the original image. In CNN, with
the increase of network layers, the features of interest points gradually shift from local
features to global features [26]. Thus, the intermediate network layer is the best transition
layer between local contour features and global semantic features. In order to prevent the
feature map of the input graph from falling into local optima, layers ƒ1 and ƒ2 are discarded.
Finally, layers ƒ3, ƒ4 and ƒ5 are selected as the multilevel output feature map layers of
the encoder, the output of the encoder is the input of the decoder, layers ƒ3, ƒ4 and ƒ5 are
connected to the decoding network by jumping.

Decoder Network

The main task of the decoder network is to adjust the size of feature map by upsam-
pling operation, and then use PPM to fuse the feature map in the encoder network. The
decoding network of the method in this paper is shown in Figure 4.
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In Figure 4, the feature maps input to the decoder network have different scales, so it
is necessary to adjust the feature maps of different scales before performing feature fusion.
The ƒ5 layer feature map can be input to PPM to obtain a new feature map ƒ5 layer feature
and new features are fused through concatenating [27]. Then, the upsampling operation
is used to adjust the feature map to ensure its size is consistent at different scales. Then,
1 × 1 convolution is used to align the channel numbers of the two feature maps, the fused
feature map is upsampled to obtain ƒ’5; ƒ’5 is the corresponding feature layer of the ƒ5
feature map. Similarly, the ƒ’5 feature map and the ƒ4 feature image are channel-aligned,
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fused into a new feature map, and then the subsequent PPM operations are repeated to
obtain the ƒ’4 feature map. In the same way, the ƒ’4 and ƒ3 feature maps are fused. Finally,
high-precision semantic segmentation can be achieved by multi-level feature fusion.

2.1.2. Improved HED Network Model

In this paper, HED [28,29] is improved to obtain the edge detection network. The
improved model can effectively extract features of different scales, and learn features
of other scales while doing so. The improved model integrates deep semantic features
and shallow contour edge features. The accuracy of contour information in semantic
segmentation results is improved. In the model, the output of each side is upsampled by
the bilinear difference algorithm, restored to the size of the original image, and then the
output result is fused through the fusion layer.

The improved HED network is shown in Figure 5. The improved HED network
takes the VGG-16 model as the main frame, it induces the output of 5 sides, respectively,
while carrying out convolution. The last full-link layer in HED is removed and a full
convolutional network is obtained. At the same time, dilated convolution is introduced to
increase the receptive field of feature extraction. After upsampling at each level, loss and
sigmoid layers are added to calculate the loss of each layer, respectively. After the fusion of
features at each level, the loss of the sigmoid layer is calculated.
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Edge detection using the improved HED network can be divided into five different
stages. Each stage consists of a convolution layer, pooling layer and dilated convolution
at different scales. That is, five different side branches are distinguished, and features are
obtained by means of convolution, pooling and void convolution in each stage. The cavity
rate of the cavity convolution is 2, and the convolution kernel is 3 × 3.

Each stage parameters of the improved HED network are shown in Table 1.

Table 1. Parameters of each stage in the improved HED network.

Network Layer Convolution Kernel Size

Stage1(Pooling1 + Dilated Conv + Sigmoid) [3, 3, 64]
Stage2(pooling2 + Dilated Conv + Sigmoid) [3, 3, 128]
Stage3(pooling3 + Dilated Conv + Sigmoid) [3, 3, 256]
Stage4(pooling4 + Dilated Conv + Sigmoid) [3, 3, 512]
Stage5(pooling5 + Dilated Conv + Sigmoid) [3, 3, 512]
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In the improved HED network, under the same computational conditions, dilated
convolution [30,31] provides a larger receptive field without loss of resolution, which can
better capture multi-scale context information and the size of the output feature image will
not be changed. Figure 6 is the schematic of dilated convolution.
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The larger the receptive field value of the neuron in the dilated convolution is, the
more pixel range the convolution kernel can contact. This means that more global semantic
level features are extracted when extracting features. On the other hand, if the receptive
field value is smaller, the features contained in it tend to be local and detailed. Therefore, the
value of the receptive field can be used to roughly judge the abstraction level of each layer.

2.1.3. Semantic and Edge Feature Fusion Network

The improved HED and the improved PSP acquire edge information and semantic
information, respectively, and these two kinds of feature information need to be effectively
fused. In this paper, canonical correlation analysis (CCA) [32] is used for feature fusion
structure, as shown in Figure 7.
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As shown in Figure 7, the features extracted from semantic segmentation and edge
detection are pre-integrated and recombined in a concatenated manner, and the features
of the same nature are initially classified. The main purpose of this part is to make the
classification feature information of the target object in the image correspond to the edge
feature information of the object, and finally achieve feature fusion. In this way, CCA
feature fusion structure enriches the expression of feature information and avoids the
influence of noise caused by the fusion of two different features.
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2.1.4. Experiment of Hybrid Model
Dataset Selection

In this experiment, the NYU-V2 indoor environment and CamVid outdoor environ-
ment datasets are used. The NYU-V2 dataset is a famous public indoor image segmentation
and depth image dataset. This dataset includes 1449 fine-scale indoor images of 464 scenes
in 3 cities and 407,024 images without fine labels. The CamVid dataset is a street view
dataset from the perspective of driving a car. The dataset contains 701 images, the train-
ing set includes 367 images, the validation set contains 101 images, the test set contains
233 photos, and the image resolution is 960 × 720. The dataset provides ground truth tags
that associate each pixel with one of the 32 semantic classes.

Training

Distributed training is used to train our improved PSP-Net network combined with
improved HED, which is showed in Figure 1. First, the improved HED network is trained
independently. Set batch_size to 5, 50 rounds, every 10 rounds of a cycle, learning rate set
to 0.001, momentum coefficient set to 0.9. After the training, the model is transplanted
to the semantic segmentation network through transfer learning, and the final training
of the whole model is completed. Experiments were conducted on NYU-V2 dataset and
CamVid dataset, respectively. Model training LOSS values are shown in Figures 8 and 9,
respectively. As can be seen from the Figures 8 and 9, with the progress of training, the loss
value steadily decreases to the stable value, which indicates the convergence of the model.
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Experiments Based on the NYU-V2 Dataset

Our semantic and edge feature fusion network, Seg-Net [33], PSP-Net, and Deeplabv3+,
used the NYU-V2 dataset for object segmentation experiment. The experimental results are
shown in Table 2.



Appl. Sci. 2022, 12, 11248 8 of 19

Table 2. Accuracy and speed of image semantic segmentation network on NYU-V2 dataset.

Method Input BaseNet MIOU(Val) MIOU(Test) FPS

Seg-Net 640 × 480 VGG-16 50.7 58.1 14
PSP-Net 640 × 480 ResNet50 65.8 66.5 80.5
Deeplabv3+ 640 × 480 Xception 70.1 72.5 79.2
Our semantic and edge 640 × 480 MobileNet3 70.1 73.3 52.65

Compared with the Seg-Net network, our semantic and edge feature fusion network
improves the segmentation accuracy by 15.2%, and the processing speed is also greatly
improved. Compared with PSP-Net, the segmentation accuracy is improved by 6.8%
because our semantic and edge feature fusion network uses improved HED so that the
model can better obtain edge features. Compared with the Deeplabv3+ network, our
semantic and edge feature fusion network slightly improves the segmentation accuracy.
Table 3 shows the segmentation accuracy and MIOU for each subclass in the NYU-V2
dataset for the four networks mentioned above.

Table 3. MIOU comparison of different image segmentation networks.

Name Seg-Net PSP-Net DeepLabV3+ Our Semantic and Edge

Wall 67.2 59.4 62.4 65.2
Floor 73.8 66.2 70.3 70.1
Closet 49.6 39.1 43.9 43.8

Bed 51.4 28 40.1 37.8
Chair 41.2 26.6 36 31.2
Sofa 46.2 19.8 33.6 36.2
Table 31.3 20.5 24.2 25.6
Door 22.6 13.9 18.1 18.2

Window 32.8 23.4 26.4 25.2
Bookshelf 32.1 26.9 28 35.2
Painting 49.6 41.2 43.8 50.3
Counter 42.9 21.1 29.5 41.5
Shutters 50 40.1 26.1 51.2

Table 11.1 5.6 6.8 11.2
Shelf 5.9 2.3 4 6.2

Curtain 34 14.9 19.1 37.2
Comb table 25.3 7.6 14.9 25.4

Pillow 27.9 12.8 18.7 28.3
Mirror 10.8 0.8 1.3 19.5
Carpet 16.7 10.6 11 19.4

Clothing 11.4 2 4.6 13.2
Ceiling 54.6 40.9 46.2 58.2
Book 28 21 25.8 31.2

Refrigerator 16.7 4.9 7.5 20.4
TV set 28.5 12.7 25.3 30.1
Paper 20.5 10.7 15 21.3
Box 7.2 2.5 3.6 9.7

Whiteboard 42.9 11 40.6 45.3
People 24.5 1.2 11 30.1

Bedside table 34.9 4.8 14.5 32.2
Toilet 59.4 25 46.8 60.6
Sink 41.7 12.8 35.1 43.4

Lamp 3.05 12.1 22.8 39.1
Tub 30.6 14 8.5 24.7

Handbag 4.3 1.6 3.4 5.2
Person 14.3 4.7 9.6 18.8

Bath towel 30.6 10.4 13.5 32.6
Towel 23.3 6.6 10.2 24.2
Other 21.2 20.6 4.8 10.2
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It can be seen from Table 3 that our semantic and edge feature fusion network is better
than others. As shown in Figure 10.
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The results in Figure 10 show that our semantic and edge feature fusion network
is more effective, and that small objects are clear. In the second line, the “Office” scene,
the objects are many and small, which poses a significant challenge to image semantic
segmentation. However, the improved model is used to segment the small objects, and it
can be seen that the practical effect is better. In the first and fourth rows of the scene, we
can see that the edges of large objects are continuous, and the edges of the “sofa” and “bed”
in the figure are more continuous.

Experiments Based on CamVid Dataset

Our semantic and edge feature fusion network, together with FCN-8s, Seg-Net, PSP-
Net, and Deeplabv3+, were used on the CamVid dataset for the object segmentation
experiment. The experimental results are shown in Table 4.

Table 4. Accuracy and speed of image semantic segmentation network on CamVid dataset.

Method Input BaseNet MIOU(Val) MIOU(Test) FPS

Seg-Net 2048 × 1024 VGG-16 67.5 66.2 30.1
PSP-Net 2048 × 1024 ResNet50 69.0 68.3 72.3
Deeplabv3+ 2048 × 1024 Xception 75.6 73.5 74.8
FCN-8S 2048 × 1024 VGG-16 62.2 61.8 8
Our semantic and edge 2048 × 1024 MobileNet3 76.1 74.9 51.2

Compared with FCN-8s, the segmentation accuracy of our semantic and edge feature
fusion network is improved by 13.1%, and the processing speed is also greatly improved.
Compared with Seg-Net, PSP-Net, and DeeplabV3+, the segmentation accuracy is improved
by 8.7%, 6.6%, and 1.4%, respectively.

The segmentation results based on the CamVid dataset are shown in Figure 11.
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The results in Figure 11 show that our semantic and edge feature fusion network can
segment objects such as “street” and “building” better, and the edge is more continuous.
This is because the edge features are fully utilized in the improved HED network. As can be
seen from the semantic segmentation results of different weather conditions, our method
can accurately segment “car”, “building” and other objects. However, the segmentation
effect on small objects needs to be improved. Therefore, on the base of our semantic and
edge feature fusion network, the AFF attention mechanism is introduced to solve the
problem of imprecision of small objects.

2.2. AFF Attention Mechanism
2.2.1. Architecture of Attention Mechanism

In the deep convolutional neural network (DCN) [34] based on the attention mecha-
nism, the function of the attention mechanism is to filter information and effectively allocate
resources for the neural network.

The use of attention mechanisms in deep convolutional neural networks can be divided
into six types. Figure 12 shows the architectural diagram of the six different attention
mechanism networks.
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Figure 12. The architecture of the attention mechanism network. In (a) DCN attention pooling,
the attention mechanism replaces the classic CNN [35] pooling mechanism. In (b) DCN attention
input, the attention module is the filtering mask of the input data. In (c) DCN attention layer, the
attention mechanism is applied between the convolutional layers. In (d) DCN attention prediction,
the attention mechanism assists the model in the prediction process. In (e) DCN residual attention
mechanism, the mechanism extracts information from the feature map and provides the remaining
input connections at the next layer. In (f) DCN attention output, the attention mechanism captures
significant activations of features of other architectures, or other instances of the same architecture.
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2.2.2. AFF Attention Mechanism

The core of the AFF attention mechanism is to propose a multi-scale channel attention
module (MS-CAM) and the application method of the AFF attention mechanism. We will
improve our model based on AFF. The main framework of AFF attention mechanism is
shown in Figure 13. The MS-CAM structure is shown in Figure 14.
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As can be seen from Figure 14, the function of the AFF attention mechanism is to fuse
features on the base of MS-CAM. The calculation method of the AFF attention mechanism
is as follows:
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I. Set the output as X ∈ RC×H×W in the multi-scale channel of the attention structure.
The three different pathways in the MS-CAM structure acquire different channel character-
istic information. The first path is the acquisition of global features, and the global feature
G(X) is obtained using a global average pooling method and two point-wise convolutions
(point-wise conv) methods. The second way is the acquisition of local features. The local
feature L(X) is obtained by convolution point-by-point with the original features of the
third way. The formula is as follows:

X′ = X⊗M(X) = X⊗ ∂(L(X)⊕ g(X)) (1)

In Equation (1), M(X) ∈ RC×H×W is the weight of the multi-scale channel. ⊕means
broadcast addition. ⊗means element-wise multiplication.

II. In the AFF attention mechanism structure, the outputs are set as X ∈ RC×H×W and
Y ∈ RC×H×W. They are different layers of the feature image. If the structure of MS-CAM is
M, the final AFF attention mechanism is:

Z = M(X ∪Y)⊗ X + (1−M(X ∪Y))⊗Y (2)

In Equation (2), Z ∈ RC×H×W is the fused feature. ∪ is the initial feature integral.
M(X ∪ Y) is between 0 and 1, it enables the network to perform soft selection or weighted
between X and Y.

3. Proposed Model
3.1. Model Architecture

In this paper, the improved HED is introduced into the improved PSP-Net network,
and we obtain a hybrid network. Moreover, the AFF attention mechanism is introduced in
four positions of the hybrid network, and the final model of this paper is obtained. The
final model is shown in Figure 15.
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In Figure 15, The I AFF is added to the improved HED to accelerate the feature fusion of
five bypass structures with different output scales. It also controls the unity of the channels.
The II AFF joins to the encoder part of the semantic segmentation network; this causes the
pixels associated with the feature and their channels to converge more closely to the location
of attention. The III AFF is introduced in the semantic segmentation network decoder
section; AFF attention mechanism is parallel with PPM, which can accelerate the learning
speed and propagation depth of features. The IV AFF is introduced in feature fusion part of
edge feature and the semantic information; it can enhance the attentional correspondence
between edge feature information and semantic information and the segmentation accuracy
of the model is guaranteed effectively.

3.2. AFF Attention Mechanism

The way the attention mechanism is used in the model is not simply incorporated
or concatenated into the system. In this paper, we need to verify experimentally where
the AFF attention mechanism is introduced to produce the best results. We need to do
experiments to determine the location of AFF attention mechanism. Appropriate location
of AFF can achieve the best feature fusion and make the model segmentation the most
efficient. In this paper, the AFF attention mechanism is used in the following four ways
shown in Figure 16.
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Figure 16. Four different joining positions. (a) corresponds to position I in Figure 15, adding AFF to
the improved HED network; (b) corresponds to position II in Figure 15, adding AFF to the encoder
MobileNetV3 network; (c) corresponds to position III in Figure 15, adding AFF to the PSP-Net
decoder; (d) corresponds to position IV in Figure 15, adding AFF to the fusion of semantic features
and edge features.

3.3. Loss Function

We design the loss function according to the positions of the AFF attention mechanism.
The loss function of the model is the sum of the loss weights of the improved HED network
and the improved PSP-Net network. That is, Lsfe = Lsf + Lse. Lsfe is the loss function of the
improved HED network and the improved PSP-Net network, Lsf is the loss function of the
improved HED network, Lse is the loss function of the improved PSP-Net network.

Lsf = argmin(Ls(W, w) + L f (W, w, h)) (3)

Lse = (1− γ)(Ls + L f ) (4)
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The loss function of the I AFF is:

Lsf−A = θ1c[argmin(Ls(W, w) + L f (W, w, h))] + θ2cLA(m, m∗) (5)

In Equation (5), Ls f−A is the loss function when the AFF is introduced into the im-
proved HED network, Ls is the loss function of the five side output networks in the
improved HED network. L f is the loss function of edge information fusion. W is the
set of parameters in the network, w is the set of parameters of the output layer, and h is
expressed as the weight of the ensemble. θ1c and θ2c are the parameters of the equilibrium
loss function Lsf−A, which are both set to 0.5 in this paper.

The loss function of the II AFF is:

LE1−A = −θ1a{
l

∑
j=1

(1− yj) ln[(1− pj
8)(1− pj

16)(1− pj
32)]

+
l

∑
j=1

yj ln(pj
8 pj

16 pj
32) + β∑||ω||2} − θ2aLA(m, m∗)

(6)

In Equation (6), LE1−A is the loss function when the AFF is added to the encoder side.
It is the sum of the loss function of encoder and the loss function of AFF. The encoder side
uses the MobileNetV3 network to extract multi-level feature information. The feature maps
of 1/8, 1/16 and 1/32 sizes of the coding layer are selected for training, so the probability
feature maps of class j of the 1/8, 1/16 and 1/32 layers are defined as pj

8, pj
16 and pj

32,
respectively, which are the expected output of class j. LA(m, m*) is the loss function of the
AFF attention mechanism, a per-pixel cross-entropy loss function based on the mask. m, m*
are the masks generated by the attention mechanism and their corresponding mask labels.
θ1b and θ2b are balanced loss functions with the value 1.

The loss function of the III AFF is

LE2−A = θ1b{−
l

∑
j=1

[yj ln
∩
kj + (1− yj) ln(1−

∩
kj) + β∑||ω||2}+ θ2bLA(m, m∗) (7)

In Equation (7), LE2−A is the loss function when AFF is added to the PSP-Net decoder

side. It is the sum of the loss function on the decoder side and the loss function of AFF.
∩
kj is

the jth probabilistic feature layer of the network output layer. θ1b and θ2b are the parameters
of the equilibrium loss function LE2−A. In this paper, both are set to 1.

The loss function of the IV AFF is

Ls f e−A = θ1d[γ(LE1 + LE2 + LDice) + (1− γ)(Ls + L f )] + θ2dLA(m, m∗) (8)

In Equation (8), Lsfe−A is the loss function after adding AFF to the semantic and edge
feature fusion part. It is the sum of the loss function of the edge detection network, the
loss function of the semantic segmentation network, and the loss function of AFF. LE1, LE2,
and LDice are the loss functions of encoder networks, decoders, and semantic segmentation
networks, respectively. θ1d and θ2d are the parameters of the balance loss function Lsfe−A,
which are both set to 0.5 in this paper.

4. Experiment and Results
4.1. Implementations Details

In order to verify adding the AFF attention mechanism to the position which could
achieve the best semantic segmentation effect, we conducted experiments on the four
locations in Figure 15 on the Cityscapes and SIFT Flow datasets. The operating platform
consisted of a Windows 10 operating system, NVIDIA RTX2080Ti GPU (Nvidia, Santa
Clara, CA, USA), and TensorFlow-GPU framework (Google, Mountain View, CA, USA).
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Through experiments, we determined where AFF should be introduced into the hybrid
module. From Section 3.2 of the paper, we know that the AFF attention mechanism can be
introduced in the encoder, decoder, edge detection network, and the fusion of semantic and
edge features. We determined the optimal location of the attention mechanism through
experimentation. The evaluation criteria are MIOU. From Section 3.1, we know there are
four different scenarios:

I. AFF is added to the improved HED network.
II. AFF is added to the MobileNetV3 encoder.
III. AFF is added to the PSP-Net decoder.
IV. AFF is added to the feature fusion part of the improved HED network and the

improved PSP-Net.

4.2. Dataset

The Cityscapes dataset is used in autonomous driving. It has street view images
of more than 50 different cities; there are 8 large categories and 30 small categories of
images in the dataset. The user can optimize the dataset according to the needs of the
design, and 19 subcategories are used in this paper. The dataset contains the original
image and the corresponding classification label image. These label images can be used
in combination with the original image to better complete the tasks of image instance
segmentation, semantic segmentation, and object detection. In this experiment, image
enhancement is used to improve the generalization computing ability of the model and
avoid data over fitting. The image enhancement of the Cityscapes dataset is shown in
Figure 17.
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4.3. Experiment Results and Analysis

The model was trained and verified according to the experimental scheme designed
in Section 4.1. The experimental results are shown in Tables 5 and 6.

Table 5. Feature fusion MIOU comparison of different semantic segmentation networks on
Cityscapes dataset.

Experiment I II III IV

MIOU 82.56 80.37 81.89 83.38
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Table 6. Feature fusion MIOU comparison of different semantic segmentation networks on SIFT
Flow dataset.

Experiment I II III IV

MIOU 82.71 79.94 80.63 83.68

As shown in Tables 5 and 6, the semantic segmentation of AFF is added to the feature
fusion part of the improved HED network and the improved PSP-Net is better than others.
The main reasons are as follows: The PPM in PSP-Net architecture can extract features
very well, and AFF can accelerate the speed of feature learning and the depth of feature
propagation. When AFF is introduced into the encoder of MobileNetV3, the AFF attention
mechanism will make the structure of the model complicated. Unnecessary hyperparam-
eters will be generated, which makes model training slow and wastes resources. When
AFF is introduced into improved HED network, the feature fusion of five bypass structures
with different output scales is accelerated, and channels are unified.

In Figure 18, Experiment I and Experiment IV were analyzed by image visualization
on the Cityscapes dataset. Experiment IV is the proposed model in this paper.
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In Figure 19, Experiment I and Experiment IV were analyzed by image visualization
on the SIFT Flow dataset.
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In Figures 18 and 19, Experiment IV, the segmentation edges of “car”, “vegetation”,
“road”, “light pole” and “land”, “ocean”, “cloud” are continuous, and the small objects
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“light pole” and “cloud“ are finely segmented. In Experiment I, the edge is well segmented,
but there are still some problems in the segmentation of some small objects.

From the experimental results shown in Tables 5 and 6, it can be seen that in Experi-
ment IV, adding the AFF attention mechanism to the feature fusion part of the improved
HED network and the improved PSP-Net has better effect than the other three positions.

So, the proposed model in this paper is shown in Figure 15 with the AFF joining
position IV, the loss function is Equation (8) in Section 3.3.

4.4. Performance Comparison

Finally, the proposed model is compared with the other semantic segmentation algo-
rithms; the MIOU of each class of objects is calculated. Table 7 lists the results. From the
experimental data shown in Table 7, it can be seen that the segmentation accuracy of our
proposed model is better than that of other methods.

Table 7. MIOU.

Name DeepLabV3+ PSP-Net Our Proposed Model

Average 80.15 81.23 83.38
Road 97.52 94.45 97.21
Sidewalk 82.73 81.69 86.32
Building 92.25 91.12 80.56
Wall 51.21 50.61 82.45
Fence 53.64 50.83 80.26
Pole 58.27 57.52 81.38
Traffic light 61.19 60.93 73.92
Traffic sign 70.46 68.34 92.64
Vegetation 90.52 90.15 63.11
Terrain 62.21 61.87 94.17
Sky 95.73 93.67 75.67
ocean 94.62 89.79 76.82
Person 72.95 70.11 80.76
Rider 60.34 58.29 93.82
Car 94.58 93.12 61.93
Truck 63.72 61.24 75.98
Bus 78.16 73.35 54.86
Train 53.64 53.57 55.24
Motorcycle 52.72 50.61 52.35
Bicycle 71.91 69.48 83.21

Compared to other semantic segmentation algorithms, no matter the comprehensive
performance or each small classification, our method has a good segmentation effect. For
small target objects, it can be found that the segmentation accuracy is improved by about
2%. For the scene with more complex edges, the segmentation accuracy is improved by
about 3%.

5. Conclusions

Deep learning has been widely used in the field of image understanding. With the
development of deep learning, the accuracy of image semantic segmentation has also been
greatly improved. In this paper, we proposed a hybrid semantic segmentation model,
which combines the improved HED network with the improved PSP-Net, and adds the
AFF attention mechanism. In the improved PSP-Net network, we use the MobileNetv3
network to instead be the encoder of the original PSP-Net network. In the improved
HED network, the last full link in the HED network is removed to obtain a complete
convolutional network, and extended convolution is introduced to increase the acceptance
domain of feature extraction. The improved HED network can effectively extract features
at different scales, and learn features at other scales while doing so. The AFF attention
mechanism can improve the response recognition ability for specific scenes and enhance
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the segmentation accuracy of small target objects. There are four places where the AFF
attention mechanism can be inserted. In order to achieve the best segmentation effect, we
carried out experiments on four positions, respectively. The experimental results show that
adding AFF to the feature fusion part of the improved PSP-Net and the improved HED
network can obtain the best effect. This hybrid model has experimented on the Cityscapes
dataset and the SIFT Flow dataset. The experimental results prove that the model can not
only improve the segmentation accuracy of complex scene images and small objects, but
also improve the convergence speed and fitting degree of the model when training images
in complex scenes.
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