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Abstract: The power system network grows yearly with a large number of nonlinear power gen-
eration systems. In this scenario, accurate modeling, control, and monitoring of interface systems
and energy conversion systems are critical to the reliability and performance of the overall power
system. In this trend, the permanent magnet synchronous generator (PMSG)-based wind turbine
systems (WTS) equipped with a full-rated converter significantly contribute to the development
of new and renewable energy generation. The various components and control systems involved
in operating these systems introduce higher complexity, uncertainty, and highly nonlinear control
challenges. To deal with this, state estimation remains an ideal and reliable procedure in the relevant
control of the entire WTS. In essence, state estimation can be useful in control procedures, such
as low-voltage ride-through operation, active power regulation, stator fault diagnosis, maximum
power point tracking, and sensor faults, as it reduces the effects of noise and reveals all hidden
variables. However, many advanced studies on state estimation of PMSG-based WTS deal with
real-time information of operating variables through filters and observers, analysis, and summary
of these strategies are still lacking. Therefore, this article aims to present a review of state-of-the-art
estimation methods that facilitate advances in wind energy technology, recent power generation
trends, and challenges in nonlinear modeling. This review article enables readers to understand the
current trends in state estimation methods and related issues of designing control, filtering, and state
observers. Finally, the conclusion of the review demonstrates the direction of future research.

Keywords: wind turbine system; permanent magnet synchronous generator; variable speed wind
turbine; state estimation technique; Kalman filter

1. Introduction

The past few decades have seen significant advances in research and investigation into
the technologies that make wind energy more feasible, and the methods to improve such
technologies are getting explored by researchers. The significance of grid-connected wind
turbine systems (WTS) on power networks is becoming more evident as the production and
deployment of renewable energy sources expand [1–4]. In 2021, the worldwide wind power
installed capacity has increased by 12.4%, reaching 837 GW, an increase of 93.6 GW from
the previous peak in 2020 [5]. It is expected that in the future, variable-speed WTSs will be
the best choice to increase power production in onshore/offshore WTS and contribute to
green energy contributions [6,7].

Large offshore wind turbines offer the best return on investment when equipped
with a compact and lightweight generator and drive train. This is because the reduc-
tion in the volume of the nacelle also reduces the mass of the tower and foundation or
floating platform and the cost of these components [8]. Interestingly, direct-drive (DD)
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synchronous generator (SG)-based wind turbine systems are receiving considerable atten-
tion worldwide due to the increasing electricity demand [9–12]. Several designs in DD
generators have recently been introduced, such as transverse flux-permanent magnets and
magnetic vernier machines [13–16]. Among them, one of the most suitable alternatives to
the permanent magnet SG (PMSG) is the permanent magnet vernier generator (PMVG),
developed with improvement in parameters, such as high torque density, low torque ripple,
and lower weight [17,18]. In addition, the authors of [19] have experimentally verified the
superior control performance of PMVG over the PMSG for wind turbine (WT) applications.
The recent green power systems have started to include sophisticated area monitoring
and control systems for wind power in response to the rapid expansion of WTS. Recently,
various control strategies have been proposed to improve stable power production and the
performance of PMVG-based WTS [20–22].

Most wind turbine applications assume the system parameters to be constant regard-
less of operating conditions. However, if the accuracy of this assumption needs to be
verified or if the user has reason to believe that the manufacturer-supplied control pa-
rameters are inaccurate or outdated, model verification is necessary to receive values that
consider the definite operating point [23,24]. For example, this need has been recognized
in the United States, where the North American Electrical Reliability Corporation (NERC)
has published reliability guidelines regarding generator model specification validation for
generators [25] exceeding specific power ratings. These specifications include synchronous
machines and other inverter-based generators. NERC proposes two methods for validating
and calibrating generator models. (1) Take the generating machine out of the operation
and perform specific tests. (2) Measuring systems similar to disturbance measures, such
as Phasor Measurement Units (PMUs), data loggers, and error recorders. Dynamic state
estimators get actual information from system states to make a reliable control structure
that can adapt to the intrinsic intermittency of wind energy generation.

Generally, sensor redundancy can be ensured in two ways: state observers or state
estimators. Monitoring sensors and other equipment generating residuals used for fault
diagnosis rely heavily on this redundancy [26,27]. The growing power system network has
instigated many control challenges to interface the generating units to the power system
network. To deal with the adaptation challenges of the generating units with the power
system network, complete knowledge about the behavioral model of the generating units
is of prime importance [28,29]. Moreover, real-time state estimation is essential for control
systems for stable wind power system operation.

On the other hand, in the literature, dynamic state estimation approaches can be exten-
sively divided into two categories. The most common approach, known as Kalman Filtering
(KF), goes into the first category [30]. Extended Kalman Filter (EKF) [31], Unscented Kalman
Filter (UKF) [32], and Cubature Kalman Filter (CKF) [33] are a few examples of techniques
that fall into this category. Due to the inherent nonlinear nature of power systems, EKF is
a good candidate for state estimation [34], which linearizes the nonlinear functions by re-
taining the first-order components of the Taylor series expansion [35]. Particle filtering (PF)
represents the second category of methods [36]. It will attain high estimate precision under
Gaussian and non-Gaussian noise with considerable computational complexity [37,38].
Decentralized methods have been offered alongside centralized ones. Distributed Parti-
cle Filter (DPF) is superior to centralized algorithms in terms of tracking accuracy and
resilience in a dynamic setting [39,40]. With these discussions, KF-based approaches are
predominantly prevalent in state estimation-based control methods of PMSG-based wind
power applications.

The Kalman Filter further forecasts the system state by utilizing the estimates from
the past. One method to guarantee sensor redundancy is to use state estimators. This
redundancy is essential for monitoring the many systems and sensors used in PMSG-based
WTSs and creating residuals that could later be applied to fault diagnosis. Software sensors
make excellent use of state observers and estimators. The latter considers the process’
statistical features, their primary distinction. The covariance matrices of system states,
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the noise in the process, and the measurement are used by state estimators. Additionally,
they can learn how to operate uncertainties or the effects impact of faults in the system.
Moreover, they might be less sensitive to noise. Moreover, the linear Kalman filtering-
based methods are analyzed in [26,41,42], in which the [42] accounts for the issues of
sensor fusion and error correction. Further, EKF-based methods are analyzed in [43–45],
and the UKF-based methods are discussed in [46–48]. Then the adaptive filtering and
Particle filter-based methods are analyzed in [49,50]. Additionally, a non-standard EKF
is proposed for wind-speed estimations in [51]. In the context of electrical grid reliability,
the voltage ride-through (VRT) capability of a WTS is of due importance to comply with the
requirement of grid code. The grid code usually fixes certain constraints to the operations
of WTS under fault conditions in the electrical grid [52]. The usage of a fully rated power
converter in PMSG-based WTS provides enough flexibility to supply a greater amount
of reactive power support to the electric grid in the time of such fault occurrence. There
have been numerous studies found in this area to achieve better performance of LVRT with
PMSG-based WTS. Out of which, the mode shift control-based LVRT [53], an ANFIS-based
LVRT approach [54], and the coordinated active and reactive power control strategy [55]
are the few recent works worth mentioning. The measured dc-link voltage has been used in
all these methods to determine how well the WTS’s LVRT will operate. Therefore, if there
is any noise in the measured dc-link voltage or if the dc-link voltage measurement device is
not working properly, the approach may have problems. Such a discrepancy is effectively
addressed through state estimation techniques in [56]. In addition, the IoT-enabled state
estimation methods are proposed to monitor and measure the performance of the PMSG-
based WTS [42]. In this respect, many state estimation methods target the grid-connected
PMSG-based WTS for reliable power production. Thus, the summary of the contribution is
given as follows:

1. A mathematical model of the nonlinear PMSG-based WTS is presented, including the
dynamics of the drive train, machine side converter (MSC) control, dc-link voltage
control, and grid side converter (GSC) control.

2. Principles of state estimation techniques with classical KF, EKF, AEKF, ENKF, UKF,
CKF, and ACKF are reviewed with their merits and limitations.

3. The application of state estimation techniques for WTS control, fault diagnosis, LVRT
operation, and observers for sensorless control of WTS is highlighted.

4. State estimation techniques employed in pitch and yaw control of WTSs are discussed.

The article is structured as follows. Section 2 highlights the modeling of PMSG-based
WTS structures. The discussion on state estimation procedures of the linearized model
of PMSG-based WTS is given in Section 3. State estimation with nonlinear modeling of
PMSG-based WTSs are discussed in Section 4. A review of the state estimation techniques
for PMSG-based WTS fault diagnosis is given in Section 5. Section 6 discusses the observers
and sensorless control of PMSG-based WTS. Section 7 deals with the application of state
estimation techniques in pitch and yaw control of WTSs. Finally, the review article is
concluded in Section 8.

2. Modeling of PMSG-Based WTS Structures

The overall structure of the WTS is depicted in Figure 1; the kinetic energy of atmo-
spheric wind can be captured by the rotating blades of the horizontal axes wind turbine.
The rotating blades are attached to the turbine shaft and coupled with the multi-pole
three-phase PMSG machine. In general, most of the commercial PMSG-based WTSs are
interfaced with the electric utility grid through the fully rated three-phase back-to-back
power converters. Based on the power rating of the system, the converter may have dif-
ferent configurations from two-level to multi-level. The MSC is usually configured to
control the operating speed of PMSG to its optimum value with the objective of extracting
maximum wind power, during which the GSC establishes a dc-link voltage regulation.
The dc-link acts as the buffer between the GSC and MSC, any power difference between
the converters causes dc-link voltage fluctuations. Then, the GSC regulates the dc-link
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voltage by adjusting the active power component of grid side dq-axes current. Moreover,
the dq-axes currents of both converters are achieved by vector control theory. Further, it
provides the decoupled nature of control between the MSC and GSC [57]. Thus the overall
structure of PMSG-based WTS can be modeled as the following different systems: mechan-
ical characteristics of the wind turbine system, PMSG modeling, dc-link, and modeling of
grid system [58].

vgc

vgb

vga
MSC GSC

PMSG

Vw

abc
dq

abc
dq

vdc

vmd
imd

vmq
imq

vgd
igd

vgq
igq

MSC
Controller

GSC
Controller

i∗md i∗mq i∗gd i∗gq

Figure 1. Schematic representation of PMSG-based WTS.

2.1. Mechanical Characteristics of Wind Turbine Systems

The aerodynamic power extracted by the rotating turbine blade can be quantified by
the following mathematical model [19,59]:

P =
1
2

ρAV3
wCp(λ, β), (1)

where ρ gives the density of air, Vw denotes the wind velocity, and A = πR2 is the area
covered by the rotating blades. Here, R stands for the radius of the blade. λ is the tip speed
ratio (TSR) defined as [60,61]:

λ =
ωmR

V
. (2)

where ωm is the rotor speed of the turbine. The exponential approximation of WT power
coefficient Cp(λ, β) is defined as [58]:

Cp(λ, β) = 0.5176
(116

λi
− 0.4β− 5)

)
exp

(
−21
λi

)
+ 0.0068λ (3)

where
1
λi

=
1

λ + 0.08β
− 0.035

β3 + 1

Next, the model of the drive train can be formulated by utilizing the single-mass
model as follows [62,63]:

dωm

dt
=

1
Jeq

(
Tad − Tem − Bωm

)
(4)

where Tad is the aerodynamic torque of the turbine shaft, Jeq is the net inertia of the rotating
shaft, B is the viscous friction coefficient, and Tem denotes the electromagnetic torque of the
PMSG machine.
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2.2. Modeling of Generator, dc-Link, and Grid

The PMSG is generally modeled in the d− q equivalent circuit as follows [64]:{
vmd = Rsimd + Lmd

dimd
dt −ωeLmqimq

vmq = Rsimq + Lmq
dimq

dt + ωeLmdimd + ωeΨ f
(5)

where Rs denotes the resistance of the stator winding in Ω, vmd, vmq, imd, and imq are the
dq-axes stator voltages and currents, Lmd and Lmq are the inductances of stator winding, Ψ f
denotes the airgap flux, and ωe is the angular frequency of stator voltages, which is equal
to P×ωm. In which P denotes the number of PMSG stator pole pairs.

Then the electromagnetic torque in the PMSG is written as

Te = 1.5PΨ f imq (6)

Further, an electrical dc-link acts as an interlink between the electrical grid and PMSG
to transfer the power. Hence, the dc-link can be expressed by [22,65]

Cvdc
dvdc
dt

= Pe − Pg (7)

where vdc denotes the dc-link voltage in V, C is the dc-link capacitance, Pe gives the quan-
tification of power flowing to the dc-link, and Pg is the power passing to the electrical grid.

The electricity grid is interfaced to the dc-link through the GSC via a RL filter, the dy-
namics of the filter can also be expressed in a dq frame [20,21]:{

vd f = R f igd + Lgd
digd
dt −ω f L f igq + vgd

vq f = R f igq + Lgq
digq
dt + ω f L f igd + vgq

(8)

where ω f denotes the angular frequency of the grid voltage, L f and R f are the inductance
and resistance of the RL filter, vgd, vgq, vd f , and vq f are the d and q-axis voltages of the grid
and converter side, respectively, and igd and igq are the d and q-axis filter currents.

Then, the active and reactive power transfer to the grid can be expressed by{
Pg = 1.5(vgdigd + vgqigq)

Qg = 1.5(vgqigd + vgdigq)
(9)

The mathematical expressions from (1) to (9) describe the model of different com-
ponents of WTS. From those models, it can be inferred that the parameters such as MSC
dq-axes currents and GSC dq-axes currents need to be controlled to achieve the power
transfer task in the expected way. Moreover, the objective of such control is to get the
rotor speed ωm and dc-link voltage vdc to the reference values. To achieve this control task,
the parameters are required to be the known value in the control loop. In this regard, many
sensors, such as speed sensor, current sensors, and voltage sensor, are used to measure
the signals. Due to many factors, such as unknown interference, aging, calibration errors,
and approximation errors, there may be some noises introduced in the measured signals.
This unknown noise signal will have severe effects on the control performance. Hence to
overcome this issue, state estimation techniques are found to be an ideal choice to estimate
the parameters required to be used in control systems.

3. State Estimation with Linearized Model of PMSG-Based WTSs

The majority of contemporary WTSs features many sensors that, using a sequence of
readings, estimate hidden (unknown) states. Providing an accurate and precise estimation
of the hidden states in the presence of uncertainty is one of the main issues faced in the
control of WTSs. One of the most remarkable and widespread estimate algorithms for the
linear system is the Kalman filter. It is a significant mathematical tool used in the stochastic
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estimation of sensor measurement noises. It was introduced by Rudolph E.kalman in the
year 1960 by describing a recursive solution to discrete data linear filtering. Moreover,
the Kalman filter is a set of mathematical expressions to implement a predictor-corrector
type estimator that is optimal in the view that it minimizes the estimated error covariance
provided when some constraints are met. There have been a variety of research that deals
with the application of the Kalman filter in the area of navigation and autonomous decision
making. The Kalman filter generates hidden variable estimates based on unreliable and
uncertain measurements. The Kalman filter additionally forecasts the system state based
on estimates from the past [66].

Moreover, the dynamic model of PMSG given in (5) can be resolved into a product of
states and input. The dq-axes current can be taken as the states, with input parameters of
dq-axes voltage and angular speed ωm. The dynamics of such a state space model of PMSG
exhibit a nonlinear nature because it has the product of states and the input. The following
dynamics of states can be obtained from (5)i̇md =

vmd−Rsimd+ωe Lmqimq
Lmd

i̇mq =
vmq−Rsimq−ωe Lmdimd−ωeΨ f

Lmq

(10)

The real-time behavior of control algorithms implemented in digital signal processors
is studied through the discretization of the model. Hence, (10) is required to be discretized.
However, in practice, the discretization of the nonlinear model is very tedious. Therefore,
the Taylor series expansion is most widely utilized to obtain a linear model as follows:[

imdk+1

imqk+1

]
= Fk

[
imdk
imqk

]
+ Gk

[
vmdk
vmqk

]
+ Hk (11)

where

Fk =

[
1− Rs/Lmd TsPωmk

−TsPωmk 1− RsTs/Lmq

]
; Gk =

[
Ts/Lmd 0

0 Ts/Lmq

]
; and Hk =

[
0

TsPωmk Ψ f /Lmq

]
and Ts is the sampling period.

The above linear model may introduce significant errors in the parameters of the
system. The Kalman filter for the estimation of states of the PMSG can be explained
as follows: {

x̂k+1 = Ak x̂k + Bkuk

ŷk = Cx̂k
(12)

where x ∈ the states of process, u ∈ the input variables, and y ∈ the output variables of
the process. A, B, and C are, respectively, the state, input, and output matrices. nx, nu,
and ny are the number of states, inputs, and measurements, respectively. k denotes the
sampling time.

The linear model of the PMSG dq-axis currents in (11) can be modified to the form
specified in (12) by combining the G and H matrices with the input vector being modified
for three elements, as given below.

[
imdk+1

imqk+1

]
= Ak

[
imdk
imqk

]
+ Bk

vmdk
vmqk

Ψ f

 (13)

where

Ak = Fk; Bk =

[
Ts/Lmd 0 0

0 Ts/Lmq −TsPωmk /Lmq

]
; and C =

[
1 0
0 1

]
.
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Then, the classical Kalman filtering algorithm for the prediction and updating of the
states can be formulated as follows;

Prediction phase:

P̂k =AkP∗k AT
k + Qk (14)

Update phase: 
Kk = P̂kCT(CP̂kCT + Rk)

−1

x̂∗k+1 = x̂k + Kk(yk − Cx̂k)

P̂∗k = (I − KkC)P̂k

(15)

where, P is the state covariance matrix, and Q and R are the process and measurement
noises covariance matrices. K and y are the Kalman gain and measurements from the
process, respectively, and the superscript ∗ indicates the corrected estimation.

The above process of estimating the dq-axes currents can be adapted to the grid-side
parameters with a suitable model. Further, any of the required operating parameters for the
control of WTSs, such as pitch angle β of yaw angle Θyaw, can be modeled in state space,
and the Kalman filtering can be applied for the estimation.

The main advantage of the Kalman filter is its ability to provide the quality of the
estimate and its relatively low complexity. However, its main shortcoming is that it provides
accurate results only for Gaussian and linear models.

4. State Estimation with Nonlinear Modeling of PMSG-Based WTSs
4.1. Extended Kalman Filter-Based Dynamic State Estimation

The extended Kalman filter is the nonlinear extension of the classical Kalman filter,
which introduces the Taylor series expansion of state function for linearization. The es-
timation of the state covariance matrix is calculated using this linearization. However,
because only the present estimated state is employed in this linearization, the introduced
error is supposed to be smaller.

The generalized nonlinear model for EKF can be formulated as{
x̂k+1 = f x̂k + uk

yk = hx̂k
(16)

where f and h are the state and measurement functions, respectively. Then, by utilizing
(11), the EKF algorithm can be formulated as follows [67]:

Prediction phase:

P̂k =Fk P̂k−1FT
k + Qk (17)

Update phase: 
Kk = P̂k HT

k (Hk P̂k HT
k + Rk)

−1

x̂∗k = x̂k + Kk(yk − ŷk)

P̂∗k = (I − Kk Hk)P̂k

(18)

where F is the Jacobians of the state functions, and H is the Jacobians of the measure-
ment functions.

The generalized models (5)–(9) of various systems of a PMSG-based WTS are widely
applied in the analysis and control of WTS. In addition to this, the authors in [45,56] have
utilized a detailed model of WTS, including the behavior of controllers. Specifically, unlike
the traditional approach of dc-link regulation through the GSC, they have utilized the
grid-side MPPT control approach. Hence by the principle of grid-side MPPT control,
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the dc-link voltage is regulated by the q-axis control loop of MSC, and the d-axis can be
used to inject the reactive power into the generator. The authors of [45] have addressed the
nonlinear issue of anti-windup loops in the current loop’s proportional-integral-derivative
(PID) controllers, which have not been considered in many PMSG modeling. In addition,
to the state variables given in (1) to (8), the authors [45,56] have considered some additional
intermediate state variables M1, M2, M3, M4, M5, M6, M7, and M8. The intermediate
state variables are derived from the integral of the error signal from dq-axes of MSC and
GSC current control loops (for better understanding, the readers are referred to [45] for
detailed information). Then, a modified drive train model is introduced with three state
variables by considering the two mass drive train models and the stiffness of the rotating
shaft. With the two mass drive train models, the generator speed ωm, wind turbine speed
ωt, and the shaft twist angle α in radians are taken as the state variables of the drive
train. Finally, a complete nonlinear state space model is formed with 16 state variables.
Following that, EKF is suggested for the system’s state estimation due to the model’s
nonlinearity, and all state space equations are modified for EKF implementation. The state
estimator functions as a filter to receive some unprocessed observations from the system
and estimates each variable using state space equations. The EKF estimation model utilizes
the information of measurements such as grid and machine voltages/currents, dc-link
voltage, and rotor speed.

The presented EKF state estimation model of the system is verified for robustness and
efficiency through a system simulation of a 2.5 MW grid-connected wind turbine system,
as depicted in Figures 2 and 3. The test procedure assumes four different cases of study
for state estimation; a system with normal operation is taken as case-i, case-ii considers
state estimation with measurement noise, case-iii is taken with fluctuating wind velocity,
and case-iv is considered with a short circuit fault near the PMSG. The authors have made
an extensive comparative analysis of the estimated parameters with the values of simulated
parameters and the 11-variable state model presented in [68]. The authors have justified
that their EKF state estimation method is of better accuracy. Hence the possible application
of the presented state estimation technique with 16 variable state models can be extended
to the nonlinear control of PMSG-based WTS during transients and disturbances.

Qsre f + +

Qs
-

Kp1

Ki1/S
M2

+

+ +
i∗md +

+

imd

-
Kp2

Ki2/S
M1

+
+

+ vmd1+ +
- +

vmd

Rs imd ωe Lmq imq

V∗dc +
+

Vdc

-
Kp3

Ki3/S
M4

+

+
+

i∗mq +
+

imq
-

Kp4

Ki4/S
M3

+
+

+ vmq1+
+- - +

Vmq

Rs isq ωe Lsd isd
ωe Ψ f

Figure 2. MSC control scheme for dc-link voltage regulation.

ω∗m + +

ωg
-

Kp5

Ki5/S
M6

+

+
+

i∗gd +
+

igd
-

Kp6

Ki6/S
M5

+
+

+ vgd1 +
+ - +

vgd

R f igd ω f L f igq

Qgre f+ +

Qg

-
Kp7

Ki7/S
M8

+

+ +
i∗gq + +

igq
-

Kp8

Ki8/S
M7

+
++ vgq1 + +

+ +
+
Vcq

Rsigq ω f L f igd
vgq

Vgd

MPPT
Vw

Figure 3. GSC control scheme with MPPT control and reactive power injection for LVRT applications.

Further, the article in [56] extends the application of the EKF state estimation technique
to enhance the LVRT capability of the PMSG-based WTS. The state estimation algorithm
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facilitates the removal of the dc-link voltage measuring system and generator speed mea-
surement. In addition to this, the measurement system noise is also minimized. Then the
applicability of the presented EKF-based state estimation technique for LVRT compatibility
is verified by different case studies. The “EON” grid code given in [69] is extensively used
in the case studies with the following fault types in the grid:

1. A severe three-phase to ground fault at the PMSG bus with a fault duration of 150 ms
is considered case-i.

2. The case-i fault is taken in addition to a dc-link measurement noise as case-ii fault. The
measurement noise model is expressed as vdc(measured) = vdc(actual) + 0.0066× rand.

3. A three-phase to ground fault, which causes the grid voltage to drop 0.15 pu for a
longer duration of 625 ms, is assumed as a case-iii.

4. The case-iii fault is taken in addition to a dc-link measurement noise as case-iv fault.

Finally, the authors of [56] have substantiated the EKF-base state estimation technique
by demonstrating the enhanced performance in LVRT compatibility of PMSG-based WTS.
Since the input signals are estimated, the system performance is immune to noise in
measurements. Further, the scheme solely relies on estimated values of vdc and ωm; it is
claimed to be robust against the failure of the dc-link and generator speed sensing system.
The method has a drawback of poor voltage regulation due to the fact that the MSC input
voltage varies with the rotor speed, whereas the grid voltage is constant.

4.2. Adaptive Extended Kalman Filter-Based Dynamic State Estimation

On the other hand, the erroneous noise statistical features may result in significant
inaccuracies because the typical EKF requires accurate knowledge of the prior statistical
behavior of noise. To deal with this issue, the authors of [70] suggest a dynamic analogous
technique for the wind farm network with PMSG using the adaptive extended Kalman
filters (AEKF) to decrease the dimension of the system model and enhance simulation effi-
cacy while maintaining accuracy. In this article, the extended state variables are combined
with the dynamic model of the generator, the equivalent parameters of WTS that need to
be recognized are included, and an online variable identification approach based on EKF
theory is proposed. Then, the adaptive system is implemented into EKF to approximate
the process and measurement of noise covariance in real-time through the Sage–Husa
estimator, eliminating the impact of random noise on the precision of estimation.

Concisely, the contribution of [70] can be summarized as the EKF estimation of wind
farm equivalence to outperform the optimization technologies in terms of convergence
and calculation complexity. Moreover, the EKF uses adaptive technology to estimate the
process and measurement noise covariance in real-time using the Sage–Husa estimator,
removing the effect of random noise. The AEKF technique-based state estimation is vali-
dated with an equivalent model containing one machine as an example; the methodology
and findings are also suitable to the one-machine equivalence of a network of WTs in the
multi-system network.

The functional flowchart of AEKF-based parameter estimation for the PMSG-based
WTS is given in Figure 4. The method involves the selection of initial state variables x0,
extended state variables x′, and deterministic state variables u0, the details of which are
given below: 

x0 = [imd, imq, iωm , vdc, igd, igq]

x′ = [L f , Lmd, Lmq, Ψ f , C]
u0 = [vgdeq , vgqeq , vd feq , vq feq , vmdeq , vmqeq ]

(19)

where u0 comprises the equivalent dq-axes voltages of the grid, machine, and ac-side of
the filter. The authors have considered a wind farm with M number of WT, each of which
has a PMSG of different capacity S. The procedure to approximate the equivalent dq-axes
voltages can be referred from [70].
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Calculate covariance matrix of state error Pk|k−1 (21)
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Figure 4. Functional flowchart of parameter identification for AEKF.
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Then, by using the initial states of Equation (19) the states are predicted for the future
instant by utilizing the following model:

x̂k|k−1 = x̂k−1 + f (x̂k−1, uk−1)T + qk−1 (20)

where the suffix k− 1 indicates the parameter value at the instant of tk−1 and suffix k|k− 1
indicates the predicted parametric value for the instant tk during the instant of tk−1. T is
the sampling period and q is the average value of system process noise.

Further, the approximation of covariance matrix of state error (P) and the Kalman
filter gain K are found by utilizing the following dynamics:

Pk|k−1 = Φk|k−1Pk−1ΦT
k|k−1 + Qk−1 (21)

Kk = Pk|k−1HT
k (HkPk|k−1HT

k + Rk)
−1 (22)

where Qk denotes the system process noise covariance matrix, Hk is the Jacobian matrix,
and Rk is the measurement noise covariance matrix. Following that, the covariance matrix
and state forecast values are updated for the kth instant as follows:

Pk =Pk|k−1 − Kk HkPk|k−1 (23)

x̂k =x̂k|k−1 + Kk(zk − ẑk) (24)

ẑk =Hk x̂k|k−1 + rk (25)

where rk is the average of the measurement system noise; the phasor variables measured in
Equation (25) are each PMSG’s rating-weighted component results corresponding to the
state variables measured at tk as below:

zk = [imdeq , imqeq , iωmeq , vdceq , igdeq , igqeq ] (26)

For the estimation of the presence of the random noise, a Sage–Husa estimator is used
in [71] for the online estimation of the covariance for process noise and measurement noise.
Moreover, the estimation method can be performed through biased noise estimation to
prevent divergence of the filter but may lead to a larger error in estimation. Hence it should
be combined with unbiased noise estimation.

The approximation of the unbiased noise estimation is as follows:

qk =
1
k

k

∑
j=1

[x̂j|j − f (x̂j−1|j−1)] (27)

Qk =
1
k

k

∑
j=1
{[x̂j|j − f (x̂j−1|j−1)− qk][x̂j|j − f (x̂j−1|j−1)− qk]

T} (28)

rk =
1
k

k

∑
j=1

[zj − h(x̂j|j−1)] (29)

Rk =
1
k

k

∑
j=1
{[zj − h(x̂j|j−1)− rk][zj − h(x̂j|j−1)− rk]

T} (30)

where tj|j is the parameter update of instant tj.
Then the biased noise estimation is given as

Qk =
1
k
[(k− 1)Qk−1 + KkεkεT

k Kk] (31)

Rk =
1
k
[(k− 1)Rk−1 + εkεT

k ] (32)

where εk = zk − ẑk.
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The algorithm presented in Figure 4 is implemented through iterative operation, and
the parameters of PMSG-based WTSs are estimated by utilizing the IEEE-39 bus system.
Further, the measurement of variables is achieved through simulation, and the extended
state variables x′ are identified. The identified parameters are compared under three
methods, (i) EKF with randomly occurring noise, (ii) EKF with no random noise, and
(iii) AEKF with randomly occurring noise. Further, the comparison of results is carried out
under four different cases of (1) sudden change in wind velocity, (2) varying power angle of
PMSG, (3) sudden change in system load, and (4) sudden change in the line of the system.
From the findings of parameter identification, it has been inferred that the parameters
L f , Ψ f , and C are highly affected by randomly occurring noise than the parameters Lmd
and Lmq in both low and high-disturbance situations. While the identification data of
analogous PMSG parameters acquired by AEKF exhibit good resilience, the identification
results of different scenarios produced by EKF are inconsistent.

In addition to the above comparative analysis, the authors of [56] have extended the
validation procedures to verify the effect of selecting Q and R matrices in the estimation
efficacy. The results indicate that the EKF estimation performance is much more prone
to the initial values of Q and R matrices. On the other hand, the real-time estimation of
matrices in the AEKF method leads to a minimum impact on estimation accuracy. Finally,
the precision of the equivalent scheme is substantiated by the simulation of the entire
model under AEKF compared with the equivalent model under the capacity-weighted
method and particle swarm optimization algorithm. At the same time, EKF gives a solution
to the nonlinear estimation problem by linearizing state and/or measurement equations
and using the standard Kalman filter descriptions to the availed linear estimation prob-
lem. The linearization gets to approximation errors which the filter does not consider in
the prediction/update process. Therefore, EKF error estimates may perform erroneous
estimations of state uncertainties. In addition to this, the authors in [72] have confirmed
that the AEKF method cannot give a convergent estimation with adjusted window size.

4.3. Ensemble Kalman Filter-Based Dynamic State Estimation

Furthermore, the 16-variable, complete nonlinear state space model of the grid side
MPPT of PMSG-based WTS utilized in the EKF-based dynamic estimation methods dis-
cussed in [45,56] has been applied with an ensemble Kalman filter (ENKF) in the article [73].
The ENKF is utilized to propagate the probability distributions of many samples with high
accuracy. The state prediction with ENKF utilizes the following dynamics:

ENKF Prediction:

x̄k,i = f (x̄k−1,i, uk−1) + wk−1,i for k ≥ 1, i = 1, ..., n
z̄k,i = h(x̄k−1,i, uk) for k ≥ 1, i = 1, ..., n

x̄k =
1
n

n
∑

i=1
x̄i

k

z̄k =
1
n

n
∑

i=1
z̄i

k

(33)

ENKF Correction: 

xk,i = x̄k,i + Kk(zk,i − z̄k,i

Kk = P̄k HT
k (Hk P̄k HT

k + Rk)
−1

P̄k HT
k = 1

n

n
∑

i=1
(x̄k,i − x̄k)(z̄k,i − z̄k)

T

Hk P̄k HT
k = 1

n

n
∑

i=1
(z̄k,i − z̄k)(z̄k,i − z̄k)

T

(34)

where n is the samples representing the distribution, wk−1,i is sample generated in accor-
dance with process noise covariance matrix Qk, and xk,i is the sample of posteriori states.
x̄k, P̄k, and Kk are, respectively, priori mean, priori covariance, and ensemble Kalman gain.
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zk and Hk are measurements and Jacobian matrices. Then, the robustness and estimation
efficacy is validated by calculating the error indexes under two different cases. Moreover,
the Monte-Carlo statistical framework is considered to compare estimated values under
EKF, UKF, ENKF, and the actual simulated results. In case-i, the performance analysis
is performed with the presence of a large noise and initial values for the states with x0.
The process and measurement noise’s covariance matrices Qk and Rk are assumed with
some random values. Then, in case-ii, the grid’s voltage is assumed to be 0 pu for a certain
duration of the simulation time. In both cases, ENKF is found to be estimating the present
values with better accuracy. Rather, the estimated currents with EKF and UKF methods
fluctuate with a magnitude of 0.1 pu. Though we justify the method in [73] with convincing
accuracy in estimation, it is noted that the results verification is carried out only on the
dq-axes currents of PMSG.

On the other hand, the Kalman filter-based state estimation technique was extended
to a sensorless control of a PMSG by considering a single-machine infinite-bus model
of the PMSG [74–76]. To increase the estimate accuracy of the system’s state variables
by eliminating linearization approximations, a derivative-free nonlinear Kalman filter
(DFNKF) is introduced in [74–76] to perform sensorless control of the PMSG. In this article,
the linearized model is applied to the system using the standard Kalman filter recursion to
accomplish the following state estimation. The linearization transformation is based on the
differential flatness theory. The suggested methodology gives estimates of the state vector
of the PMSG without the necessity for derivatives and Jacobian calculation, in contrast to
the Lie algebra-based estimator design method. Therefore, it is claimed that the suggested
filtering method reduces the tracking error of the related control loop and produces smooth
control signal changes.

4.4. Unscented Kalman Filter-Based Dynamic State Estimation

The Unscented Kalman filter is another augmentation of the Kalman filtering technique
that utilizes the unscented transform (UT) to assess the nonlinearity present in the system
model [77]. The mean value of a probability distribution with the identical covariance
as the states will be treated as the present estimation of the state. Depending on the
implementation, different points are selected near the present average value for a full-order
UT and reduced-order UT. The EKF techniques discussed earlier utilize the Jacobian matrix
to linearize the system model; on the contrary, the UKF technique utilizes the concept of
approximating the sigma points [78]. The UKF algorithm begins with the initialization of
the state and covariance matrices as follows:

State initialization:

x̂0 =
[

x̂0 0 0
]

P0 = E[(x0 − xx̂0)(x0 − x̂0)
T ] =

P0 0 0
0 Qk 0
0 0 Rk


xk−1 =

[
x̂k−1 x̂k−1 ±

√
(L + γ)Pk−1

]
(35)

where L is the sate dimension, γ = α2[(L + k)− L], α = 1, and k is taken as zero.
Then, the sigma points of state Xk−1 are calculated based on (16) as follows,
Sigma points calculation: 

x̂k|k−1 =
2L
∑

i=0
Wm

i Xi,k|k−1

ŷk|k−1 =
2L
∑

i=0
Wc

i Yi,k|k−1i,k|k−1

(36)

where Wm
i and Wc

i are the weighting factors, which can be written as 1
2(L+γ)

.
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Prediction: 
Pk|k−1 =

2L
∑

i=0
Wc

i (Xi,k|k−1 − x̂k|k−1)(Xi,k|k−1 − x̂k|k−1)
T

ŷk|k−1 =
2L
∑

i=0
Wc

i Yi,k|k−1i,k|k−1

(37)

Measurement Update:

P̄yy =
2L
∑

i=0
Wc

i (Yi,k−1 − ŷk|k−1)(Yi,k−1 − ŷk|k−1)
T

P̄xy =
2L
∑

i=0
Wc

i (Xi,k|k−1 − x̂k|k−1)(Yi,k−1 − ŷk|k−1)
T

x̂k = x̂k|k−1 + Kk(yk − ŷk|k−1)

Kk = P̄xy P̄−1
yy

Pk = Pk|k−1 + Kk(P̄yy)KT
k

(38)

where P̄yy and P̄yy are the sigma points of the posterior sigma states ŷk|k−1 and x̂k|k−1ŷk|k−1.
The above procedure of parameter estimation is being used for the PMSG model given

in (5) for state prediction in comparison with the KF and EKF [78]. In the comparative anal-
ysis, it is found that the initial error in the estimated states for UKF is much higher due to
the improper state initialization. Then, the final steady-state error in UKF reduces near zero
and performs better than the KF and EKF techniques. On the other hand, the computational
complexity of UKF is found to be higher than the other filtering techniques.

In addition to this, the UKF estimation technique is extensively used to identify the
PMSG model with frequency control, swing dynamics, and turbine-governor model with
secondary and primary control blocks [79]. From this study, in comparison with EKF,
the UKF takes the sigma point samples from the filtering distribution and passes them
through the (nonlinear) state and measurement models. The outcome of the weighted set of
sigma points gives the revised filtering distribution, which is further estimated as an instant-
matched Gaussian distribution. Which gives state estimates that represent the superior
estimates over the EKF with high computational complexity. Moreover, the comparison of
UKF and EKF in [80] reveals that UKF requires a much higher compilation time than EKF.
Additionally, the extended compilation duration of UKF results is due to the sigma points.
The accuracy of UKF is found to be higher than EKF, and it does not require Jacobian
matrices. In many of the applications, the estimation of Jacobian matrices incurs some
difficulty for the control algorithms.

4.5. Cubature Kalman Filter-Based Dynamic State Estimation

In contrast to EKF, CKF does not require the linearization of the nonlinear model
or the computation of the Jacobian matrix, which helps address the issue of substandard
positioning precision and error divergence brought on by linear truncation. The flexibility
of CKF is greater than that of UKF. In a lower-dimensional subspace, CKF cubature points
symmetrically appear, and their respective weights are all equal. In the context of this, CKF
is considered to be a strong tool for solving the nonlinear estimating issue in the integrated
navigation system [81]. The cubature Kalman filter has exhibited a better response for the
estimation of synchronous generators in [82]. The generalized procedure for implementing
the CKF requires state equations with a set of dynamic and measurement equations, which
are given as follows {

ẋ = f (x(t), u(t)) + w(t)
z(tk+1) = h(x(tk+1), u(tk+1)) + v(tk+1)

(39)
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where x(t) is the state vector, u(t) is the system input, and z(tk) is the measurement
available at tk. w(t) and v(t) are the model and measurement noises that are the Gaussian
processes with covariance matrices Q and R.

The discrete form of (39) is arrived at by considering a time step ∆t as follows:{
xk+1 = xk + ∆t. f (xk, uk) + wk+1

zk+1 = h(xk+1, uk+1) + vk+1
(40)

Time update:
An estimated state vector of size L, x̂k, and the covariance matrix corresponding to its

estimation error, Pk, are accessible from the previous step at each instant k. These values
are used to determine a set of 2L cubature points, which are determined as follows:{

SkST
k = Pk

xi
k = Skξi

√
L + x̂k for i = 1, ..., 2L

(41)

where S is the positive definite square matrix root of matrix P, and ξi is the ith cubature
node. In CKF, the cubature points are least affected by numerical inaccuracy.

The state function f in (40) is evaluated at cubature points for the vectors xi
k+1|k.

By using this, the a priori estimation is calculated as follows:
x̂k+1|k =

1
2L

2L
∑

i=1
xi

k+1|k

P̂k+1|k =
1

2L

2L
∑

i=1
xi

k+1|kxiT
k+1|k − x̂k+1|k x̂T

k+1|k + Qk+1

(42)

Measurement Update:
The following dynamics are used in the update phase of CKF:

Sk+1|kST
k/k = Pk+1|k

xi
k+1|k = Sk+1|kξi

√
L + x̂k+1|k for i = 1, ..., 2L

γi
k+1|k = h(xi

k+1|k, uk) for i = 1, ..., 2L

ẑi
k+1|k =

1
2L

2L
∑

i=1
γi

k+1|k

P̂z
k+1|k =

1
2L

2L
∑

i=1
γi

k+1|kγi
k+1|k

T − ẑk+1|k ẑT
k+1|k + Rk+1

P̂xz
k+1|k =

1
2L

2L
∑

i=1
xi

k+1|kγi
k+1|k

T − x̂k+1|k ẑT
k+1|k

Kk+1 = Pxz
k=1/k(Pz

k+1|k)
−1

(43)

where xi
k+1|k is the new cubature points, ẑi

k+1|k is the measurement estimation, P̂z
k+1|k is the

covariance of measurement estimation, P̂xz
k+1|k is the cross-covariance matrix of state and

measurements, and Kk+1 denotes the Kalman gain.
Posteriori prediction: {

x̂k+1 = x̂k+1|k + Kk+1(zk+1 − ẑk+1)

Pk+1 = Pk+1|k − Kk+1P̂z
k+1|kKT

k+1
(44)

CKF is more suited to problems with increased dimensions, does not involve parameter
selection, and has higher numerical stability and estimation accuracy. As a result, it is
extensively used in many industrial fields, such as mobile communications, nonlinear
parameter estimation, and signal processing in the power system. When designing a
cubature Kalman filter, however, the a priori statistical characteristics of the noise should be
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precisely determined, along with the EKF algorithm. On the one hand, the a priori statistical
characteristics of the noise constrained by testing samples in the practical application are
unknown and incorrect. Moreover, when the system is at its actual operating point,
a number of unpredictable elements lead the noise’s statistical features to become complex
and time-varying. Thus, time-varying noise estimation cannot be handled by classic CKF
approaches in an adaptive manner. Particularly in the system equations, if there is some
uncertainty, unknown noise statistics change with time, and severe disturbances happen in
the real world. Then, it is probably going to cause the filtering accuracy to degrade and,
even worse.

4.6. Adaptive Cubature Kalman Filter-Based Dynamic State Estimation

An adaptive cubature Kalman filter (ACKF)-based dynamic state estimation technique
for the voltage source converter operation was presented in [83]. The most common
topology of a grid-connected inverter and control scheme depicted in Figure 1 is used to
build a mathematical model of the GSC. Additionally, to facilitate the real-time iterative
update of the posterior behavior of the process noise by performing the recursive filtering,
the dynamic state estimation is made using the ACKF method, which is an enhancement
of the cubature Kalman filtering mixed with the Sage–Husa adaptive filter. As a result,
the ACKF is claimed to be more flexible and accurate in its estimations than the CKF.
The simulation outcomes demonstrate the viability and precision of the suggested method
for grid-side converters. The detailed modeling of grid-side voltage source converter
involves the modeling of various components, such as (i) the dc-link as given in (7), (ii) ac
side of the converter represented as dq-axes voltages as modeled in (8), (iii) dc-voltage
control loop, (iv) dq-axes current control loop, and (v) phase-locked loop (PLL). A typical
PI controller has been utilized in the dc-link voltage regulation, dq-axes current control,
and PLL, whose dynamics can be referred to in [55,83,84].

The following state space model, which includes the dynamic behavior of the dc-
link, dc voltage regulation loop, current control loop, and , can be established with the
continuous state function f as follows:

dx
dt

= fc(x, u) (45)

where x and y are the sate vector with dimension n and p-dimensional input vector.x =
[
vdc xvdc xigd igd xigq igq θPLL xPLL

]T

y =
[
idcin idc v∗dc ua ub uc

]T
.

where in the state vector x, the various intermediate variables xvdc , xigd , xigq , xPLL are the
integration result of the PI controller used in dc-link, dq-axes, and PLL controller loop,
respectively. In the input vector u, iin is the input current to the dc-link, idc is the dc-link
output current, v∗dc is the dc-link reference voltage, and uabc are the instantaneous grid
voltages of phases abc.

Further, the state estimation algorithm requires a set of measurements z through the
measurement function h and the sensing system

z =
[
vdc iga igb igc θPLL

]T (46)

where igabc are the instantaneous values of grid line currents.
The presumption of a prior behaviors of the process and measurement noise is a well-

known shortcoming of Kalman filtering methods in practical systems. Usually, actual data
or simulation results are examined to derive the a priori statistics. During the operation,
they are taken for granted to remain the same, and they are not updated to reflect the
posterior behavior in accordance with the current operational condition and the most recent
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data. To solve this issue, recursive filtering is executed with fresh data while the CKF is
enhanced by utilizing the adaptive filtering using the Sage–Husa method (39)–(44) for an
iterative update of posterior behavior of the process noise. This method is known as ACKF.
The continuous state function fc of the GSC (45) must be discretized due to implications
of practical sampling speed. The required modification to the CKF for making it ACKF is
explained below.

The measurement noise wk and the stochastic process vk are considered as indepen-
dent, non-stationary Gaussian white noise sequences with the following characteristics:{

E(wk) = qk, D(wk) = Qk

E(vk) = rk, D(vk) = Rk
(47)

where qk and rk are the averages of the process and measurement noise wk and vk, respec-
tively; Qk and Rk are the covariance matrices of the wk and vk, respectively.

In CKF, it is specifically assumed that the means of qk and rk are both zero and that
the covariance matrices Qk and Rk are assumed to be constant. The Sage–Husa adaptive
filter, however, updates the states and recursively modifies the Qk and Rk using the most
recent data. Still, the simultaneous correction of Qk and Rk is unfeasible. Hence, several
approaches are used to deal with the noise due to the variations in the error origin and
attributes between noise parameters. Additionally, the measurement noise’s statistical
properties are typically steady. However, the process noise has discretization errors and
model errors connected to the time-step, discretization process, input unreliability, and dis-
turbance. As a result, the process noise is very uncertain and time-variable. Therefore, we
assume that the measurement noise’s mean value is zero and its covariance R becomes
constant. During the iteration, just the statistical properties of the process noise covariance
Q is addressed by the following dynamics,

q̂k+1 = (1− dk)q̂k + dkKk+1rk+1

Q̂k+1 = (1− dk)Q̂k + dk(Kk+1rk+1rT
k+1KT

k+1 + Pk+1)− 1
2L

2L
∑

i=1
xi

k+1|kxiT
k+1|k − x̂k+1|k x̂T

k+1|k
(48)

where dk = (1− b)/(1− bk+1), and b ranges from 0.95–1 [85].
The correction of the posterior statistics of the process noise given in (48) is added to

the CKF algorithm given in (39)–(44). Finally, there has been a thorough investigation into
the application of dynamic state estimation to GSC from the perspectives of estimation
precision and real-time effectuating. The authors have claimed that the ACKF technique
is feasible in terms of estimating speed and accuracy, which has the capability to update
the posterior behavior of the process noise in real-time and also conduct recursive filtering
operations. However, the following drawbacks should be considered,

1. It takes more computation to cope with the correlation estimation compared to the
CKFs without the correlation on multiplicative noise.

2. The filtering technique will inevitably grow a little more complicated in order to
account for the multiplicative noise component.

3. When the correlation on multiplicative noise is taken into account, the calculation of
the suggested filter is likewise increased.

4. The filtering process clearly grows difficult because the correlation coefficient is
dynamically estimated.

As a result, the suggested adaptive CKF becomes more sophisticated. The impact on
operating efficiency is, however, comparatively minimal due to the current CPU technol-
ogy’s rising excellent running performance at a reasonable cost [81].
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5. Review of State Estimation Techniques for PMSG-Based WTS Fault Diagnosis

The filtering techniques have been widely used in fault diagnosis of WTS applications
in many areas, such as blade pitch system and gearbox [86–88]. Primarily, the PMSGs are
susceptible to faults that compromise the dependability of the system’s functioning, just like
most electrical machinery. In PMSG, there are different kinds of faults, among which the
stator inter-turn short circuit faults, sensor faults, rotor demagnetization faults, and eccen-
tricity (static, dynamic, and mixed) are not detected by standard protective mechanisms [89].
The fault current flows throughout the machine, especially in the case of PMSG, without sig-
nificantly affecting the output load current. Consequently, it might result in mechanical
and electrical imbalances [90].

The stator inter-turn fault diagnosis of PMSG using the state estimation techniques
was analyzed in [91,92]. They used the EKF and UKF state estimation techniques as the
model-based fault detection technique. The effectiveness of these two methods is being
analyzed based on the response accuracy and convergence speed. The block diagram of
the online fault detection mechanism for PMSG is depicted in Figure 5.

abc
dq

State space model
(5)

EKF/UKF

Decision makingDisconnection
mechanism

PMSG

ωm ωe θe1/sp/2

Figure 5. Inter-turn fault detection based on EKF/UKF.

The EKF and UKF parameter estimations are experimentally verified under (i) the
noise-free case, (ii) with the presence of measurement noises, and (iii) varying frequency
and load. From the obtained results, it has been concluded that the UKF-based diagnosis
has better accuracy and fast response.

The PMSG-based WTS needs one position sensor, dc-link voltage sensor, and few
voltage and current sensors to achieve good control performance. Any of these sensors
failing could cause the system to function improperly or possibly become unstable. As a
result, in modern driving systems, sensor fault tolerant control becomes a critical con-
cern [93]. An innovative sensor fault detection and isolation approach based on EKF is
proposed in [67]. Then, the EKF-based state estimation technique is experimentally verified
for the diagnosis of sensor fault in permanent magnet machines. The EKF is realized by
utilizing the time domain machine dynamics given in (5). The state vector is taken as
x =

[
Ψ f d Ψ f q ωe θe

]T , the input vector is taken as u =
[
vα vβ

]T , and the output is

taken as y =
[
ia ic

]T ; the detailed procedure of calculating the gradient and measurement
matrices can be found in [67]. Additionally, a decision-making unit receives the measured
and EKF-estimated angular velocity and phase currents in order to identify the faulty
sensor, as shown in Figure 6.
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Figure 6. Algorithm to diagnose the sensor faults with EKF.

The dynamics of the variables ω̄e, īa, and īc are given as follows:
ω̄e = ωe − ω̂e

īa = ia − îa

īc = ic − îc

(49)

where ω̄e is the rotor velocity index, īa denotes the index of a-phase current, and īc denotes
the index of c-phase current. The variables denoted with (̂) indicate the estimated variables
from EKF. The supremacy of the proposed scheme in sensor fault-tolerant control is con-
firmed by hardware implementation results, and it is concluded that the response of the
algorithm decays at very low speeds and, to a significant extent, the parameter fluctuation
has some impact.

6. Observers and Sensorless Control of PMSG-Based WTS

To get rid of the mechanical degradation-prone, low-reliability rotor position, and
speed sensing system, the sensorless operation of PMSG is much more prevalent in the
industrial control system. The precise online estimation of machine parameters is required
to ascertain the machines’ position/speed control under sensorless control. Moreover,
the efficacy of WTS MPPT operation highly relies on the error-free speed estimation system.
Over the past decade, research on this has focused on estimating these important parameters
by applying standard filtering techniques. A comparative analysis of speed estimators
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with highly noisy measurement signals for Wind Energy Generation Systems was carried
out in [94]. A square root-extended Kalman filter (SREKF)-based estimation technique
was introduced in [95] for sensorless control of a permanent magnet machine. To perform
this, a fixed-point implementation is considered for EKF. The square-root decomposition
of the covariance matrices effectively addresses the problem of sensitivity to the round
errors in EKF. Moreover, the suitability of many square-root algorithms was compared for
this specific application, such as Bierman–Thorton, Carlson–Schmidt–Givens, and Carlson–
Schmidt–Householder. With the simulation and experimental results, the Carlson–Schmidt–
Givens algorithm can estimate the rotor speed even below 1 Hz. Finally, the SREKF is
found to be operating with improved accuracy and robustness.

Then, a detailed discussion is made on the EKF-based estimation technique for online
identifications of the magnetic flux of PMSG is made in [96]. A rotor-flux-oriented vector
control with model reference adaptive system (MRAS)-based rotor position/speed esti-
mation is used as the baseline control of a permanent magnet machine. The identification
problem due to the lower-order state equations has refrained, and the estimated flux value
is found to be very minimal.

The conditions under which the estimation of electrical parameters, such as magnetic
flux, rotor speed, or other quantities, are only sometimes sufficiently investigated in many of
the estimation methods applicable to the PMSG system. To deal with this issue, an AC drive
observability analysis with states having robust speed and position approximation is made
in [97]. In this article, the authors have proposed a nonlinear system state observability
theory to evaluate a general scheme for ac-drive observability investigation.

Further, a fault-tolerant controller with state observers for a permanent magnet ma-
chine is discussed in [98]. The scheme uses an EKF estimation and back-electromotive-force
adaptive observer as virtual sensors to build a fault-tolerant control design. On the other
hand, a nonlinear Luenberger-like observer-based control for the PMSG wind turbine
is evaluated to estimate the mechanical variables, which only uses information on the
electrical parameter. The estimates are then used to formulate a strategy for MPPT oper-
ation without a mechanical sensor [99]. Then, an MPPT operation of PMSG-based WTS
using a linear observer and adaptive fractional order PID controller is discussed in [100].
The combined effect of stochastic wind speed change, parameter uncertainties, generator
nonlinearities, and unaccounted dynamics are taken into a perturbation; then the real-time
estimation is carried out by a linear extended-state observer known as a high-gain state and
perturbation observer. Moreover, the comparative results for rotor speed estimation reveal
that the Kalman filtering-based estimation has a better response time with minimum ripples.
On the other hand, the accuracy is lower than the phase-locked loop-based estimation [94].

7. State Estimation Techniques for Wind Turbine Pitch and Yaw Control
7.1. Sliding Mode Observer-Based State Estimation for Pitch Actuator

State estimation is an algorithmic procedure of getting state variables from the network
measurements. The state estimation method for wind turbine pitch systems under sliding
mode observer (SMO) is the efficient method to provide satisfactory results; the entire
structure is given in Figure 7. For this, the single-pitch system is presented in [101] and
expressed as follows: 

ẋ1 = x2

ẋ2 = −ω2
nx1 − 2ζωnx2 + ω2

nu
y = x1

(50)

where [x1 x2]
T = [β β̇]T denotes the states of the system, and u− βr is the input control vari-

able. β, β̇, ωn, and ζ are the pitch angle, angular velocity, natural frequency, and damping
factor, respectively. Additionally, the above-mentioned dynamic model can be remodeled
under convex combination methods derived in the following form:
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Figure 7. Schematic diagram of pitch control with SMO.

The sliding mode observer (SMO) is modified in this method to estimate system states.
Additionally, the SMO incorporates the adaptive technique, resulting in prior knowledge
of the estimation error bounds not being necessary. Then, the SMO is given as

˙̂x1 = x̂2 + v1
˙̂x2 = G0(x̂)− B0u + F(x̂) f̂ + v2

f̂ = n f sign(e f )

(52)

where x̂ = [x̂1 x̂2]
T are the state estimates. f̂ is denoted by the estimation of fault. Following

this, the estimation errors of states is ex1 = x1 − x̂1, ex2 = x2 − x̂2 and fault is e f = f − f̂ ,
respectively. Then, the switching function of SMO is given by

v1 = ηv1sign(ex1), v2 = ηv2sign(x̄2 − x̂2) (53)

where ηv1, ηv2, and η f represent design parameters.
Furthermore, most of the nonlinear observer approaches have limitations since they

require precise knowledge of the model’s structure and parameters. In [101,102], the adoption
of sliding modes can overcome these limitations. From (52), the modified SMO was derived
to estimate the states of the pitch actuator with fault conditions.

7.2. Estimation of States for Yaw Control of Wind Turbine

The yaw controller controls the yaw system by rotating the nacelle to face the wind
direction, aiming to minimize the yaw angle Θyaw error, which can maximize the power
extraction. However, the yaw control system depends on the wind direction information.
Thus, light detection and ranging (LIDAR) have allowed the acquirement of continuous
previewed wind knowledge, including wind speed and wind direction [103]. In the aspect
of yaw control design, the authors in [104] have proposed an adaptive model predictive
approach based on a yaw control method for a wind turbine system. The stochastic model
predictive yaw control was presented in [105] using the predicted wind direction to estimate
the future and best yaw rate for the large-scale wind turbine system. The authors in [106]
presented an active yaw control technique for the HAWT system without requiring the
wind direction measurement for a small-scale system. On the other side, the state estimation
method has been widely used in the wind turbine’s control, as explained earlier; thus,
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estimating the wind turbine yaw system in the literature is limited. However, the authors
in [107] used the Kalman filter estimation method for forecasting wind direction to assist
the wind turbine yaw control. Based on the target system type, the Kalman filter algorithm
is classified into linear and extended KF. The authors in [108] have used the linear KF
algorithm based on the linear ARIMA model to estimate the wind information’s for the
yaw control system. The step-by-step procedure is as follows: (1) system modeling, (2)
measurement update, and (3) time update filter gain. The detailed design is given in the
following step-by-step procedure.

1. Modeling: The initial step is to represent the system dynamic model in a general
format as {

x(t + 1) = Ax(t) + w(t + 1)
y(t + 1) = Cx(t) + v(t + 1)

(54)

where x(t + 1) and y(t + 1) are regarded as the state and measurement, respectively;
w(t + 1) and v(t + 1) give the state and measurement noises.

2. Measurement updating: The following dynamics can be used as the measurement update
x(t + 1) = x

( t+1
t
)
+ K(t + 1)(y(t + 1)− Cx

( t+1
t
)
)

K(t + 1) = P
( t+1

t
)
CT(CP

( t+1
t
)
CT + R(t + 1))−1

P(t + 1) = (I − K(t + 1)C)P
( t+1

t
) (55)

where K(t + 1) is the Kalman gain, P(t + 1) denotes state estimation error covariance,
and R(t + 1) gives the measurement noise covariance.

3. Time update filter gain: The time update is fulfilled by{
x
( t+2

t+1
)
= Ax(t + 1)

P
( t+2

t+1
)
= AP(t + 1)AT + Q(t + 1)

(56)

where Q(t+ 1) is the state noise covariance. Therefore, all the model parameters of KF-
based wind direction estimator are given in detail, refer to [108]. Hence, the proposed
KF-estimator offered better results in wind prediction. In the end, the power extraction
from the wind turbine using MPC-based yaw control has improved with a KF-based
wind direction estimator.

8. Conclusions

In this article, various state estimation techniques applicable to the precise modeling,
control, and monitoring of interfacing systems and energy conversion systems of WTSs have
been reviewed through various literature studies. The nonlinear modeling of PMSG-based
WTS with a full rated converter has been performed to analyze and evaluate the various
state estimation techniques. The various components and control systems exhibiting
a higher degree of complications, uncertainty, and highly nonlinear control problems
involved in PMSG-based WTS have been considered for estimation. The state estimation
techniques have been identified to reduce the effect of noises and present all hidden
variables, which is found to be beneficial, especially in control procedures, such as low-
voltage ride-through operation, MPP tracking, inter-turn fault detection, sensorless control,
and active power regulation. Analysis and summary of popular state estimation techniques,
such as EKF, AEKF, UKF, CKF, and ACKF, which deal with the real-time information of
operating variables through filters and observers, have been analyzed for PMSG-based
WTSs. Additionally, it has been identified that concise research still needs to be improved
for estimating states in pitch control and yaw control of WTS. Finally, the future direction
of research may consider modeling the entire system structure of WTS, including pitch,
yaw dynamics, and the application of state estimation techniques to such a model.
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Nomenclature
The following notations are used in this manuscript:

P wind turbine aerodynamic power
ρ air density
Vw wind speed
Cp power co-efficient
λ tip speed ratio
ωm rotor speed
R radius of turbine blade
β pitch angle
Jeq moment of inertia
Tad aerodynamic torque
Tem electromagnetic torque
B viscous friction coefficient
vmdq, imdq dq-axes voltage and current of machine
Rs stator resistance
Lmdq stator inductances in dq frame
Ψ f magnetic flux
vdc dc-link voltage
C dc-link capacitance
Pe, Pg stator and grid electric powers
v f dq, igdq dq-axes voltage and current of filter
R f filter resistance
Lgdq grid inductances in dq frame
ω f grid voltage angular frequency
Qg grid reactive power
{}k+1 next state of a parameter
{}k present state of a parameter
{}k−1 previous state of a parameter
A, B, C state, input, and output matrices of a system
Ts sampling period
P, Q, R state covariance, process noise, measurement noise
F Jacobians of the state functions
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