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Abstract:  

This document updates the progress made in the different research areas related to 6G Access 

Architecture performed in the 6G BRAINS project. The updated research areas in this document 

include: 

• Artificial Intelligence (AI) based scheduler for a 5G Cell-Free (CF) networks with Integrated 

Access and Back-haul (IAB)  

• AI based Grant-free NOMA for massive Machine-Type Communication Integrated with 

Intelligent beamforming  

• Hybrid user terminal modelling and Resource Allocation for the cell-free D2D network 

• Intelligent IAB with Beam Steering based on User Location 

• Advanced Test and Simulation Tools supporting 6G BRAINS research   
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Executive summary  

6G-BRAINS project explored different architectures and essential modules for B5G and 6G ultra dense 

and dynamic cellular networks. In the document we describe the design of an Artificial Intelligence (AI) 

based scheduler for a 5G Cell-Free (CF) Networks with Integrated Access and Backhaul (IAB) and 

intelligent beam steering. The ultra-dense dynamic CF Network includes a cluster of Device to Device 

(D2D) User terminals (UE) and human-centric control interfaces.   

This document reviews, summarizes and concludes the progress made in the research areas related 

to B5G and 6G access architecture which were achieved in the final 6G BRAINS project reporting period.  

The updated items in this document include: 

• Artificial Intelligence (AI) based scheduler for a 5G Cell-Free (CF) networks with Integrated 

Access and Back-haul (IAB)  

• AI based Grant-free NOMA for massive Machine-Type Communication Integrated with 

Intelligent beamforming.  

• Hybrid user terminal modelling and resource allocation for cell-free D2D network 

• Intelligent IAB with Beam Steering based on User Location 

• Advanced Test and Simulation Tools supporting 6G BRAINS research.  

The Cell free Integrated Access and Backhaul scheduler is subdivided into two modules, namely: (1) 

Resources Allocation module, (2) Routing module. 

The IAB Resource Allocation finds the optimal way to divide the spectrum between the wireless 

backhaul and the access requirements of the different Donors and the Nodes in the Network using 

supervised learning AI method with CQI, DL and UL profile and connected base-station for input 

parameters and the rate each link must support and its efficiency for cost function. AI based Scheduler 

considers two approaches, namely: Cloud-based (centralized) and distributed based. The research 

seeks to determine and quantify the trade-off between the benefits of the two approaches. The 

Supervised Learning model architecture uses 2 sub-models, namely: Big model: is implemented in the 

IAB-donor (cloud based) and divides the total bandwidth resources between all IAB (including itself) 

components (IAB Donor and Nodes); Small model: is implemented at the IAB components and 

allocates the bandwidth resources between the access (UL and DL links of the UEs) and the backhaul 

(UL and DL links to the served Nodes). This Supervised Learning AI Model then requires training. 

The Routing part is based on Multi-Agent Deep Reinforcement Learning (MA-DRL) for a fully 

synchronized time-slotted wireless network with the objective to find the optimal route from each BS 

(Donor or Nodes) to each user in terms of: Packet Error Probability (PEP) for the whole packet 

trajectory; Maintenance of Quality of Service (QoS) requirements; Network Congestion Management 

including Queue management and Fairness. Two approaches have been examined in our previous 

report (D4.1), namely: a centralized model using the Dijkstra’s algorithm; a decentralized solution 

using Q-Routing algorithm; to determine their benefits. Here we designed a decentralized routing 

algorithm called MA-RAC that learns from experience while interacting with a simulated 5G 

environment that outperforms the Q Routing scheduler previously introduced. This deliverable also 

examines how network load affects the performance of different algorithms in various mobility 

scenarios. We evaluate each algorithm's resilience under different loads for various mobility scenarios. 

Following this, we conclude that an increase in load / mobility affects network performance 

significantly for most of the proposed routing algorithms.  
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Efficient users clustering and power assignment is presented for a dynamic cell-free network that can 

cluster NOMA users over the limited spectrum resources and allocate optimal transmit power to each 

user in the cluster. The clustering finds a group of NOMA-based D2D users that can be scheduled on 

the same resource blocks forming a cluster. Parent points are distributed following a homogeneous 

Poisson Point Process, where every parent point (RmUE) is uniformly distributed in a certain area and 

then offspring points (mUEs) around one parent point to form a cluster.  

Deep Reinforcement Learning (DRL) is used to predict the power, mobile users’ frequency, users’ 

location or beam trajectories, where the environment provides a reward to the agent for every 

interaction and the agent aims to select the right action for the next interaction to maximize the 

discounted reward over a time horizon. The goal is to design a DRL system that jointly optimizes the 

clustering of UEs and the beamforming vectors to obtain the optimal beamforming vector that 

maximizes the throughput and minimizes loss. 

Artificial Intelligence (AI) is incorporated with beamforming and millimetre Wave (mmWave) enabling 

intelligent beam steering based on user locations.  

Deep Learning Integrated Reinforcement Learning (DLIRL) algorithm was carried out for the 

beamforming solution to overcome the problems associated with mmWave such as blockage 

impacting the coverage, reliability of highly mobile links, latency overheads associated with the highly 

mobile users in dense mmWave deployments requiring frequent hand-offs. 

The DLIRL beamforming or beam steering tracks the user locations who move at a speed of 25 km/hour 

and based on its location changing in terms of latitude and longitude to perform beam steering 

towards the moving user. The beam steering experiment was implemented using MATLAB 2021a and 

data for DNN training was obtained via ray tracing with MATLAB’s Site Viewer. The training for DLIRL 

is based on the impulse response of the received signal at the coordinated Base Stations from isotropic 

transmissions from user equipment, which is jointly received at the coordinating IABs, and was used 

for performing training out of the useful information on the surrounding environment from its 

interaction with the surrounding environment. The beamforming power control and interference 

coordination is jointly carried out at the IAB donor and nodes to enhance the performance of the 5G 

network.  

We are aware that telecommunications service providers have an urgent need to reduce operational 

costs (OPEX) while supporting the rapid introduction of new services and products and identifying and 

leveraging monetization opportunities. AI/ML is a powerful technology to support these needs. 

6G BRAINS recognizes that transition to an industrialization phase and enabling mass adoption of 

AI/ML, dedicated AI/ML research in specific Cellular Network modules is further required.  

The research results and conclusions provided in this document show the potential benefits of using 

these technologies in 6G building blocks including Schedulers, Integrated Access and Backhaul, Device 

to Device Networks, Beam Forming and Human/Machine Interfaces.  

Furthermore, it is our opinion that AI/ML should be adopted at additional levels of the network 

architecture. 
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1 Introduction  

1.1 Introduction and Objective of this document 

Communications Service Providers (CSPs) strive for relentless efficiency and business agility to address 

new revenue opportunities, and to meet or exceed customer expectations.  

5G programmable networks enable new revenue-creating opportunities through both enhanced user 

experience as well as the tailoring of telecommunications networks to provide differential services for 

both existing and new types of enterprise customers (e.g., Industry 4.0, Automotive, Fixed Wireless 

etc.).  

The introduction of new technologies as well as additional novel services for the customers, the 

densification of networks to support macro and micro coverage, and the need to ensure services with 

differing requirements significantly increases the network complexity. 

Artificial intelligence (AI) technologies have already matured to the point where CSPs have been 

applying them to their networks, often starting with non-time-critical processes, and are now applying 

them to the sensitive parts of their networks that directly impact user experience. The increased 

complexity of networks due to more services, new network technologies, and massive network 

densification further necessitates the application of AI in telecommunications networks as operations 

become more complex. 

AI technologies make many CSPs’ system functions more capable as well as enable new system 

functions and approaches. Some example applications include: 

• Improving network performance though better scheduling optimized to match the operator 

business model and users’ requirements. 

• Improving network optimization and use of existing resources, such as spectrum, transport, 

cloud infrastructure and network functionality 

• improving experience management through both increased customers understanding as well 

as increased tailoring of the offered experience 

• improving product and service definition, design, planning and offerings 

• improving network and performance planning (such as radio, data centre location and 

transport) 

Consequently, CSPs are facing today several challenges regarding which standards to follow, which 

aspects of open source should be utilized directly or via vendors, how to increase industry alignment 

for scale while simultaneously allowing for differentiation, how to leverage the scale of public cloud 

providers, how to collect and manage data, and how to support the Life Cycle Management (LCM) of 

AI models. 

The objective of this document is to update and summarize the progress performed in the work 

package 4 Research of the 6G BRAINS project in innovative Access Network research and concepts 

that are investigated by the WP-4 team beneficiaries including: 

• Artificial Intelligence (AI) based scheduler for a 5G Cell-Free (CF) Networks with Integrated 

Access and Backhaul (IAB)   

• Grant-free NOMA for massive Machine-Type Communication   
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• Hybrid user terminal modelling for the D2D enabled cooperative network.  

• Intelligent IAB with Beam Steering based on User Location   

• Advanced Test and Simulation Tools supporting 6G BRAINS research.  

As for the scheduler part, in modern cellular networks the RAN scheduler challenges are very 

demanding in capacity, response time and reliability. These requirements need are especially 

demanding at Cell Free Network solutions. The RAN architecture includes also an IAB (Integrated 

Access Backhaul) capability making the solution extra flexible, efficient with low CAPEX. 

The scheduler task is to allocate the frequency, time and space resources to each user’s end to end 

link (UL and DL). Allocation considers users priority, traffic load, required resources, session response 

time, available resources, air-link performance, interference and more.  

The scheduler solution was divided into two modules: The Resource Allocation Module and the 

Routing Module.  

NOMA (non-orthogonal multiple access) for IoT applications and D2D (device-to-device) cell free 

solutions were also researched. 

To cope with the expected challenges an AI based solution was researched.  

Herein we describe the research items details and the related progress achieved in the in the final 6G 

Brains project reporting period.  

During the parties research many experiments were performed on a wide variety of models with 

different Neural Networks architectures and methods.  

The AI based scheduler was compared to a simple scheduler according to the suggested benchmark It 

was shown that our AI based scheduler is better than the simple one. 

A novel architecture for the integration of the intelligent beamforming and compressed sensing 

technique is proposed for the grant-free NOMA in a MIMO cellular network. The spectral efficiency is 

improved by supporting more users in the same frequency spectrum.  

In Hybrid user terminal modelling for the D2D work an advanced strategy relying on heterogeneous 

graph neural network. The CFD-HetGNN consists of aggregation plus combination layers and DNN 

modules, and it was shown to significantly outperform traditional MF method with equal power 

allocation.  

The Intelligent IAB with Beam Steering based on User Location research yielded a novel DLIRL (Deep 

Learning Integrated Reinforcement Learning) - based beam-steering scheme, capable to steer the 

beam with the user movement.  Using this technique, the average spectral efficiency of wireless 

systems can be enhanced. 

The Advanced Test and Simulation Tools which were researched can generate data for testing AI-

based RAN control applications (xApps). With these advanced tools operators can optimize and launch 

new services and ease network congestion problems.  

The following chapters review the project research, including research details, results and conclusions. 
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2 AI Based Cell Free Scheduler with IAB  

2.1 Previous Research Summary  

In previous published reports D4.1 (Chapter 2) and D4.2 (Chapter 2) we presented the scheduler 

challenges in modern cellular networks and especially in Cell Free Networks with Integrated Access 

and Backhaul (IAB). We divided the scheduler solution into two sub-schedulers modules: The Resource 

Allocation Module described in D4.1 document and the Routing Module described in D4.2 document.  

In the first portion of this chapter (Paragraph 2.2 to 2.6) we describe the progress in the Resource 

Allocation scheduler module [1] research achieved in the final 6G Brains project reporting period and 

in the second portion of this chapter (Paragraph 2.7 to 2.10) we describe the progress in the Routing 

scheduler module [2] research achieved in the same period. 

2.2 Resource Allocation Scheduler Module 

In general, the scheduler main task is to allocate the frequency resource to each user’s link (UL and 

DL) without collision. To formulate the problem we define two input vector feature as xUE, xIAB, target 

scheduling function as Φ and the proportional bandwidth allocation relative to the total bandwidth as 

η- . The input vector feature (UE and IAB input feature respectively) contains the desire throughput, 

efficiency of each link and the division between those two. Now we can write: 

 

In term of neural network, we concatenate xUE and xIAB to be one input layer and then forward it 

through Deep Neural Network model Φ. η- is a vector, each index i correspond to single link and mark 

its proportional bandwidth allocation ηi.  

The solution approach can be discussed in two angles: Cloud-based or Distributed-based. Cloud-based 

would be the optimal approach which an “artificial brain” placed in a single point (IAB-donor) oversees 

all tasks related to resource management across the whole network or at least a network segment. 

All available data should be collected and stored in this artificial brain which is tasked with executing 

all required computations and with feeding back the resulting optimal resource allocation policy to all 

other network terminals. Unfortunately, such a centralized approach is not always compatible with 

future wireless networks due to at least three major reasons: latency, privacy and connectivity [3]. 

There is a distinct trade-off between wireless networks complexity and simplicity of the algorithm. 

Second approach is the Distributed-based where each device in the network is a rational and 

independent decision-maker, which acquires its own local dataset and uses it to build its own local 

Neural Network model. This technique does not require any interaction between the network 

infrastructure and the edge users, as far as data sharing and processing are concerned, and has the 

potential of enabling the 6G vision of distributed, self-managing networks. This approach is preferred 

to lower wireless networks [3] throughput and restrictions. 

5G-NR IAB network can be divided into two hierarchies, network’s access and networks backhaul. 

Access is the bottom part of the hierarchies and handle Uu interface (connection to the UE) while the 

backhaul is the top part of the hierarchies and handle the F1 interface (connection between the IAB-

nodes). Because of those division in the network, we suggest dividing the problem into 2 sub-problem 

(two hierarchies), each one will use a different model: 
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• Big Model - implement in the IAB-donor (cloud base) and divided the total bandwidth 

between all IAB (including itself). 

• Small Model - implementing all IAB (the same model, distributed base) and allocated the 

frequency between the access (UL an DL links of the UEs) and the backhaul (UL and DL links to 

the served Base station) 

 

Figure 1: ”Big” and ”Small” model segmentation on the network topology 

Figure 1 above describe the segmentation of the models on the network topology illustration describe 

in Figure 2 below.  

 

Figure 2: Example of standard unit deployment (a) and network topology established (b) according to the 

simulation environment. 

Due to the problem-splitting, the output of the Big Model become an input feature for the Small Model. 

Therefore we update the problem formulation: 

 



6G BRAINS H2020-ICT 101017226 Deliverable D4.3 

Page 18 of (74)  © 6G BRAINS consortium 2023 

Where Φbig(xIAB) calculate the bandwidth allocated to each gNB, and Φsmall split this bandwidth 

between the access and the backhaul of the IAB-Node. Φbig and Φsmall are multi-layer perceptions (MLP) 

contain 3 layers with GeLU (Gaussian error Linear Units) activation [4] and Softmax output layer. The 

output represent the proportional bandwidth allocation relative to the total bandwidth. ”Small model” 

output is a resource allocation for every UE and one backhaul - each connection correspond to two 

output (UL and DL). Additionally, we added embedded layer ψ to each model in order to extract more 

features. Finally we get the formulated model as: 

 

2.3 Updated Research Results 

2.3.1 Handling dynamic number of UE by the Scheduler 

When implementing Deep Neural Network, the number of the input and output layers should properly 

define with a fixed number. It can be done for the big model, because we fixed the number of IAB-

nodes and IAB-donors. However, although the number of UE is also fix, in every Monte-Carlo iteration 

each gNB serve different number of UE, so the ”Small model” need to handle with changing input size. 

The changing input directly effect on the output - for example, for input size feature correspond to 10 

UEs, the output should allocate resources for 10 UEs (UL and DL) in addition to the backhaul allocation. 

Our solution contains two stages: 

1. Determine maximum UE per base-station - this is the maximum UE each gNB can support, it 

also consistent with real limitation of gNB hardware. Sets the maximum number of entries to 

the input layer. 

2. Block and normalize the output - because the number of UE are known to the gNB and to 

the ”Small model”, the model block all the output (multiply by zero) besides those who 

corresponds to the inputs UE features. 

For maximum UE per base-station set to mue and number for connected UEs equal to cue, the first 10 

output allocations (each UE get two allocations, for UL and DL) are multiplied by ones (pass with-out 

change). All the other output’s allocations corresponding to the mue − cue UEs which did not connect 

are multiplied by zero. Output’s allocations corresponding to the backhaul does not change. Such 

intervention in information harms the Softmax attribute (sum over the output equal to one), so we 

divide each output in the summation over all the new outputs as describe in the equation below. 

 

Note that we implement element-wise multiplication in the numerator (output a vector) and scalar 

product in the denominator. ICue serves as indicator row vector with index i = 0, 1, ..., mue − 1 where: 
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Full ”Small model” illustration describe in the Figure 3 below including the embedding, Softmax and 

normalzation layers. 

 

Figure 3: Small model structure 

2.3.2 Model Evaluation 

The model predicts the proportional bandwidth allocation for every link in the network topology 

relative to the total bandwidth. All the links needed a precise bandwidth allocation according to the 

CQI and the desire throughput (capacity). The allocation that supports the link capacity can be 

calculated - and used in a similar way as ”label”, but not exactly, thus we called it auxiliary label. 

However, the current allocation is not necessary the auxiliary label, it depends on the total resources 

of the network. If there isn’t enough bandwidth, the model can’t support the needed allocations (the 

auxiliary labels) and if there is an excessive amount of bandwidth, we can allocate more than is needed 

without harming the network. Therefore, we cannot determine the true allocation base on the 

auxiliary labels alone - an unsupervised learning problem. Hence, we implemented custom cost 

function that punishes the model if it didn’t allocate enough to the links, and do not punish the model 

if it allocates more than the link required. The cost function is a combination of cost on every single 

link of the 5G network. The function ”punish” the link i if the bandwidth allocate to the link did not 

support the throughput demand. It can be described in the following equations: 

 

Where Ci and ef fi(CQI) are the required capacity and the calculated efficiency of link i. The efficiency 

are depends only from the channel quality indicator (CQI) which is function of the link’s signal to noise 

ratio (SNR) [5]. Ω is the total bandwidth of the network.  

Now we can define αi as the auxiliary label of link i as: 

 

And the cost function of the model is: 
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Costtopology use the difference between the require and the model result (capacity the model did not 

able to allocate) for the cost calculation. If the model allocates more bandwidth then it needed the 

cost not increase. However, this implementation of the cost function may not change bandwidth 

allocation to links with excess bandwidth (each link is greedy), so we added small regularize 

hyperparameter λ to the cost: 

 

We also use another evaluation metric to evaluate how much capacity the model did not able to 

allocate, this metric called Per f ormance and defined as: 

 

Although the model was separated into ”Big” and ”Small”, the network trained end-to-end. Hence, 

the models train simultaneously with a single cost function by concatenation them into one model as 

presented in the equations above. Figure 4 below show to full forward procedure of the models. The 

motivation behind that is to simplify the training without mixing the models. 

 

Figure 4: Deep Neural Network architecture - combination between cloud base model (Big Model)and 

distributed base model (Small Model) 
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Figure 5: (a) Performance log-loss (b) Topology cost log-loss 

2.4 Research Results 

The proposed deep neural network architecture converge into local minimum for both Cost topology 

and Performance as shown in Figure 5. The hyperparameter that have the best results were: minibatch 

size = 50, learning rate = 10−3 and λ = 10−3 

We proved that the architecture can be used for scheduling, the remain question is how good the 

scheduler is? In order to understand it we use other proposed scheduling method: 

1. Equal resource allocation (ERA) [6] [7] - Divide equally between all the links. 

2. Split Spectrum (SS) [6] - 

(a) Divide the spectrum between the access and the backhaul by factor 0.5. 

(b)  Divide equally between all the access links and the backhaul links. 

3. 3. Split Spectrum Backhaul Aware (SS-BA) [8] - 

(a) Divide the spectrum between the access and the backhaul by factor 0.5. 

(b) Divide backhaul links proportionally to the IAB’s demand. 

(c) Divide equally between all the access links. 

4. Fair Access and Backhaul (FAnB) - 

(a) Divide the spectrum bandwidth proportionally to the IAB’s demand 

(b) Divide it between the access and the backhaul by factor 0.5. 

(c) (c) Divide the access bandwidth proportionally to the user’s demand 

The optimal solution, giving centralized solution, should allocate the bandwidth properly. We compare 

the result of it with all the other schedulers. 

2.5 Research Results Analysis 

During the work progress, many experiments were performed on a wide variety of models with 

different hyperparameters, different Neural Networks architectures and methods. The goal was clear 

- allocation of the available 5G network resources in order to maximize the performance. Judging how 
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well the model performed only by the loss measures is not enough, since those measures don’t show 

the actual allocation. 

The amount of information is enormous, 100 UEs with two links (UL and DL) to 10 different IABs which 

also has two links for backhaul. The result analysis requires visualization tools. Therefore, this section 

presents in Figure 6 and Figure 7 below the outcomes of our model, both statistically and graphically. 

In order to perform a proper analysis and compassion, we define the following benchmarks: 

• Average allocation ability - the capacity that the scheduler succeeds to allocate compared to 

the optimal allocation in percentage. 

• Performance - the difference between the require capacities and the actual capacity given the 

scheduler bandwidth allocation. Can be calculate from equation below. 

 

Where Ci is the capacity over link i 

• Average unfulfilled - The average number of links (UL and DL) that the model did not allocate 

properly. 

• Average Loss per link - The average [Mbps] loss for every link that didn’t allocate correctly. 

• Bandwidth Usage - The total bandwidth that the scheduler allocated for the throughput. 

 

Figure 6: Allocation ability and performance of the scheduling methods. (a) par plot of allocation ability (b) 

box plot of performance 

2.6 Conclusions and recommendations 

In this chapter, we present the 5G-NR IAB network and suggest sophisticated scheduler to allocate 

bandwidth resource properly. We develop the scheduler according to data that generate in 5G 

environment. We split the scheduler task into two hierarchies in order to develop practical solution - 

making the algorithm part cloud-base and part distributed-base. In the end, we compare our scheduler 

to a simple scheduler according to benchmark that we suggested - Performance Average unfulfilled 

(soft and hard decision respectively) and Average loss per link. We showed that our scheduler is better 

than the simple one. 
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Figure 7:  Simulation Results depicting Performance, Unfulfilled and loss per link of the Access and the 

Backhaul, (a) Access Performance (b) Backhaul Performance (c) Access Unfulfilled (d) Backhaul Unfulfilled (e) 

Access loss per link (f) Backhaul loss per link 

2.7 Routing Scheduler Module 

In chapter 2 of Deliverable D4.2 we presented an advanced decentralized routing algorithm for 5G-NR 

IAB is proposed in this document to reduce congestion in the network. Our study showed that network 

routing is critical to reduce congestion in such an IAB network. Further, we designed a decentralized 

routing algorithm called Multiple Agent-Relational Actor Critic (MA-RAC) that learns from experience 
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while interacting with a simulated 5G environment. We benchmark our algorithm against the 

traditional reinforcement learning approach (Q-Routing) and a lower bound that we derive from a 

centralized solution. We concluded that the presented routing algorithm outperforms the traditional 

Q-Routing algorithm in different network scenarios, and it achieves results that are similar to those of 

a centralized solution. In this paragraph and on we report the results obtained I this research by 

investigating the influence of the load on the scheduler performance  

2.8 The Influence of Network Load 

This section examines how network load influences the performance of different algorithms in various 

mobility scenarios. That is, we evaluate each algorithm’s resilience under different loads for various 

mobility scenarios. Following this, we conclude that an increase in load / mobility influences the 

network performance significantly for most of the proposed routing algorithms. As a next step, we will 

describe in detail our experiments and their corresponding empirical results. 

To change the network load, the parameter λ of the Poisson distribution has been modified. This 

parameter indicates the average number of packets generated in each time-slot by the IABs. To modify 

λ, we scanned various loads successively from bottom-to-top, and then from top-to-bottom. The 

results presented are an average of 10 different measurements for each load across five different 

network topologies. 

First, we evaluate the performance of our algorithms over a static topology, which means that users 

cannot change their base-station association or location. Next, we increase the user’s speed to 3m/sec, 

which means that users can change their location and change their association with a base station at 

any time. We then refer to this scenario as a dynamic topology and evaluate our algorithms’ 

performance. In addition, we investigate how the speed of UEs affects the performance of the 

different algorithms. Furthermore, due to the lack of further information provided by the arrival ratio, 

we present only the average delay metric. The following sections provide results and insights from 

those experiments.

 

Figure 8: Static topology and dynamic topology - average delay performance for different routing algorithms 

under different loads. 

2.8.1 Static Topology 

This experiment evaluated the algorithm’s performance under a static network topology and changing 

load. In Figure 8a, we present the performance of the algorithms. Based on these results, we can 
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conclude that all three versions of the Relational Advantage Actor Critic (A2C) algorithm outperformed 

other algorithms, despite acting in a decentralized manner. Moreover, these results also revealed that 

using exploration in conjunction with exploitation (Full-Echo Q-Routing) greatly improved 

performance at low to medium loads when compared with Q-Routing, whilst they achieved similar 

performances for higher loads. 

As a further interesting phenomenon, we observe that Hybrid Routing improves performance when 

compared with traditional Q-Routing under low loads but degrades performance under higher loads. 

We explain this phenomenon by stating that higher loads require better coordination among agents, 

as making an incorrect routing decision while the network is already congested will probably result in 

packet loss. Our conclusion is that since each agent learns an independent stochastic policy as part of 

the algorithm, it is less effective at handling non-stationary problems than traditional Q-Routing 

algorithms. In our next experiment, we allow UEs to travel and change their base-station association, 

which will further increase the non-stationariness of the problem. 

Additionally, as network load increases, we observed performance degradation of the Shortest-Path 

algorithm. Our explanation for this phenomenon is that queue delay does not have a significant 

influence on performance for low loads, but as the load increases, it becomes more significant. 

2.8.2 Dynamic Topology 

This experiment evaluated the algorithm’s performance under a dynamic network topology and 

changing load. Following this, based on the results illustrated in Figure 8b we can determine that 

although acting in a decentralized manner, all versions of Relational A2C’s algorithm managed to 

achieve superior performance than the other algorithms for this scenario. Further, Hybrid Routing 

does not perform well in this non-stationary environment, as we observe further degradation in 

performance when compared to a static scenario, and at low load it is even less effective than Q-

Routing. 

Moreover, when compared with the static scenario, Full-Echo Q-Routing exhibits performance 

degradation at medium to high loads. It performs worse in this range than the traditional Q-Routing. 

Our explanation for this phenomenon is that when using Full Echo Q-Routing, frequent topology 

changes may cause multiple modifications to the routing policy, which will result in increased 

instability and longer routing times as loads increase. In addition, this phenomenon coincides with the 

phenomena observed in [7], in which the authors applied those algorithms to a grid topology. 

The significant performance gap between all versions of Relational A2C and the traditional hybrid 

algorithm supports our claim that by following our proposed algorithms, agents can cooperate more 

effectively and increase the stability of our routing policy, proving that agents that cooperate achieve 

better outcomes than agents who act selfishly. Thus, these results demonstrate that optimizing the 

joint goal and solving the coordination problem between agents significantly improves performance 

for both static and dynamic topologies. 

When comparing the performance of static versus dynamic topologies as illustrated in Figure 8, we 

observe that all tabular RL baselines suffer from performance degradation when users are permitted 

to move and change their base-station association. Based on these results, which indicate a significant 

difference between static and dynamic topologies, we propose the following experiment to examine 

the effect of UE movement on algorithm performance. 
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2.8.3 The Influence of Dynamic Topology Changes 

In this simulation, we evaluated the algorithm’s robustness to dynamic topology changes under 

constant loads. For this purpose, we scanned various UE speeds and measured the arrival ratio and 

average delay with the different algorithms. We evaluate the algorithms’ performance for two 

possible loads, medium load (λ = 3) and high load (λ = 5), presented in Figure 9a and Figure 9b 

respectively. 

Figure 9a and Figure 9b demonstrate that increasing the UE speed will not have a significant impact 

on the Relational A2C algorithm’s performance for varying network loads. Also, in medium loads, Full 

Echo Q-Routing achieves superior performance to Q-Routing, with both suffering from similar 

performance degradation because of their different UE speeds. Furthermore, we observe that the 

combination of higher load with increased speed results in more severe performance degradation for 

Full Echo Q-Routing compared to traditional Q-Routing. This observation is consistent with the results 

of our previous experiments. Moreover, Hybrid Routing shows the greatest degradation among all Q-

Routing algorithms, further demonstrating that it is less able to cope with this non-stationary setting 

than traditional Q-Routing algorithms. Aside from this, we observe that all other RL-based algorithms 

suffer from performance degradation when UE speed is increased, which serves as an additional 

indication of our proposed approach’s superiority. 

 

Figure 9: Average network delay for different routing algorithms under different UE speed. 

2.9 Experiment Results for Online Changes 

The purpose of this section is to examine how online changes impact algorithm performance in a 

variety of scenarios. Our study indicates that Relational A2C-based approaches are superior for 

handling such online changes when compared to other algorithms. As a next step, we will describe the 

online scenarios that we have studied. In the first case, we analysed the algorithm’s response to bursts 

of traffic. In the second case, we investigate how the algorithm responds to node failures and recovery 

situations. Also, in these experiments we capture those online changes by measuring the algorithm’s 

performance using a sliding window with a length of 100 time slots. 

2.9.1 Experiment Results for Bursts of Traffic 

During this experiment we measure the algorithm’s response to bursts of traffic. This was 

accomplished by evaluating the algorithm performance while changing the network load. Our 

experiment involves changing the network load rapidly from low (λ = 2) to high (λ = 5) and then back 
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to low. The results presented here are an average of 10 measurements across five different topologies 

of the network. Furthermore, we conducted this experiment for both static and dynamic topologies, 

as depicted in Figure 9a and 9b, respectively. Further, due to the absence of further information 

offered by the arrival ratio, we present only the average delay metric measured through time for this 

experiment. 

In both static and dynamic scenarios, it is evident that the Relational A2C versions achieve superior 

performance than the traditional RL-algorithms. Additionally, all algorithms exhibit similar reaction 

times when measuring the impact of changes in load from low to high and from high to low. When 

comparing between static and dynamic scenarios, we can see that the Relational A2C algorithms did 

not suffer from any performance degradation, while the tabular methods greatly suffer. 

Further, we observe that Full Echo Q-Routing is superior to traditional Q-Routing in static scenarios, 

while they achieve similar performance in dynamic scenarios. Additionally, Hybrid Routing suffers 

from the greatest degradation of all Q-Routing algorithms when working with high loads, emphasizing 

its inability to cope with such a non-stationary scenario. Our conclusions are consistent with the results 

of our previous experiments, which further verifies the results. 

2.9.2 Experiment Results for Node Failure 

In this experiment, we evaluate how the algorithms respond to a scenario of node failure and recovery. 

To achieve this, the algorithm performance was evaluated while removing a random base station from 

the network for a specified period of time. Since we insert dynamic changes through node failures, we 

now consider only static topologies, in which users cannot move. The following results in Figure 10 

are based on an average of 30 consecutive experiments with random base-station failure in each 

experiment. 

 

Figure 10 Static topology and dynamic topology - average delay performance for different routing algorithms 

under bursts of traffic.  low load λ= 2, high load λ = 5 

This experiment was conducted for a high load as shown in Figure 10. To illustrate the arrival ratio 

metric in such an online setting, we measured the number of packets that dropped within our sliding 

window. From these results, it is evident that all algorithms can recover from the node failure situation, 

although we observe that the average delay does not return to its initial value after the node has 

recovered. In our opinion, this is because the other base stations' queues are already congested at 

this point. This results in a more congested network than before the node failure. In conjunction with 
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the fact that the arrival rate process does not change over time, performance is degraded under higher 

loads. 

 

Figure 11: Performance for different routing algorithms in case of node failure for high load λ = 5. 

 

Figure 12: Illustration of the performance of different routing algorithms through their training procedures. 

A further, but equally significant, conclusion we can draw from these measurements is that while 

Relational A2C has a lower delay than Centralized Routing in Figure 11a its packet loss rate is higher 

in Figure 11b. This demonstrates the importance of using both arrival rate and average delay in our 

analysis. 

2.10 Algorithm Convergence 

In this section, we examine the algorithm's convergence time under a constant load, starting with a 

random initialization point. According to our results, all versions of our algorithm were able to 

converge to a similar solution, as opposed to the other baselines that suffer from performance 

degradation. Thus, we conclude that all Relational A2C-based algorithms were able to achieve a better 

routing solution than traditional algorithms. The results presented in Figure 12 are the average of 

those measurements. 

Additionally, we found that centralized training achieved the fastest convergence among the different 

training paradigms of our proposed method. In fact, this convergence gap arises because the different 
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agents share their experience implicitly through the mutual updates of both the actor and the critic 

among all the base stations. Furthermore, we conclude that Fed-Relational A2C performs better than 

Dec-Relational A2C in terms of convergence. In general, this difference can be understood intuitively 

since federated learning approaches manage the trade-o_ between a fully decentralized training 

paradigm and a centralized training paradigm. Another interesting phenomenon is that Full Echo Q-

Routing appears to be the fastest algorithm that converges to a stable solution (an approximated point 

of equilibrium). This rapid convergence is explained by the fact that Full Echo Q-Routing receives all 

the rewards available to it, regardless of the chosen action. As a result, it can reduce the number of 

interactions required for convergence with the environment. 

2.11 Conclusion 

In this research, we examined the problem of routing in an IAB network in which multiple IAB nodes 

operate simultaneously within the same network in order to route multiple packets towards their 

destinations. A successful joint routing policy must be developed by the IAB nodes in order to route 

packets effectively without causing network congestion. Due to physical limitations, the IAB Node is 

only able to exchange limited information with its neighbours, and thus does not know the current 

status of the entire network. This raises the interesting and unanswered question of which hops 

should be selected at each time step so that the network arrival ratio achieved by matching routing 

policies is maximal and the average packet delay is minimal. 

To identify the joint routing policy that maximizes the network's arrival ratio while minimizing the 

average packet delay, we developed a novel Relational A2C algorithm, which aims to determine the 

best joint routing strategy, based on observations collected by the IABs nodes via online learning. To 

support decentralized training, we developed two different approaches which achieve similar 

performance to the centralized training approach. For various different scenarios, we compared the 

arrival ratio and average delay of the proposed Relational A2C algorithms with those of six other 

algorithms. It was found that Relational A2C performed better than baseline algorithms in all cases 

and achieved performance similar to that of a centralized approach. Further, we demonstrated that 

network routing is crucial to reducing congestion and maximizing the utilization of network resources 

in IAB networks. These results clearly demonstrate the ability of Relational A2C based algorithms to 

learn near-centralized policies and the overall superiority of the proposed approach over existing 

methods. 
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3 Machine learning based Grant-free NOMA for Massive Machine-
Type Communication Integrated with Intelligent beamforming. 

3.1 Related works and motivation 

The massive machine type communication (mMTC), proposed in the fifth-generation mobile 

communication (5G), will still play an critical role in the future beyond 5G and even the sixth 

generation mobile communication (6G). In mMTC scenarios, e.g., the internet of things (IoT), a cellular 

base station (BS) usually needs to serve a large number of users. Non-orthogonal multiple access 

(NOMA) has been verified as an effective method to support the massive user access with limited 

channel resources [1-5]. Another characteristic of the mMTC scenario is that at any given time only a 

small fraction of potential users are active and transmit small data packets, i.e., the user activity is 

sporadic [6-9]. In this case, still using the conventional grant-based NOMA techniques would cause 

the large access delay and signalling overhead. Therefore, an efficient communication paradigm shift 

is necessary to enable the low-latency and high-reliability mMTC applications. 

3.1.1 Related works 

Recently, the uplink grant-free NOMA methods have been proposed by researchers as feasible 

solutions. Roughly speaking, in the grant-free access, the active users could directly transmit data 

using the available channel resources that the BS broadcasts periodically, without needing the 

complicated channel access request and granting process [10]. Thus, the grant-free access is effective 

in the mMTC applications, in reducing the access delay and signalling overhead due to the sporadic 

and small-scale data transmission. In the meantime an issue in the grant-free access occurs, that is, 

the BS could not identify the active users before data transmission. Therefore, blind user activity 

detection is necessary at the BS by using the sum received signal of the active users.  

Due to the sporadic transmission property in mMTC, the received signal can be sparse with high 

probability. The compressed sensing (CS) techniques are promising in recovering the sparse signals 

from the far fewer samples than those required by the classic Nyquist sampling [11–13]. Accordingly, 

the number of necessary resource elements used for data transmission can be reduced when 

considering the CS-based receiver. The integration of the CS and grant-free MOMA depends on the 

transceiver design. At the transmitter, the active users modulate the information bits into modulated 

symbols, and then spread them onto the specific subcarriers for multiplexing transmission. The widely 

used coding techniques include the low density signature (LDS) [1], the sparse code multiple access 

(SCMA) [2, 3, 14, 15] and the index modulation (IM) [16, 17], etc.. At the receiver, the received signals 

on different subcarriers are sampled simultaneously which are used for the user activity detection and 

data recovery by mean of the CS techniques [10–13, 18]. 

Extensive CS-based sparse signal recovery methods have been proposed, including the orthogonal 

matching pursuit (OMP) [19], compressed sampling matching pursuit (CoSaMP) [12], subspace pursuit 

(SP) [13] and approximate message passing (AMP) method [18], etc. These methods require prior 

knowledge of the user sparsity level, which is often impractical in engineering applications. Further 

considering the data transmission in consecutive slots usually in mMTC scenarios, the time correlation 

has been utilized in existing methods for the enhanced user activity detection and signal recovery in 

grant-free NOMA systems [20–27]. 

The assumption on the time correlation of the user activity is divided into two categories. The first one 

is that the user activity stays constant in one frame, called frame wise (block) sparsity. Based on this, 
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the modified AMP [20], SP [21] and block-coordinate-descent (BCD) [22] methods were respectively 

developed for the joint user detection and data recovery in grant-free NOMA. These methods do not 

require the prior user sparsity level but to estimate it based on the prior noise power. In particular, to 

avoid using the prior information of the noise level, the authors in [21] also proposed a cross-

validation-based method to determine the user sparsity level in light of the residual energy computed 

by the measurement samples selected in advance. The authors in [23] considered an orthogonal 

approximate message passing (OAMP)-multiple measurement vector (MMV) algorithm with simplified 

structure learning (SSL) and accurate structure learning (ASL), termed as OAMP-MMV-SSL and 

OAMPMMV-ASL, respectively. These two methods can iteratively estimate the user sparsity ratio and 

the noise variance based on the expectation maximization [23]. 

The second assumption is called dynamic user sparsity where the user activity can be different in 

consecutive slots. A dynamic CS method [24] and a modified SP method [25] were proposed 

respectively, by utilizing the time correlation of adjacent user support sets for enhanced user 

detection performance. In addition, the weighted 𝑙2,1  minimization model-based method was 

proposed with further enhanced detection performance [26]. The aided single bit transmission with 

value 0 or 1 was also applied to detect whether the active user has data to transmit in current slot in 

scenarios with the dynamic sparsity [27]. All of them require the noise level as the prior information. 

3.1.2 Motivation 

The aforementioned CS-based methods for grant-free NOMA system are usually based on the single-

antenna BS. Recently, [28] demonstrated that, both the missed device detection and the false alarm 

probabilities for activity detection can always converge to zero by utilizing the vector AMP algorithm 

[18], in the asymptotic massive multiple-input multiple output regime. A joint spatial-temporal-

structured adaptive SP method was proposed for grant-free NOMA to jointly estimate channels and 

detect users by considering the block sparsity over multiple slots and multiple antennas [29]. The 

dynamic sparsity in grant-free mMTC is also investigated in terms of the multiple antenna reception 

[27]. 

Current CS-based grant-free NOMA techniques still require a large number of channel resources for 

the accurate sparse signal recovery for massive connectivity, even though they can realise the system 

overloading to some extent. The spatial division multiple access (SDMA) technique characterized by 

the multiple-antenna BS has been verified effective to support massive user connectivity, especially 

when integrating with the power-domain NOMA techniques [30–36]. Therefore, it is a promising 

solution to integrate the SDMA with the CS-based grant-free NOMA technique in mMTC applications 

for improved spectral efficiency. However, to our best knowledge, there is no work in open literature 

that has taken this into consideration. 
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3.2 Model definition 

 

Figure 13: System architecture for the integration of beamforming and grant-free NOMA 

In this work, we study the multiuser detection (MUD) and data recovery (DR) for the uplink grant-free 

NOMA to a multiple-antenna BS. We consider i) the first temporal correlation assumption, i.e., the 

frame-wise block sparsity for each user; ii) the coherent grant-free access type with the channel 

information estimated using pilots before the data transmission [20-26].  

We consider the spreading-based grant-free NOMA in a multiple-antenna cellular system to support 

the mMTC with limited channel resources. As shown in Figure 13, NQ users (devices) are grouped into 

N clusters according to their channel correlation by using common clustering methods, such as K-

means [34, 37, 38]. The main steps of K-means clustering are as follows:   

• Step 1 Given the number of clusters N  

• Step 2 Select N data objects as the initial cluster centres randomly 

• Step 3 Calculate the distance of each data object 

• Step 4 Classify the data object into the cluster 

• Step 5 Adjust the new cluster and recalculate the centre of the new cluster 

• Step 6 Repeat the above three steps to find if the centre converges 

Without loss of generality, the equal-size clusters are assumed, e.g., Q users in each cluster n = 1, 

2, ... ,N. The BS is equipped with a uniform linear array with M antenna elements while all users are 

with a single antenna. All user clusters employ the same frequency resources, i.e., K subcarriers, for 

simultaneous communication with the BS. To support mMTC, we consider an overloaded system with 

K < NQ.  

3.2.1 Signal model 

 A slow-fading channel is assumed, which remains unchanged within a coherence time interval (longer 

than the frame length of the mMTC). Assuming the line-of-sight transmission only, the angle of arrival 

(AoA) from user q can be denoted as  𝜃𝑛,𝑞  and the steering vector is defined as,  𝒂𝑛,𝑞 =

[1, 𝑒𝑗2𝜋 𝑑𝑠𝑖𝑛 𝜃𝑛,𝑞/𝜆, … , 𝑒𝑗2𝜋 (𝑀−1)𝑑𝑠𝑖𝑛 𝜃𝑛,𝑞/𝜆]
T

, where e is the Euler’s number, 𝜆 is the carrier wavelength 

and d is the distance between the adjacent antenna elements, usually set to be a half wavelength 𝜆/2. 

The channel gain vector 𝒈𝑛,𝑞,𝑘 between the user q and the multiple-antenna BS using subcarrier k can 

be modelled as the product of the channel fading and the steering vector, defined as 𝒈𝑛,𝑞,𝑘 =

𝑓𝑛,𝑞,𝑘𝒂𝑛,𝑞, where the channel fading 𝑓𝑛,𝑞,𝑘 consists of the large-scale fading, including the path loss 

and shadowing fading, and the small-scale random fading following the standard complex Gaussian 

distribution. 
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The received signal at the BS on subcarrier k and at slot t can be formulated as,  

𝒚𝑘,𝑡 = ∑ 𝑮̃𝑛,𝑘𝒙𝑛,𝑡𝑛∈ℵ + 𝒗𝑘,𝑡, 

where ℵ is the index set of all clusters, 𝒙𝑛,𝑡 is the transmitted signal vector with its qth entry being 

𝑥𝑛,𝑞,𝑡 , 𝒗𝑘,𝑡  is is the additive Gaussian noise vector and 𝑮̃𝑛,𝑘 ≜ [𝒈̃𝑛,1,𝑘, 𝒈̃𝑛,2,𝑘, … , 𝒈̃𝑛,𝑄,𝑘]  with the 

equivalent channel gain vector 𝒈̃𝑛,𝑞,𝑘 ≜ 𝑠𝑛,𝑞,𝑘𝒈𝑛,𝑞,𝑘. Note that 𝑠𝑛,𝑞,𝑘 is the spreading factor for user q 

on subcarrier k. The cascaded received signal vector 𝒚𝑡 is given by, 

𝒚𝑡 = [𝒚1,𝑡
T , 𝒚2,𝑡

T , … , 𝒚𝐾,𝑡
T ]

T
= ∑ 𝑮̃𝑛𝒙𝑛,𝑡

𝑛∈ℵ
+ 𝒗𝑡 

with the equivalent channel matrix 𝑮̃𝑛 = [𝑮̃𝑛,1
T , 𝑮̃𝑛,2

T , … , 𝑮̃𝑛,𝐾
T ]

T
 and the noise vector 𝒗𝑡 =

[𝒗1,𝑡
T , 𝒗2,𝑡

T , … , 𝒗𝐾,𝑡
T ]

T
. 

For any cluster n = 1, 2, ... , N, the multi-antenna received signal is combined by beamforming, i.e., 

𝒚𝑛,𝑡 = (𝑰𝐾 ∗ 𝒃𝑛)H𝒚𝑡 

where ∗ denotes the Kronecker product, 𝑰𝐾  is a 𝐾 × 𝐾  identity matrix and 𝒃𝑛  is the beamforming 

weight vector for cluster n. 

 By defining 𝑩𝑛,𝑙 = (𝑰𝐾 ∗ 𝒃𝑛)H𝑮̃𝑙,  𝒚𝑛,𝑡 can be rewritten as, 

𝒚𝑛,𝑡 = 𝑩𝑛,𝑛𝒙𝑛,𝑡 + ∑ 𝑩𝑛,𝑙𝒙𝑙,𝑡𝑙∈ℵ\𝑛 + (𝑰𝐾 ∗ 𝒃𝑛)H𝒗𝑡, 

where the first term on the right-hand side is the desired signal for cluster n, the second is the sum 

signal of the inter-cluster interferences, and the last is the noise term. 

3.3 Problem formulation 

The second grant-free access type is considered, i.e., the channel gains are a priori estimated. Non-

sparse spreading signatures are considered, e.g., the Zadoff-Chu sequences. With the known channel 

information and spreading signatures, one can obtain the equivalent channel gain matrix 𝑮̃𝑛. This 

section aims at developing an algorithm for optimising the beamforming weight and signal estimate 

jointly at the BS. 

Define the transmitted signal matrix for cluster n as 𝑿𝑛 = [𝒙𝑛,1, 𝒙𝑛,2, … , 𝒙𝑛,𝛵], with 𝛵 denoting the 

number of slots in one frame. The least-squares (LS) error function for MUD and DR is given 

by, 𝜉𝐿𝑆(𝒃𝑛, 𝑿𝑛) = ∑ ‖𝒚𝑛,𝑡 − 𝑩𝑛,𝑛𝒙𝑛,𝑡‖
2

2𝛵
𝑡=1 . To optimize the signal estimation, it is important to 

constrain the beamforming mainlobe towards the desired user cluster, i.e., 𝒃𝑛
H𝒂̅𝑛 = 1 where 𝒂̅𝑛 =

1/𝑄 ∑ 𝒂𝑛,𝑞
𝑄
𝑞=1  is the average of the steering vectors of the users in cluster n. The joint optimisation 

problem can be formulated as,  

argmin
𝒃𝑛,𝑿𝑛

𝜉𝐿𝑆(𝒃𝑛, 𝑿𝑛) 

          𝑠. 𝑡. ‖𝒙𝑛,𝑡‖
0

≤ 𝑠̅, 𝒃𝑛
H𝒂̅𝑛 = 1 

where 𝑠̅ is the maximum user sparsity level.  
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3.4 Proposed method 

3.4.1 Beamforming schemes 

On the one hand, the LS error in (8) can be converted into the mean squared error (MSE) when three 

conditions satisfy, i.e., 1) the number of slots (samples) is large enough, 2) the transmitted signals 

follow stationary distributions and 3) the channel states stay unchanged within a frame. By taking the 

mathematical expectation of ‖𝒚𝑛,𝑡 − 𝑩𝑛,𝑛𝒙𝑛,𝑡‖
2

2
, the MSE cost function can be obtained. With the 

mainlobe constraint 𝒃𝑛
H𝒂̅𝑛 = 1, a statistical beamforming (SBF) scheme is proposed, i.e., 

𝒃𝑛
SBF =

(∑ 𝛼𝑙𝜎𝑙
2 ∑ 𝑮̃𝑙,𝑘𝑮̃𝑙,𝑘

H𝐾
𝑘=1𝑙∈ℵ\𝑛 + 𝐾𝜎𝑣

2𝑰𝑀)−1𝒂̅𝑛

𝒂̅𝑛
H(∑ 𝛼𝑙𝜎𝑙

2 ∑ 𝑮̃𝑙,𝑘𝑮̃𝑙,𝑘
H𝐾

𝑘=1𝑙∈ℵ\𝑛 + 𝐾𝜎𝑣
2𝑰𝑀)−1𝒂̅𝑛

 

where 𝛼𝑙  is the user sparsity ratio in cluster 𝑙, 𝜎𝑙
2 is the transmission power of each user in cluster 𝑙 

and 𝜎𝑣
2 is the power of the additive noise. Practically, we can select an empirical SNR (ESNR) 𝜎𝑙

2/𝜎𝑣
2 

and a rough 𝛼𝑙  from (0, 1] without needing their exact values since the relative value of these two 

factors results in a trade-off between the suppression of the noise and interference. 

On the other hand, the small data sample per user is insufficient to match the statistics in MSE cost 

function by using the sample variance. In addition, the inaccurate ESNRs and user activity probabilities 

also influence the trade-offs between the interference suppression and noise suppression to some 

extent. Thus, an LS-based dynamic beamforming (DBF) scheme is proposed, i.e.,  

𝒃𝑛
DBF =

(𝑹𝑛 + 𝜖𝑰𝑀)−1𝒂̅𝑛

𝒂̅𝑛
H(𝑹𝑛 + 𝜖𝑰𝑀)−1𝒂̅𝑛

 

where 𝑹𝑛 = 1/(𝐾𝛵) ∑ ∑ 𝒊𝑛,𝑘,𝑡𝒊𝑛,𝑘,𝑡
H𝛵

𝑡=1
𝐾
𝑘=1  can be seen as the auto-correlation matrix of the 

interference plus noise component (IpNC) 𝒊𝑛,𝑘,𝑡 ≜ 𝒚𝑘,𝑡 − 𝑮̃𝑛,𝑘𝒙𝑛,𝑡, and 𝜖 is a diagonal loading factor. 

3.4.2 Integration of beamforming and compressed sensing 

The received signal over a frame can be represented in matrix form by, 

𝑌 = ∑ 𝑮̃𝑛𝑿𝑛
𝑛∈ℵ

+ 𝑽 

where the 𝑡th column vector of 𝑿𝑛 is 𝒙𝑛,𝑡  and the 𝑡thcolumn of 𝑽 is 𝒗𝑡. Similarly, extending 𝒚𝑛,𝑡 in 

one frame yields, 

𝒀𝑛 = (𝑰𝐾 ∗ 𝒃𝑛)H𝒀 = 𝑩𝑛,𝑛𝑿𝑛 + ∑ 𝑩𝑛,𝑙𝑿𝒍𝑙∈ℵ\𝑛 + (𝑰𝐾 ∗ 𝒃𝑛)H𝑽. 

To use the frame-wise sparsity of the user activity, we have  

𝜼𝑛 = 𝑫𝑛𝒄𝑛 + 𝒛𝑛 

where 𝜼𝑛 = vec{𝒀𝑛
T}, 𝑫𝑛 = 𝑩𝑛,𝑛 ∗ 𝑰𝛵 and 𝒄𝑛 = vec{𝑿𝑛

T}. 𝒛𝑛 is the IpNC under beamforming.  

A general framework for the integration of adaptive beamforming (ABF) and CS for uplink grant-free 

access for any user cluster n is illustrated by Figure 14. The block-sparsity based adaptive SP (ASP) 

method is considered in the CS module. 
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Figure 14: Block diagram of the joint adaptive beamforming and subspace pursuit method (J-ABF-SP): ABF 

(adaptive beamforming), ASP (adaptive subspace pursuit) 

 

Based on the beamforming weight 𝒃̂𝑛  which is initialised by the SBF weight 𝒃𝑛
SBF  before the first 

iteration, the measurements (combined signals) for the ASP are generated by (step 12 in Algorithm 2), 

𝒀̂𝑛 = (𝑰𝐾 ∗ 𝒃̂𝑛)H𝒀,   𝜼̂𝑛 = vec{𝒀̂𝑛
T} 

We also have (step 12 in Algorithm 2 and step 8 in Algorithm 3),  

𝑩̂𝑛,𝑛 = (𝑰𝐾 ∗ 𝒃̂𝑛)H𝑮̃𝑛,   𝑫̂𝑛 = 𝑩̂𝑛,𝑛 ∗ 𝑰𝛵. 

With the estimated active user set  𝜞̂𝑛,𝜄+1 at the 𝜄th iteration, the signal is estimated by,  

𝒄̂𝑛[𝜞̂𝑛,𝜄+1, 𝑇] = (𝑫̂𝑛[𝜞̂𝑛,𝜄+1, 𝑇])+𝜼̂𝑛 

𝒄̂𝑛[𝑄\𝜞̂𝑛,𝜄+1, 𝑇] = 0 
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where 𝑄 is the set of user indices for any cluster and (∙)+ denotes the Moore–Penrose inverse.  The 

vector 𝒄̂𝑛[𝑞, 𝑇] as the qth 𝑇 × 1 vector block of 𝒄̂𝑛 and denote the matrix 𝑫̂𝑛[𝑞, 𝑇] as the matrix block  

of 𝑫̂𝑛  constitued by consecutive columns from index (𝑞 − 1)𝑇 + 1  to index 𝑞𝑇 . Furthermore,  

𝒄̂𝑛[𝜞̂𝑛,𝜄+1, 𝑇] and 𝑫̂𝑛[𝜞̂𝑛,𝜄+1, 𝑇] denote the sub-vector and sub-matrix by selecting their respective 

blocks according to the indices from the set  𝜞̂𝑛,𝜄+1. To sum up, the detailed steps of the ASP algorithm 

are summarised in Algorithm 1. The finding function 𝐹(𝑉, 𝜁) selects the indices of the first 𝜁 largest 

elements of an ordered set/vector 𝑉.  

Subsequently, with the output 𝑿̂𝑛 = vec−𝟏{𝒄̂𝑛, 𝑇} of the ASP, the IpNC is estimated by 𝒊̂𝑛,𝑘,𝑡 ≜ 𝒚𝑘,𝑡 −

𝑮̃𝑛,𝑘𝒙̂𝑛,𝑡  where 𝒙̂𝑛,𝑡 is the 𝑡th column of 𝑿̂𝑛. The beamforming weight is accordingly updated by (step 

11 in Algorithm 2), 

𝒃̂𝑛 =
(𝑹̂𝑛 + 𝜖𝑰𝑀)−1𝒂̅𝑛

𝒂̅𝑛
H(𝑹̂𝑛 + 𝜖𝑰𝑀)−1𝒂̅𝑛

 

where 𝑹̂𝑛 = 1/(𝐾𝛵) ∑ ∑ 𝒊̂𝑛,𝑘,𝑡 𝒊̂𝑛,𝑘,𝑡
H𝛵

𝑡=1
𝐾
𝑘=1 .  
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A method with two steps is proposed for determining the user sparsity level. 

1) The candidate sparsity set 𝑆𝑐 = 𝑆\{𝑠 ∈ 𝑆: 𝛾𝑛,𝑠 > 𝛾́𝑛} with 𝑆 = {1,2, … , 𝑠̅} . 

2) The sparsity is given by 𝑠𝑜 = argmin
𝑠∈𝑆𝑐

‖𝜼̂𝑛 − 𝑫̂𝑛𝒄̂𝑛‖
2

2
  

Note that 𝛾𝑛,𝑠 is the temporal power ratio of the estimated transmitted signals with given sparsity 

level s, defined as (step 15 in Algorithm 2), 

𝛾𝑛,𝑠 ≜
max
𝑞∈𝛤𝑠

‖𝒙̂𝑛,𝑞‖
2

2

min
𝑞∈𝛤𝑠

‖𝒙̂𝑛,𝑞‖
2

2  

where 𝛤𝑠 is the active user set estimate with given sparsity level s and  𝒙̂𝑛,𝑞 = 𝒄̂𝑛[𝑞, 𝑇] is a block vector 

of the above signal estimate. 𝛾́𝑛 is a threshold which can be an empirical value larger than 1 when 

considering the same transmission power for the active users in the same cluster. 

To sum up, a joint adaptive beamforming and subspace pursuit algorithm (J-ABF-SP) is presented in 

Algorithm 2 [39]. 

An interference cancellation (IC) scheme is also developed in Algorithm 3 to improve the signal 

estimation based on the active user set and the initial signal estimates from the J-ABF-SP algorithm. 
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With the active user set and initial signal estimates from the J-ABF-SP algorithm, the received signal 

from each cluster n can be reconstructed as 𝑮̃𝑛𝑿𝑛,𝜄 , where 𝑿𝑛,𝜄+1 is the signal estimate after the 𝜄th 

IC. Then, we can obtain the IC-enabling received signal for cluster n, i.e., 

𝑭𝑛 = 𝑌 − ∑ 𝑮̃𝑙𝑿𝑙,𝜄𝑙∈ℵ\𝑛 . 

Then, the new measurements are generated by (step 8 in Algorithm 3), 

𝒀̂𝑛 = (𝑰𝐾 ∗ 𝒃̂𝑛)H𝑭𝑛,   𝜼̂𝑛 = vec{𝒀̂𝑛
T} 

The algorithms 2 and 3 are referred to as the IC-enhanced joint adaptive beamforming and subspace 

pursuit algorithm (J-ABF-SP-IC). 

3.5 Simulation implementation  

In this section, the MUD and DR performance of the proposed J-ABF-SP algorithms will be assessed 

through simulations, in comparison with some benchmark methods, including the CoSaMP, SP, CVA-

BSASP, Oracle-BSASP, Oracle-CREBCD, OAMP-MMV-SSL  and the OAMP-MMV-ASL methods. In 

particular, the CoSaMP, SP and the Oracle methods are evaluated with known user sparsity levels. 

Without loss of generality, we consider the transmitted symbols randomly generated from 16QAM 

constellation for all the users. For the benchmark algorithms, we consider the single-antenna (e.g., 

the first antenna) reception of any one user cluster as the received signal. For the proposed algorithms, 

we select 3 as the sparsity decision threshold for each cluster n.  

A BS with 𝑀 antenna elements is considered, serving massive users simultaneously. The users are 

assumed to be grouped based on the channel correlation into 𝑁 ≤ 𝑀 clusters with Q users in each 

cluster n, n = 1, 2,... ,N. Assume the AoAs of the users in each cluster are randomly  distributed over 

an angle range with a width of 5 degrees. Without loss of generality, we consider 𝑁 = 3 and Q = 40, 

with the central angles of the three clusters being -30, -10 and 10 degrees, respectively. All users 

employ the common K = 20 subcarriers with the same spreading signatures utilised in all the N clusters. 

In this case, the frequency-domain system overloading factor is 
𝑁𝑄

𝐾
= 600%, which increases linearly 

with the number of user clusters. We consider the user activity rate to be  𝛼 = 10%, i.e., the number 

of active users so = 4 in each cluster, which is far less than the number of the total users. Each frame 

consists of 𝑇 = 7 continuous symbol durations, following the LTE-Advanced standard. 

The detection error rate (DER) and the symbol error rate (SER) are considered as performance metrics. 

For any cluster n, the DER is defined as 𝑝𝑑,𝑛 = (𝑓𝑛 + 𝑚𝑛)/𝑄 where 𝑓𝑛 and 𝑚𝑛 denote the number of 

falsely detected inactive users and the number of missed active users, respectively. The SER is defined 

as 𝑝𝑠,𝑛 = 𝑝𝑑,𝑛 + 𝑆𝑒,𝑛/(𝑄𝑇) where 𝑆𝑒,𝑛 denotes the number of error symbols of detected active users. 

Both the DER and SER are calculated over a large number of independent trials. In the following, we 

consider the same input SNR for each user cluster n and present the average values of the DERs or 

SERs of the N clusters, unless noted otherwise. The ESNR = 13 dB for the SBF and the number of 

antennas M = 5, unless specified otherwise.  
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(a)                                                                                       (b) 

Figure 15: MUD performance with the input SNR: (a) DER; (b) SER 

Figure 15(a) shows the DERs regarding the input SNRs for different MUD methods. The proposed J-

ABF-SP algorithm performs better in user detection than the Oracle-BSASP algorithm even though the 

latter knows the user sparsity level a priori. This is because both the SBF and ABF used in the J-ABF-SP 

can suppress the IpNC contained in the received signal, leading to a higher receiver signal-to-

interference-plus-noise ratio (SINR) than that of the Oracle-BSASP. We also observe that the J-ABF-SP 

algorithm can achieve extremely low DERs even at low SNRs, e.g., -60 dB DER under the 1 dB SNR. In 

this regard, it does not matter that the J-ABF-SP presents a slightly higher DER than that of the OAMP-

MMV algorithms as the SNR increases to a certain value, e.g., 4 dB. Additionally, the results show that 

the J-ABF-SP can achieve a more than 25 dB gain in DER performance in comparison with the other 

benchmark algorithms. 

Figure 15(b) plots the SERs regarding the input SNRs for different MUD methods. It shows that the 

proposed J-ABF-SP algorithm presents a more than 8 dB gain in SER performance in comparison to the 

OAMP-MMV algorithms when the SNR is higher than 0 dB and performs even much better than the 

other benchmark algorithms. In addition, the J-ABF-SP-IC algorithm outperforms the J-ABF-SP due to 

the IC improving the SINR at the receiver. 

 

(a)                                                                                       (b) 

Figure 16: MUD performance with the number of  slots: (a) DER; (b) SER 

Figure 16 illustrates the DERs and the SERs with respect to the number of slots. We consider SNR=2 

dB for each cluster with other conditions unchanged. The CoSaMP and SP algorithms perform the 
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MUD and DR by slot, so their performance remains nearly unchanged with the number of slots. With 

only one slot, the Oracle-BSASP algorithm degenerates into the SP algorithm, resulting in the same 

DER and SER performance. The proposed algorithms achieve significantly low DERs and SERs 

compared to the benchmark algorithms, even with only one slot in a frame. Moreover, the 

performance enhancement by the proposed algorithms tends to increase with the number of slots 

and eventually converges. In particular, compared with the OAMP-MMV algorithms, the J-ABF-SP 

algorithm shows slightly inferior DER performance when the number of slots increases to 9, but 

demonstrates remarkable superiority in SER performance. 

 

(a)                                                                                       (b) 

Figure 17: MUD performance with the number of antennas: (a) DER; (b) SER 

The impact of the number of antennas M on the performance of the proposed algorithms is studied 

below. SNR=2 dB for every cluster and 7 slots in a frame are considered, with other conditions 

unchanged. Figure 17 illustrate the DER and SER of each cluster with respect to the number of 

antennas, respectively. The DERs of all clusters gradually decrease with the number of antennas. 

Specifically, the DER of cluster 2 is initially higher than those of the other two clusters with a small 

number of antennas, but approaches a similar value with the increased number of antennas. This is 

because cluster 2 is located spatially between the other two clusters and thus suffers from larger 

interferences, but this impact is mitigated with the enhanced beamforming gain and spatial resolution 

provided by the increased number of antennas. Similarly, more antennas result in better SERs and 

smaller SER differences among different clusters. In addition, J-ABF-SP-IC outperforms J-ABF-SP in SER 

performance. Moreover, the SER performance is enhanced by more than 20 dB by increasing the 

number of antennas from 4 to 6, indicating a promising prospect for the integration of SDMA and CS 

for uplink grant-free communication. 

3.6 Conclusions 

A novel architecture for the integration of the intelligent beamforming and compressed sensing 

technique is proposed for the grant-free NOMA in a MIMO cellular network. In particular, a joint 

adaptive beamforming and subspace pursuit method is developed for the blind multiuser detection 

and data recovery with the help of a novel user sparsity decision method. With the beamforming, the 

spectral efficiency is improved by supporting more users in the same frequency spectrum. In addition, 

both the detection error rate and the symbol error rate can be significantly reduced with the 

integration and data interaction between the beamforming and subspace pursuit methods. 
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4 AI Resource Allocation for the Cell-free Network with Underlaid 
D2D  

4.1 Related Works and Motivation 

4.1.1 Related Works 

Cell-free massive MIMO (CF-mMIMO) is a novel network architecture that can overcome the boundary 

limitation of traditional cell-based networks and provide consistent and robust communication service 

for all users within a coverage area [1]. However, CF-mMIMO involves many distributed access points 

(APs), which makes the resource allocation (including power allocation and beamforming design) 

optimization challenging, especially when CF-mMIMO coexists with underlaid D2D communications. 

Machine learning (ML) has emerged as a promising technique for solving the resource allocation 

problem in wireless communications, compared with the convex optimization-based methods. For 

example, in [2], deep reinforcement learning (DRL)-based power allocation was employed to solve the 

max-min and spectral efficiency (SE) maximization problems in CF-mMIMO. In [3], deep CNN was 

utilized to maximize SE in CF-mMIMO, and it was shown that the learning-based method can 

outperform the well-known use-and-then-forget-based PA method. In [4], a clustered deep neural 

network (DNN) model that leverages the large-scale fading information was proposed to implement 

power allocation in CF-mMIMO, and its performance was comparable to that of the weighted 

minimum mean square error (WMMSE) -assisted alternating direction method. 

The learning-based resource allocation methods mentioned above have demonstrated their 

superiority to the traditional methods in terms of performance and complexity. However, none of 

them have exploited the structures of wireless networks in the optimization process. Therefore, they 

cannot handle the unseen scenarios, such as the networks with varying sizes. To address this issue, 

the graph neural network (GNN) that offers the benefits of scalability, generalization and parallel 

execution has attracted considerable research interests in wireless communications. Specifically, in 

[5], a wireless channel graph convolution network (WCGCN) was developed for solving the power 

allocation and beamforming problem in device-to-device (D2D) communication systems. It was shown 

that the WCGCN trained on small-sized systems can be generalized to optimize large systems with 

higher density of devices and larger cell size. Moreover, in [6] and [7], the GNN-assisted power 

allocation in ad hoc networks was studied and the proposed methods significantly outperformed the 

conventional methods due to the GNN's generalizability. However, the GNN models for ad hoc or D2D 

networks mentioned above are all homogeneous, where only one type of nodes, e.g., transmitter-

receiver pairs, exist and they share the same contents as node features. Therefore, these GNN models 

are not applicable to the heterogeneous networks that comprise various types of base stations (BSs), 

APs and MSs, which differ in their node features such as transmit power constraint, beamforming 

vector, duplexing mode, and so on. 

To adapt GNN to heterogeneous graphs, heterogeneous Graph Neural Network (HGNN) was first 

introduced in [8] for graph mining tasks (e.g., link prediction and recommendation), and recently 

applied to tackle the optimization problems in wireless communications field. Different from [5], the 

authors of [9] proposed an HGNN-based model to handle a heterogeneous D2D system, where the 

transmitter-receiver pairs have different numbers of antennas at transmitter. An HGNN model was 

also proposed in [10] for the intelligent reflecting surface (IRS)-assisted multi-user multiple-input 

single-output (MU-MISO) systems. In this case, a single IRS and multiple DL MSs form a simple 

heterogeneous graph, which is used to learn precoders and the reflective coefficients of the IRS. 
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However, the authors only considered the scalability with respect to MSs, while neglecting the cases 

of multiple reflecting elements. In [11], an HGNN model, named bipartite graph neural network 

(BGNN), was introduced to design precoders for MU-MISO systems, where MSs and BS antennas are 

considered as two types of nodes. Although the authors demonstrated that BGNN can be adapted to 

CF networks, it cannot cope with the interference among BSs in multi-cell heterogeneous networks or 

among APs in CF-mMIMO when each BS/AP only serves some MSs. Furthermore, in [12], an HGNN-

based model was used for PA in multi-cell heterogeneous networks where BSs and MSs are 

categorized into two types of nodes showing that HGNN can outperform conventional GNN.  

4.1.2 Motivation 

The existing HGNN-related work has made great breakthroughs, but none of them can handle CF-

mMIMO with underlaid D2D, mainly due to the following obvious reasons: (i) In CF-mMIMO, each AP 

with multiple antennas can simultaneously transmit signals to multiple MSs. Moreover, each MS is 

usually served by a cluster of APs. Therefore, the node features of APs and MSs may change with the 

sizes of CF-mMIMO networks. (ii) The CF-mMIMO with underlaid D2D systems have three types of 

nodes, i.e., APs, MSs and D2D pairs. Therefore, each AP node can connect with the nearby MS nodes 

via the DL communication paths, and with the nearby D2D nodes via interference paths. Therefore, a 

CF-mMIMO with underlaid D2D network is depicted as a very complex heterogeneous graph, which 

cannot be directly solved by the off-the-shelf HGNN models designed for the cell-based networks. To 

address these challenges, in this work, we propose a novel CF-HGNN model specifically designed for 

solving the beamforming design and power allocation problem in the CF-mMIMO with underlaid D2D 

networks. 

 

Figure 18: CF-mMIMO with underlaid D2D network 

4.2 System Model 

We study a scenario of CF-mMIMO with underlaid D2D communications, as depicted in Figure 18. 

Specifically, the CPU is assumed to take charge of channel estimation and beamforming 
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implementation, while  APs of each with  antennas transmit the coded DL signal to  single-

antenna MSs. The system also contains  D2D transceiver pairs, where the transmitter equipped with 

 antennas communicate with single-antenna receiver. We assume AP-MS and D2D transmissions 

occur over the same time-frequency resource block, and hence there exists interference between 

these two types of communications.  

Let  denote the channel response between the -th AP and the -th MS, which is modelled 

as , and  denotes the channel response between the transmitter and 

receiver at the -th D2D pair, following the distribution . We further denote the 

interference channels from the -th AP to the receiver of the -th D2D pair, from the transmitter of 

the -th D2D pair to the -th MS and from the transmitter of the -th D2D pair to the receiver of the 

-th D2D pair, by ,  and , 

respectively. The  is the large-scale fading factor accounting for path loss 

and shadowing. 

4.2.1 Transmission Model 

The data transmitted at the -th AP can be written as  

  (1) 

where  is a set of MSs served by AP  determined by user clustering,  is the data for the -th MS 

satisfying ,  is the precoding vector under the constraint of , 

where  is the transmit power budget at AP . The data transmitted from the transmitter to the 

receiver within D2D pair  is given as , where ,  is the precoding 

vector satisfying  and  is the power budget at D2D transmitter. 

Then, the signal received at the -th MS can be expressed as 

  (2) 

where  is a set of APs serving MS ,  denotes the additive white Gaussian noise. 

Furthermore, the signal received at the -th D2D receiver is  

  (3) 

where  is the additive white Gaussian noise. 

Accordingly, the SINR obtained by the -th MS can be expressed as 

  (4) 
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where , . Furthermore, the SINR 

obtained at the receiver of the -th D2D pair is given as 

  (5) 

4.2.2 Problem Formulation 

In light of the maximization of total spectral efficiency and minimum QoS requirements of both AP-

MS and D2D communications, the overall optimization problem can be formulated as 

  (6) 

where  and  guarantee the normal operation of AP-MS and D2D communications, respectively. 

 limits the size of user clusters for the consideration of system complexity and spectral efficiency. As 

the optimization problem (6) is nonconvex and NP-hard to be dealt with, we resort to graph neural 

network, which will be demonstrated to exhibit low complexity and high scalability for solving 

resource allocation in CF-like wireless systems. 

 

Figure 1 An example of heterogeneous graph mapped by a CF-mMIMO with underlaid D2D network. 

4.3 From the Proposed System to a Heterogeneous Graph 

As shown in Figure 19, it is straightforward to depict the proposed system as an heterogeneous graph, 

where AP, MS and D2D pair are deemed as three types of nodes and there also exist four types of 

edges, i.e., AP-MS, AP-D2D, MS-D2D and D2D edge. To be more specific, we give an example of 

heterogeneous graph mapped by a CF-mMIMO with underlaid D2D network in Figure 20. To 
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mathematically describe the graph in this figure, we represent it as , where  denotes the 

set of nodes, and  denotes the set of edges. This heterogeneous graph has a node type mapping 

function  and an edge type mapping function , where  and  are the sets of 

predefined node types and edge types. Specifically, we have  and 

, where  and  denote the -th node type and -th edge type, respectively. 

Then, a node with -dimensional features is denoted as , while an edge between  and 

 is denoted as , which has -dimensional features. 

Given the mapping function  and , each node belongs to a particular node type of  and 

each edge belongs to a specific relation of . The neighbourhood of a node  is defined as 

. 

4.3.1 The Construction of Heterogeneous Graph for The Proposed System 

4.3.1.1 Sparse Graph Construction 

Owing to the constraint of (6d), the heterogeneous graph of our proposed system is a sparse graph. 

That is to say with the aid of user clustering, each AP only connects with a group of MSs rather than 

all of them. The specific user clustering approach used in this work is given as follows: 

(i) First, we initialize the sets  and . Then, we sequentially allocate a 

master AP  to each MS  following the principle of  

  (7) 

(ii) Next, considering the fairness among all the MSs, we find the MS  having the smallest 

large-scale channel gain, i.e., . Then, we allow it to first 

select the serving AP. This process is continuously implemented until .  

After user clustering, the connections between APs and MSs are determined. Then, to figure out the 

connections of interference path, we introduce a threshold distance . If the distance between two 

interfering nodes is larger than , these two nodes have no edge with each other. Otherwise, they 

are connected together. Accordingly, based on the above-mentioned heuristic methods, given a CF-

mMIMO with underlaid D2D network, we can transform it into a sparse heterogeneous graph. 

4.3.1.2 Node and Edge Features 

The efficient graph training requires the node and edge features to be appropriately configured. To 

this end, the node feature of AP is given by 

  (8) 

and the node feature of D2D pair is given by 

  (9) 

Note that MSs have no feature and their node features can be initialized to zero vectors, i.e., 

. Moreover, the feature of edge is defined as . 
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4.3.1.3 Data Normalization 

As shown in Section 4.3.1.2, the data involved in the node and edge features, i.e., CSI, power budget 

and Euclidean distance, have non-identical distributions with different scales. In this regard, the data 

normalization is necessary in this case. Specifically, we use the Z-score normalization method to 

separately pre-process the CSI in node feature and Euclidean distance in edge feature. Additionally, 

the data of power budget are pre-processed by max-min normalization. 

 

Figure 20: The architecture of CFD-HetGNN 

4.3.2 HetGNN-Relied Approach for Beamforming Design 

Based on the construction of heterogeneous graph, we propose a HetGNN-relied on approach for 

beamforming design, namely CFD-HetGNN. Its overall architecture is shown in Figure 20, which 

consists of two parts, i.e., aggregation plus combination layers and DNN modules. 

4.3.2.1 Aggregation Plus Combination Layers 

Once the data have been well-prepared by data normalization, the message passing process relying 

on aggregation plus combination layers commences. During the process, each node collects the 

information from the neighbouring nodes, and combine them with its own feature. Then, the updated 

feature is taken as the input for the next round of aggregation and combination. The details are 

presented as follows: 

(i) Aggregation: The node feature of all the nodes connected to node  and the feature of 

interconnection edges are first aggregated and then averaged to obtain the neighbouring 

information of node , which can be expressed as 

  (10) 

where  is an aggregator composed of the fully-connected and activation layers,  denotes 

the node feature at the  layer. 
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(ii) Combination: Then, the node combines its own information with the aggregated 

neighbouring information. Additionally, in order to maintain the original information of 

each node during the process of multi-layer combination, we add a simple residual block, 

which integrates the post-combined and the original node features together by element-

wise Mean( ) operator. The above-mentioned process at node  can be written as 

  (11) 

where  is a combiner having the same structure with . 

We should mention that the parameters of aggregator and combiner are not shared among different 

types of nodes. 

4.3.2.2 DNN Modules 

After -layer message passing, the final representation of nodes are fed into DNN modules, which 

are leveraged to calculate the beamforming vectors for both APs and D2D pairs. The computation 

process can be expressed as 

  (12) 

where . 

Then, to perform the training of CFD-HetGNN in an unsupervised way without any ground truth, the 

loss function is defined as follows: 

 

 (13) 

where  denotes all the trainable parameters of CFD-HetGNN model, and  are 

weighted factors to enforce the training process towards meeting the demand of constraints in 

optimization problem (6). 

4.4 Simulation Results 

We consider a CF-mMIMO network within an area of , where the number of APs, MSs 

and D2D pairs are set to 24, 6, and 6 respectively. The number of antennas equipped at APs and D2D 

transmitter are assumed to be  and , respectively. Furthermore, the power budget of APs is 40 

dBm, while that of D2D pairs is 30 dBm. To guarantee the basic QoSs for AP-MS and D2D 

communications, both  and  are set to 0.1 bits/s/Hz. For the consideration of system complexity 

as well as the overhead of fronthaul links, the maximum numbers of MSs that each AP can 

concurrently serve is set to 2, (i.e., ). The large-scale fading model adopted during simulation is 

given by 

  (14) 
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where  denotes the distance between any two nodes,  is the shadowing fading with a standard 

deviation of  dB and . 

As for the configuration of neural network, a two-layer CFD-HetGNN is applied on the basis of Pytorch 

Geometric [13]. To optimize the CFD-HetGNN, we leverage the Adam optimizer with a learning rate 

of 0.001. The structures of the involved MLPs for Aggregation&Combination and DNN modules are 

listed in Table I. Note that the MLPs for Aggregation&Combination include the LeakyRelu activation 

layer, batch normalization layer and Dropout layer, while that for D2D modules only include LeakyRelu 

activation layer. Furthermore, we empirically set  in (14) as {1, 0.1, 0.1, 0.1} during training. 

Moreover, we randomly generate 10000 and 1000 CF network layout samples for training and testing, 

respectively, under the assumption that APs, MSs and D2D pairs are uniformly distributed within the 

area. The batch size for training is 64, and the network parameters are only updated during training, 

which stay constant during testing. The CFD-HetGNN is run on a GeForce GTX laptop 3080Ti. 

Table 1 Architecture of involved MLPs 

 

In order to verify the performance of CFD-HetGNN, we introduce a benchmark beamforming strategy, 

namely matched filtering with equal power allocation (MF-EPA), where both AP and D2D transmitter 

employ MF precoding method and the power allocation at each AP is equally distributed to the MSs 

served. Note that the MF-EPA does not consider the QoSs of AP-MS and D2D communications. 

The training convergence of our proposed CFD-HetGNN is shown in Figure 21. The model is trained 

with 200 epochs and unsupervised training is implemented without any ground truth. It can be 

observed that 100 epochs are sufficient to achieve a satisfactory performance. 

 

Figure 21: Testing spectral efficiency vs. training epochs 

We further compare the performance of CFD-HetGNN and MF-EPA in terms of spectral efficiency. As 

shown in Figure 22(a), the system SE performance gaps between the CFD-HetGNN and MF-EPA with 

regard to 1000 testing network layouts are depicted. It can be observed that CFD-HetGNN can 

significantly outperform MF-EPA. In particular, CFD-HetGNN achieves six times higher 90% likely 
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system SE than MF-EPA method. The reason behind is that with the aid of graph representation, CFD-

HetGNN is able to fully exploit the structure of CF-mMIMO with underlaid D2D network, and hence 

the efficient interference management is relatively easy to be realized. By contrast, due to the limit 

number of antennas at both APs and D2D transmitter, MF-based method fails to manage the 

complicated interference among APs, MSs and D2D pairs. Therefore, although there is no QoS 

requirements during the implementation of MF-EPA, its performance lags far behind CFD-HetGNN.  

We also look deeper into the performance achieved by MSs and D2D pairs under two methods, as 

shown in Figure 5(b). We can see that in general D2D pairs have better performance than MSs, since 

the distance between transmitter and receiver within a D2D pair is relatively close compared with that 

between APs and MSs. Another possible reason is that, as APs work in a cooperative way, it can 

efficiently mitigate the interference signal arriving at each D2D receiver. On contrary, D2D transmitter 

with few antennas can hardly suppress the D2D-MS interference. In addition, from Figure 22(b), CFD-

HetGNN achieves better performance in terms of both MSs and D2D pairs SE.   

 

Figure 22: Performance comparison between CFD-HetGNN and MF-EPA 

4.5 Conclusions 

In this work, in order to efficiently design beamforming along with power allocation for CF-mMIMO 

with underlaid D2D systems, we proposed an advanced strategy relying on heterogeneous graph 

neural network. The CFD-HetGNN consists of aggregation plus combination layers and DNN modules, 

and it was shown to significantly outperform traditional MF method with equal power allocation. In 
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near future, we plan to equip our proposed wireless network with the capability of sensing, that is the 

integrated sensing and communication for CF-mMIMO with underlaid D2D. To address the 

complicated resource allocation and beamforming design in such a scenario, we will further improve 

the CFD-HetGNN model. 
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5 Intelligent IAB with Beam Steering based on User Location 

5.1 Aims and Objectives   

High mobility is considered as one of the important aspects in the Fifth Generation (5G) and beyond 

systems to support number of applications such as high-speed rail (HSR). It is anticipated that 

supporting speeds greater than 1000 Km/h and high data rates are essential to enhance the user 

experience in the future wireless systems and meet the future requirements [1]. However, it is widely 

believed that the current systems cannot meet these requirements due to Doppler effect and beam 

misalignment. For instance, Orthogonal frequency division multiplexing (OFDM) suffers in high 

mobility due to Doppler effect [2]. Furthermore, the beamforming becomes more challenging in the 

future systems due to the large number of antenna elements and high mobility scenarios [3]. 

Minimizing the impact of Doppler in addition to proposing an efficient beamforming scheme tackling 

the current challenges such as complexity and training overhead can boost the system performance 

and meet the future requirements.  Regarding the Doppler issue, some solutions have been proposed 

to minimize its impact and boost the system performance. For instance [4] tackled the issues caused 

by the high mobility in Millimetre Wave (mmWave) systems in order to meet the future requirements. 

This work proposed new changes to the current system to minimize the impact of Doppler effect. The 

proposed changes include shortening the subframe to minimize the interval between reception of 

channel quality feedback and the corresponding transmissions and performing feedback more 

frequently. However, these changes can cause a few issues such as system complexity and signal 

control overhead. Recently Orthogonal Time Frequency Space Modulation (OTFS) has been proposed 

as an alternative to OFDM due to its stability for high mobility communications [5]. OFDM is a well-

established modulation technique used in many wireless communication standards such as Wi-Fi (IEEE 

802.11), Fourth Generation (4G), and 5G mobile. On the other hand, OTFS is a relatively newer 

modulation scheme that aims to overcome some of the limitations of OFDM. OTFS achieves a higher 

resilience to Doppler and delay spread compared to OFDM.  It offers improved performance in 

scenarios with fast-moving users, such as HSR or vehicles on motorways.  However, one drawback of 

OTFS is its higher computational complexity compared to OFDM.  The processing required to 

transform the signal into the delay-Doppler domain and perform the inverse transformation can be 

computationally intensive. This complexity can limit the practical implementation of OTFS in some 

systems [6]. We believe that using both OTFS and OFDM in the future system can provide flexibility, 

support older devices and sensors, enhance affordability (devices equipped with OFDM system might 

stay cheaper for some time due to its maturity and popularity) and avoid the unnecessary complexity. 

In this work, we consider both systems by considering the user speed and system complexity as it will 

be shown later in this work.  On the other hand, the beamforming has also attracted the interest of 

many researchers due to its importance [3], [7], [9]–[13]. The traditional algorithms are designed to 

estimate the direction of arrival (DOA) of the signal and optimize the weights or phases of the antenna 

elements accordingly. However, these solutions are considered challenging in the dynamic 

environments as the weights need to be computed more frequently. This issue becomes more serious 

and computationally expensive when the number of antenna elements increases. It is widely believed 

that the traditional solutions suffer from a significant trade-off between the complexity and system 

performance. Furthermore, Deep Learning (DL) solution is considered as one of the potential solutions 

in beamforming design to boost the system performance [8], [9]. Some studies have addressed the 

beamforming and proposed DL algorithms to ease some of the challenges in the conventional 

algorithms such as the amount of training overhead [10]–[12]. In [12], the joint design of beamforming, 

power control and interference coordination is modelled as a non-convex optimization problem to 



6G BRAINS H2020-ICT 101017226 Deliverable D4.3 

Page 56 of (74)  © 6G BRAINS consortium 2023 

maximize the signal to interference plus noise ratio (SINR) which is solved by using Reinforcement 

Learning (RL) and Q-learning. One of the main drawbacks of this work is that the user locations and 

optimized beamforming vectors are assumed to be known. However, this information is not always 

available in real scenarios. Furthermore, DL approach has been used to propose efficient beamforming 

schemes and improve the system performance [10], [11]. Although, the DL is considered as one of the 

important approaches for fast and effective beamforming [9], [13], the existing machine learning 

network has some  challenges such as the significant amount of data required for the training and its 

complexity  (these networks are designed to learn and extract meaningful patterns and 

representations which makes it difficult to interpret and explain the conclusions made) [14]. The 

contribution of this research is summarized as follows:  

• A novel DLIRL-based beam steering scheme is implemented, which is capable to steer the 

beam with the user movement.   

• The proposed scheme combines the performance of the DL and RL. The DL is used for 

preparing the optimized beamform codebook and RL is used for selecting the best beam out 

of the optimized beamform codebook based on the user movements.   

• The training of the DLIRL is carried out based on the channel information without requiring 

the user’s location. Thus, reducing the training overheads.   

• A novel way of combining the DL with the RL and employing it for beam steering applications.   

• The proposed scheme is trained in the offline mode for a particular environment simulated 

using the MATLAB site viewer. The trained model is the employed successfully for the beam 

steering. Furthermore, the proposed scheme is sufficiently flexible for getting trained to any 

provided environment. 

5.2 Model definition 

The proposed work is designed for mmWave-based wireless communication networks. The 
considered system model comprises of I number of IAB nodes termed as IABs serving a UE fitted with 
the single isotropic antenna as shown in Figure 23. The IAB node is connected to the B5G core via an 
IAB donor. The B5G core carries the brain for the intelligent and adaptive beamforming in the form of 
a DLIRL network. Each IABs are equipped with NT antennas communicating information symbol 

 for the Kth subcarrier here K = 1…., k. Each IAB has baseband precoder vector for each Kth 

subcarrier , and for RF precoder  . The RF precoder for the lth IAB at mth antenna 
element can be modelled as a phase shifter network which is mathematically represented as 

, here  is quantized angle [15].  

The downlink transmission for the transmitted data symbol can be represented as . 

Here ,  PK is the power associated with the Kth subcarrier and k is the total number of 
subcarriers. The constraint in the total transmission power of IAB should be 

  .  

Here, . The channel vector between the lth IAB and the UE for the Kth 

subcarrier is denoted as . Then the received data stream  by the UE from the lth IAB 
during the downlink at Kth subcarrier can be written as in Eq. (1) 

 
where Pavg is the average received power at the UE. The  is the Kth subcarrier. 
noise at the UE. 
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Figure 23: B5G System Model 

 

System Model Symbol Notations 

I Number of IAB nodes 

NT Number transmit antenna elements at an IAB 

sK Information symbol for Kth subcarrier 

 Baseband precoder matrix for each Kth subcarrier 

fRF RF precoder vector 

Pavg Average received power 

 The received data stream by the UE from the lth IAB during the downlink at Kth 

hl,K Channel vector between the lth IAB and the UE for the Kth subcarrier 

5.2.1 Channel Modelling 

The channel between IABs and the UE is considered as a wideband mmWave channel with c = 1,…C 

clusters contributing to one ray of time delay as τc, AoA as ϕc and θc for azimuth and elevation angles 

respectively. The channel path loss between UE and the lth IAB over Kth is represented as Ll,K. The 

antenna array response vector between lth IAB and the UE for the Kth subcarrier is represented as 

. Mathematically the channel can be modelled for the Kth subcarrier as shown in Eq. 2 [14]: 
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Here βc is the complex gain associated with the resolvable path c. The considered channel model is 

assumed to remain constant over coherence time Tc as it is a block fading channel. 

5.2.2 Problem Formulation 

The challenges associated with 5G standards are to reach the goals of higher data rate, lower latency, 

better coverage, and high mobility. To achieve this, it is important to have the most flexible and 

controlled beamforming scheme. The existing beamforming techniques [1-6] tried to achieve 

flexibility and control via dedicated transmit/receive for each element. Considering massive MIMO-

based wireless communication systems, building this type of architecture is highly difficult due to 

extensive cost, power, and space-based limitations [12], thus, hindering the design budget. With this 

motivation, this work is dedicated to utilising an effective AI training scheme based on DL and RL 

combinedly termed DLIRL for the beamforming strategy. To quantify the goals achieved by the 

proposed scheme, the performance is evaluated by considering the beamforming system that can 

maximize effective spectral efficiency for mmWave-based wireless communication applications at UE. 

For that purpose, the achievable rate at UE for the considered hybrid beamformer, system, and 

channel model are evaluated as per Eq. (3): 

 

Here, I is the total IABs considered. The SNR represents the signal to noise ratio at UE denoted as   . 

The objective of this work is to create an effective beamforming design and channel training so as to 

maximize the achievable rate at UE. The final optimization problem can be deduced as: 

 

5.3 System Design 

The proposed scheme comprises deep learning integrated with reinforcement learning for the 

beamforming design. The employed techniques make use of the learning strategy by performing 

mapping between beamforming weights and the environmental setup, channel estimates, AoA, and 

Time Difference of Arrival (TDoA). The proposed DLIRL employs a pilot signal transmitted from UE to 

the IAB’s to learn about the channel condition and predict the optimal beamform weights. The pilot 

signals received at IABs are the result of the interaction of the signal with the environment during its 

propagation. These reflected and diffracted waves are jointly received at different IABs and carries the 

thumbprint of the environmental factors and channel conditions. The Environmental Thumbprint (ET) 

carried by these pilot signals is employed for training. The DLIRL has two periods: working and training. 

The DLIRL initiates with the training period. During this, DLIRL receives pilot sequences transmitted 

from the predefined UEs positions. The UE transmission is omnidirectional, and it carries ET. The DLIRL 

then maps the received sequence with the training process and learns it. The working period marks 

the prediction scheme of the DLIRL and performs prediction of the optimal beamform without any 
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need for additional training. Multiple advantages achieved via the proposed scheme are that it does 

not require additional resources for learning during the working period. Moreover, the proposed 

scheme employs an omnidirectional UE pilot sequence for the training period. Therefore, it has 

minimal overheads during the training period. Also, the proposed scheme can be trained for any 

environment including LoS and Non-Line of Sight (NLoS). 

5.3.1 Training Period 

 

Figure 24: Beam coherence time interval during training process 

In this period DNN observes the environment and trains the deep neural network. We consider a beam 

coherence time Tc, a concept introduced in [15] for mmWave-based wireless communication systems 

also shown in Figure 24 It can be defined as the period over which the beams are unchanging. 

Considering Ttr as the channel training period of the first Ttr
 time instants of the Tc, then Eq. (4) can be 

re-written as in Eq. (5). 

 

Figure 24 depicts the training period for deep neural network-based learning. In each Tc UE 

transmits pilot matrix  repeatedly, here K = 1, 2, 3,... , k. The received pilot sequence at lth 

IAB is as in Eq. (6): 

 

The combined beamforming strategy starts with feeding the received pilot signals from all IABs to the 

Fusion Centre (FC) comprising DLIRL. The FC first selects the RF beamform vectors for the IABs 

downlink as: 

 

Here, KRF is the RF beamform codebook. The FC then applies baseband precoder calculated as [14]: 
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The DNN is fed with the pilot symbols  as the input for the training model. The spectral efficiency 

for every RF and baseband beamform vector acts as the output shown in Eq. (5). The DNN is trained 

during this period and learns the correlation between received pilot symbols at each IABs and the ET. 

Post-training the DNN moves to the working model where it performs the prediction. The detailed 

DNN architecture is explained in section 5.3.2. 

5.3.2 DNN Architecture 

We propose a multilayer DNN structure for training the proposed model and getting adapted to the 

scenario. The inputs to the model are the Channel Impulse Response (CIR), AoA, and TDoA. The CIR, 

AoA, and TDoA which are obtained via received pilot symbols at I IABs. The DNN structure comprises 

4 hidden layers. The first layer has 12 nodes, and the remaining three layers have 10 nodes each. The 

DNN is trained end to end as a supervised learning class [16]. The DNN input is normalized based on 

the training dataset. The DNN architecture employed Rectifier Linear Unit (ReLU) as the activation 

function [17-18]. 

 

Figure 25. The DLIRL Beamforming System Model 

5.3.3 Working Period 

Based on the estimated channel, the RF and the Baseband precoding beamform codebook kRF , kBB is 

respectively formed using Eq. (7) and Eq. (8). The objective of the DNN is to maximize S 

for each IABs. The regression-based learning model is adapted such that for each lth IAB, the error 

difference between the DNNs predicted output  and the desired  output is minimum. Here, 

p = 1, 2,... , Train, the Train is the number of RF and the baseband beamforming vectors. Mathematically 

DNN is trained to minimize the error function e(w) for the set of different weight values of the DNN. 

The e(w) for the lth IAB can be written as in Eq. (9): 

 

here  is the mean square error (MSE) between the predicted output  and the 

desired  output. The optimal RF and the baseband precoding vectors get updated in the 
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beamform codebook kRF , kBB respectively. From this stage onwards, the work of the Integrated RL (IRL) 

begins. The IRL employs the deep Q network for fine-tuning the beamform. The IRL goes through the 

optimized RF and baseband beamform codebook to further fine-tune the beamform vectors and steer 

the beam more precisely to the user location. The deep RL network employed in this work is shown in 

Figure 25. The objective of the IRL network is to maximize the received UEs SNR for the given 

beamform vectors. The received power at UE for the time instant t from the lth IAB can be denoted as: 

 

Here  is the transmitted power associated with the lth IAB at time instant t. Now the received 

UEs SNR for the signal from the lth IAB can be written as: 

 

The maximization problem for the IRL is as shown in Eq. (12) such that the transmission power of each 

IAB should be within the total permissible power of each IAB i.e. . 

 

In this research, an effort is made to fine-tune beam steering via DRL fed with the DNN optimized 

beamform vectors, UE location, and IAB transmit power to jointly control them to maximize Eq. (12). 

The IRL is an efficient deep learning Q network. The state-space τ associated with the IRL are  

indicating the transmission power of the lth IAB,  which is the beamform vectors associated with 

the lth IAB. The  indicates the deployed UE locations employed in the training. Action space A 

involves regulation in the transmission power and beamform vectors from the codebook kRF , kBB of the 

respective IABs. 

5.3.4 Deep IRL Model 

The deep IRL involves training of the Q Neural Network (NN) as shown in Figure 25. For the policy po 

the value of the state s and action a is given as . For converging to the optimal state-action 

value  we employed the NN architecture. The NN is defined by its weight values as  for each 

time step t. The  is represented as . The state action value in terms of NN weights can be 

represented as  as shown in Algorithm 1 below.  

The NN architecture of the deep IRL has the activator in the form of sigmoid function as 

[10]. Here the objective function for the NN of the IRL is to minimize the Mean 

Square Error (MSE) represented as: 
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Here 

 

The  is the reward for the agent post taking the action a and moving from state s at time t 

to state s′. The a′ represents the next action to be taken. The weights of the NN are updated based on 

the gradient descent as: 

 

Here, step indicates the step size having a value between 0 and 1. In the proposed IRL, the value 

is estimated based on the approximation  that minimizes the MSE . The 

proposed scheme is implemented corresponding to the downlink scenario. Here, IABs are separated 

at an estimated distance, and user equipment is positioned at a specific geographical location within 

the coverage of IABs. Also, these UEs move at a particular velocity. In this work, it is fixed at 20 mph. 

The reward function for the IRL is estimated based on the performance of an action on meeting the 

threshold SINR. The maximum reward at a unit time step is assigned to the agent having the best 

performance. 

 

5.4 Results  

In this result analysis, we will examine the performance of Orthogonal Time Frequency Space (OTFS) 

signals compared to Orthogonal Frequency Division Multiplexing (OFDM) signals in terms of Bit Error 
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Rate (BER) as a function of Signal-to-Noise Ratio (SNR). The objective is to understand the conditions 

under which OTFS signals exhibit better performance than OFDM signals. OTFS is a relatively new 

modulation and coding scheme that has gained attention for its ability to combat severe multipath 

fading channels, which are common in wireless communication systems. OFDM, on the other hand, is 

a widely used modulation scheme known for its spectral efficiency. The goal of this analysis is to 

determine under which SNR conditions OTFS signals demonstrate superior BER performance 

compared to OFDM. 

5.4.1 Experimental Setup: 

Signal Generation: Simulated OTFS and OFDM signals with comparable parameters such as bandwidth 

and symbol rate. 

Channel Model: Modelled a fading channel with severe multipath effects to stress-test both 

modulation schemes. 

SNR Range: Varied the SNR over a wide range of values. 

Error Detection: Employed suitable error detection and correction mechanisms, such as Viterbi 

decoding for OTFS and FFT-based equalization for OFDM. 

Data Collection: Collected BER data points at each SNR level. 

 

Figure 26: BER against SNR for OTFS and OFDM at 200 miles per hour 

5.4.2 Results  

The BER vs. SNR curves for both OTFS and OFDM signals were plotted and analysed. The following 

observations were made and shown in Figures 26-28: 

Performance in Severe Fading Channels due to high speed: OTFS demonstrates significantly better BER 

performance than OFDM in environments with severe multipath fading. As SNR decreases and 

multipath effects become more pronounced, OTFS maintains a much lower BER compared to OFDM. 
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Robustness to Delay Spread: OTFS's performance advantage can be attributed to its inherent ability 

to combat delay spread effectively. It exploits the full spatial-temporal diversity of the channel, 

resulting in improved symbol recovery even in highly dispersive channels. 

OFDM's Spectral Efficiency: In scenarios with high SNR and minimal multipath fading, OFDM may 

exhibit better spectral efficiency due to its higher data rate capabilities. However, this advantage 

diminishes as the channel conditions degrade due to higher speed. 

 

Figure 27: Average Spectral Efficiency against Number of Antenna Elements for OTFS and OFDM at 200 miles 

per hour 

 

Figure 28: BER vs. SNR 
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5.5 Conclusion 

The results of the BER vs. SNR analysis clearly indicate that OTFS signals outperform OFDM signals in 

channels characterized by severe multipath fading and delay spread. OTFS's unique spatial-temporal 

processing capabilities make it a compelling choice for wireless communication systems operating in 

challenging environments, such as urban or indoor scenarios. However, it's essential to consider the 

specific requirements and constraints of the communication system when choosing between OTFS 

and OFDM, as OFDM may still be preferred in scenarios with ample SNR and available bandwidth. 

In summary, OTFS modulation offers a promising solution to address the challenges of multipath 

fading, and its superior BER performance at low SNR levels makes it a strong candidate for future 

wireless communication systems in demanding propagation conditions. Further research and practical 

implementations are needed to harness the full potential of OTFS in real-world applications. 
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6 Advanced Test and Simulation Tools  

Train and test of any AI driven algorithms in the future network requires proper data sets. The accuracy 

of the developed algorithms is dependent on the accuracy of these data sets and therefore, having 

access to them can be a valuable asset. Unfortunately, there are not many datasets available to be 

used in the public and the condition that those data sets have be recorded are fixed and can’t be 

modified. The TM500 developed at Viavi along with its user interface is capable of producing this kind 

of data sets that might be used in development and train and test of the AI algorithms.  

The TM500 Family of products are used for functional, system integration, capacity and stress testing 

in the lab and emulate up 1000’s of mobile devices, across multiple cells to set-up and test 4G and 5G 

Base Stations. 

We should pay attention that although in this report we are just looking into user feedback in the 5G 

networks, but we can provide a wider range of information that can be also used in xApps design and 

implementation in the RIC. RIC stands for RAN Intelligent Controller and is an open platform designed 

to host RAN control applications (called xApps) which will be developed by specialist software 

developers – sometimes external to the RIC vendor. 

RIC enables the optimization of RAN resources through near real-time analytic processing and 

provides adaption recommendations. The RIC is usually cloud native, and a central component of an 

open and virtualized RAN network. The RIC is an O-RAN Alliance defined network component that 

aligns with 3GPP Release 15 and beyond, it supports network slicing, mobile broadband, mission 

critical communications etc. The data generated using the Viavi test equipment is also perfect to test 

the AI-based RAN control applications (xApps).  

It helps operators to optimize and launch new services by allowing them to make the most of network 

resources. It also helps operators to ease network congestion.  

6.1 Channel Model 

In this part we will briefly look into the channel model specifications which is used in the user emulator. 

First, we should mention that the emulator basically do all the functions of a real user, including 

synchronization, transmitting RACH, attachment to the network with the related signalling and then 

providing the feedback according to the instructions of the gNB. The CSI feedback which is defined in 

3GPP documents are quite complicated and depending on the different setting in the network may 

vary a lot. Therefore, the current UE emulator can provide interesting logs based on the settings of 

the gNB.  The channel modelling includes large and small scale fading and A general multi antenna 

transmitter at the base station is considered. The model of the transmitter is the same as our previous 

work published in D4.2. In our model, the base station (BS) is equipped with 𝑁 transmit antenna 

elements, which are arranged in a 𝑁1 × 𝑁2 size panel of cross-polarised antenna pairs. Hence, 𝑁 = 

2𝑁1𝑁2, where 𝑁1 is the number of columns, 𝑁2 is the number of rows and 2 is the number of 

polarisations. The set of precoding matrices, also known as codebook, are set up and each precoding 

matrix is formed from basic beamforming vectors. Each beamforming vector is a discrete Fourier 

transform (DFT) vector of length 𝑁1𝑁2 with oversampling factors 𝑂1 and 𝑂2, where 𝑂1 = 4 and Thus, 

there are 𝐾 = 𝑂1𝑂2𝑁1𝑁2 beamforming vectors in total. 𝑂1𝑂2𝑁1𝑁2 beams point to 𝑂1𝑂2𝑁1𝑁2 distinct 

directions. Depend on antenna structure at BS antenna panel, the angle width in azimuth and zenith 

dimensions, such as in the bounded area of directions, are not lower than the gain of the boresight 

direction subtracts 3dB, which is also called 3dB azimuth and zenith beamwidths. The 3dB azimuth 

bandwidth, denoted by ∅3dB, and 3dB zenith beamwidth denoted by  𝜃3dB are the model parameters 
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specified by end users. Furthermore, the gain to a direction is a composition of two factors, the gain 

due to directional antenna elements and the gain from a beamforming technique. This composite gain 

is represented by a single input by end users, 𝐺, which takes the value of 10log10(𝑁1𝑁2)dB by default. 

Meanwhile, the model also takes the spherical coordinate of the UE, (𝑟, ∅, 𝜃), as the model input, 

where 𝑟 is the distance between the BS and the UE, ∅ is the UE azimuth angle, and 𝜃 is the UE zenith 

angle. Provided that the Cartesian coordinate of the UE relative to the BS is (𝑥, 𝑦, 𝑧), we have:  

𝑟 = √𝑥2 + 𝑦2 + 𝑧2; 

∅ = arg (𝑥 + 𝑗𝑦); 

𝜃 = arccos (
𝑧

√𝑥2+𝑦2+𝑧2
), 

where arg (∙) denotes the argument (phase) of a complex number and arccos (∙) is the inverse cosine 

function. 

The developed model models the large scale (i.e., slow fading pathloss) and small scale (i.e., multipath 

fast fading) radio propagation effects. Slow fading pathloss model of each link follows the simple free 

space pathloss (FSPL) model, where the pathloss exponent is set to 2 and no shadowing effect is 

considered. The reason we only support pathloss exponent of 2 is because there is little benefit/effect 

for the modelling feature. Meanwhile, we do not introduce shadowing, aiming to avoid difficulty in a 

case that one wants to test a behaviour requiring a deterministic outcome.  Fast fading, which is based 

on a stochastic model, should bring in sufficient degree of uncertainty for a scattering environment, 

and it will be used to reflect through the CSI and hybrid automatic repeat request (HARQ) 

acknowledgement (ACK)/negative-acknowledgement (NACK) feedback reporting sent to the BS. In 

combination with the channel SNR, channel gain coefficients are used to generate instantaneous SNR, 

which is then used directly to map to RI, CQI and used to populate HARQ ACK/NACK. 

In our model, fast fading component adopts the tapped delay line (TDL) models following the 3GPP 

specification. Each TDL model is associated with a channel delay profile, namely TDL-A, TDL-B, TDL-C, 

TDL-D or TDL-E. When a channel delay profile is specified to a link between the BS antenna and a UE’s 

antennas, the channel is time dispersive and its impulse response has several random components, 

each is a Jakes process, at different delays. The variances of those random components are allocated 

according to the delay profile and the sum of variances is KdB lower than the deterministic component 

cause by LoS path. Since each channel delay profile specified in the 3GPP standard only defines the 

powers at normalised delays, a parameter called delay scale needs to be set to derive the actual delays 

for all the taps. 

The tool performs a system level emulation for the users and is constantly evolving to capture more 

complicated channel types and improve the accuracy of the modelling. The current Mobility and 

Traffic Simulation (MTS) provides the ability to model large scale fading (via path loss) and small-scale 

fading (i.e., multi-path fast fading). 

The fast-fading model effect is reflected in: 

• The CSI report (i.e., RI and CQI) 

• The PDSCH ACK/NACK reported. 

• The PUSCH frequency response 

For the fast fading and beam selection, some simplifying assumptions are made to make it feasible to 

model the channel of thousands of users in the hardware. Otherwise, calculations of the CQI and PMI 

for the users will be prohibitively complicated and impossible to be carried on the available servers. 
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Certain state of the art algorithms have been developed to keep the emulator practical and make it 

possible to emulate the behaviours of several UEs in networks with different settings.   

6.2 The main GUI and its parameters 

The GUI is a convenient way to define different basic parameters of the system and set up the scenario. 

The main panel of the GUI is shown in the following figure 29. 

 

Figure 1 The main settings in the UE emulator GUI 

Each new scenario is called a campaign. In each campaign we can define a new setup with a different 

setting. The available settings are: 

• Cells and routes  

• Mobility 

• Traffic mixes 

• Activity profile 

• Subscriber profile 

• RDA server configuration 

Among these, the first four setting are more relevant to our project.  

According to Figure 29, the layout of the network is defined in the “cell & routes”. By clicking it, we 

will see the following window shown below in Figure 30. 
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Figure 2 Cells and routes configurations 

In the cells and routes configurations, we can define the layout of the network. This include the 

location of the base stations, the type of the base station (4G/5G), number of sectors, the radius and ... 

For example, In the shown set up, we have 3 different cells that one cell, shown in red is a 4G cell and 

the other two which are shown in light green, are the 5G cells. Each cell can have a separate dedicated 

setting (See Figure 31 below).   

 

Figure 3. 5G NR gNB settings 
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In addition to the layout of the network, we can define different routes in the network along which 

users will travel. We can define the routes by setting waypoints in a trajectory. Then using the Mobility 

tab, we can customize how the UEs move along the routes in your Campaign by defining their speeds, 

distributions, and staggered start times. A snapshot of this tab and some of the settings is shown in 

Figure 4. According to the inputs in this window, the velocity of the users is calculated between the 

waypoints and then then is converted to radial velocity and therefore, the doppler values for different 

users are calculated. From the input parameters, the mobility model will run online and produce a 

series of instantaneous CSI reports based on the user’s configuration, which include UE’s location, UE 

specified RI, wideband PMI, wideband and sub-band CQI, and HARQ ACK/NACK status when requested.   

 

Figure 4. UE Mobility setting  

We can further change the traffic type of the UEs and also define their internal capabilities, but these 

settings are out of the scope of our specific task.  

6.3 Simulation implementation  

The purpose of this report is to show how we can log user generated feedback information in the 

current commercial UE emulator and use the information to train different AI based algorithms using 

them. We should mention that to do so, we have made some changes in the settings to enable logging 

the channel state information for all UEs in the network. We get the log directly from the emulator 

and in fact we do not transmit them in the uplink. Transmitting to the uplink will be time consuming 

and needs extra effort to analyse and extract the required info. A sample of the generated log for a 

network with following settings is generated as depicted in the picture.  

Simulation settings:  

Number of NR cells, : 2 [cell id= 151 , 4.8GHz carrier freq] 

Number of NR sectors: 4     (sec1: 0-90 deg, sec2: 90-180deg; sec=180-270deg; sec4=270-360deg) 

Antenna panel spec: 32 ports 

Number of Users (UEs): 64 

Trajectory of the users :  (cartesian plane) 
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gNB position: (0,0), (500,0) 

UE position: start from (200, 200) to (500, 500) and back in loop between those way points 

CSI setting: 

cri-RI-PMI-CQI 

cqi-FormatIndicator widebandCQI 

pmi-FormatIndicator widebandPMI 

n1-n2 eight-two-TypeI-SinglePanel 

codebookMode 1 

aperiodicTriggerStateList setup 

Mobility profile: AWGN Downlink slow fading enabled in UEs. 

 

Figure 5: UE log generated by the UE emulator servers. 
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7 Summary 

These deliverable details the research performed in Work Package 4 during the second period of the 

6G Brains project. The research topics included modelling and analysis of the different 6G potential 

architectures, access technologies and AI based modules as follows: 

1. The intelligent cell-free IAB scheduler for traffic routing to maximize the network's arrival ratio 

while minimizing the average packet delay,  

2. The grant-free NOMA for massive machine-type communication integrated with intelligent 

beamforming,  

3. The AI based hybrid user terminal modelling and resource allocation for the cell-free network 

with underlaid D2D, 

4. Intelligent IAB with beam steering based on user location and 

5. the advanced test and simulation tools for multi-UE mobility behaviours modelling and 

channel evaluation.  

The main content of the deliverable is described below.  

1. In this deliverable, the problem of routing in an IAB network is examined in which multiple 

IABs nodes operate simultaneously within the same network in order to route multiple 

packets towards their destinations. To identify the joint routing policy that maximizes the 

network's arrival ratio while minimizing the average packet delay, a novel Relational A2C 

algorithm is developed to determine the best joint routing strategy, based on observations 

collected by the IABs nodes via online learning. To support decentralized training, two 

different approaches are developed, which achieve similar performance to the centralized 

training approach. For various scenarios, the arrival ratio and average delay of the proposed 

Relational A2C algorithms are compared with six baseline algorithms. It was found that 

Relational A2C performed better than baseline algorithms in all cases and achieved 

performance similar to that of a centralized approach. Further, it is demonstrated that 

network routing is crucial to reducing congestion and maximizing the utilization of network 

resources in IAB networks. These results clearly demonstrate the ability of Relational A2C 

based algorithms to learn near-centralized policies and the overall superiority of the proposed 

approach over existing methods. 

2. A novel architecture for the integration of the intelligent beamforming and compressed 

sensing technique is proposed for the grant-free NOMA in a MIMO cellular network. K-means 

method is employed for the user clustering for the spatial division multiple access for the 

spatially distributed machine-type users. In particular, a joint adaptive beamforming and 

subspace pursuit method is developed for the blind multiuser detection and data recovery 

with the help of a novel user sparsity decision method. With the beamforming, the spectral 

efficiency is improved by supporting more users in the same frequency spectrum. In addition, 

both the detection error rate and the symbol error rate can be significantly reduced with the 

integration and data interaction between the beamforming and subspace pursuit methods. 

3. In order to efficiently design beamforming along with power allocation for CF-mMIMO with 

underlaid D2D systems, we proposed an advanced strategy relying on heterogeneous graph 

neural network. The CFD-HetGNN consists of aggregation plus combination layers and DNN 

modules, and it was shown to significantly outperform traditional MF method with equal 
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power allocation. In near future, we plan to equip our proposed wireless network with the 

capability of sensing, that is the integrated sensing and communication for CF-mMIMO with 

underlaid D2D. To address the complicated resource allocation and beamforming design in 

such a scenario, we will further improve the CFD-HetGNN model. 

4. A novel DLIRL-based beam steering scheme is implemented, which is capable to steer the 

beamform with the user movement.  The proposed scheme combines the performance of the 

DL and RL. The DL is used for preparing the optimized beamforming codebook and RL is used 

for selecting the best beam out of the optimized beamforming codebook based on the user 

movements.  The training of the DLIRL is carried out based on the channel information without 

requiring the user’s location. Thus, reducing the training overheads.  A novel way of combining 

the DL with the RL and employing it for beam steering applications. The proposed scheme is 

trained in the off-line mode for a particular environment simulated using the MATLAB site 

viewer. The trained model is the employed successfully for the beam steering. Furthermore, 

the proposed scheme is sufficiently flexible for getting trained to any provided environment. 

5. The TM500 Test and Simulation tool was developed along with its user interface, capable of 

producing this kind of data sets that might be used in development and train and test of the 

AI algorithms. The TM500 Family of products are used for functional, system integration, 

capacity and stress testing in the lab and emulate up 1000’s of mobile devices, across multiple 

cells to set-up and test 4G and 5G Base Stations. In this report, it looks into user feedback in 

the 5G networks, but a wider range of information can be provided, that can be also used in 

xApps design and implementation in the RIC (RAN Intelligent Controller).  The data generated 

using the test equipment is also perfect to test the AI-based RAN control applications (xApps). 

It helps operators to optimize and launch new services by allowing them to make the most of 

network resources. It also helps operators to ease network congestion. 

 

 

 

 


