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Abstract

Selective forwarding attacks may corrupt some mission-critical applications such as military surveillance and forest fire monitoring in wireless
sensor networks. In such attacks, most of the time malicious nodes behave like normal nodes but will from time to time selectively drop
sensitive packets, such as a packet reporting the movement of the opposing forces, and thereby make it harder to detect their malicious nature.
In this paper, we propose CHEMAS (CHEckpoint-based Multi-hop Acknowledgement Scheme), a lightweight security scheme for detecting
selective forwarding attacks. Our scheme can randomly select part of intermediate nodes along a forwarding path as checkpoint nodes which
are responsible for generating acknowledgements for each packet received. The strategy of random-checkpoint-selection significantly increases
the resilience against attacks because it prevents a proportion of the sensor nodes from becoming the targets of attempts to compromise them.
In our scheme, each intermediate node in a forwarding path, if it does not receive enough acknowledgements from the downstream checkpoint
nodes, has the potential to detect abnormal packet loss and identify suspect nodes. We explore the feasibility of our detection scheme using
both theoretical analysis and simulations. The simulation results show that our scheme can achieve a high detection rate, even in harsh radio

conditions. The communication overhead incurred by our scheme is also within reasonable bounds.
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1. Introduction

Wireless sensor networks (WSNs) are ideal candidates for
monitoring environments in a wide variety of applications such
as military surveillance and forest fire monitoring [14]. In such
a network, a large number of sensor nodes are deployed over
a vast terrain to detect events of interest (e.g., enemy vehicles,
outbreaks of forest fires), and to deliver data reports to the
base station over multi-hop wireless paths. The node-patterned
deployment of WSNs, however, can be the focus of certain
types of malicious attack. One such strategy is the selective
forwarding attack, first proposed by Karlof [6]. Fig. 1 shows an
example sensor network under selective forwarding attacks. As
shown in the figure, two compromised nodes selectively drops
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sensitive packets, for example, a packet reporting the enemy
tank movements. The dropping rate should be higher than the
normal packet loss rate (i.e., due to the poor channel condition)
to ensure no sensitive packet pass. This kind of attack is typi-
cally most effective when the attacking nodes are explicitly in-
cluded on the path of a data flow. They can corrupt a number of
existing routing protocols such as TinyOS beaconing, directed
diffusion [5], GPSR [7], GEAR [17], and clustered based pro-
tocols, especially when they are used in combination with other
attacks such as wormhole and sinkhole attacks.

The adversary may incur abnormal packet loss in two ways,
from inside the network via maliciously dropping packets go-
ing through compromised nodes or from outside the network
by jamming the communication channels between uncompro-
mised nodes, as shown in Fig. 1. Usually, adversaries prefer
inside attacks because they put the adversary in a position to
know more about passing packets, thereby enabling them to se-
lectively drop sensitive packets. In this paper, we also mainly
focus on selective forwarding attacks from inside compromised
nodes.
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Fig. 1. An example sensor network under selective forwarding attacks.

One possible approach that can be used to decrease the im-
pact of selective forwarding is to use a multipath forward-
ing technique, which is based on packet delivery redundancy.
However, multipath forwarding suffers from several drawbacks.
First, communication overheads increase dramatically as the
number of paths increase. Second, multiple paths ultimately
join up in the area neighboring the base station, so if nodes
around the base stations are compromised, selective forwarding
is still applicable. Finally, the multipath forwarding shows lim-
ited security resilience. To compromise the system, an adver-
sary merely needs to ensure the presence of one compromised
no de in each path.

In this paper, we propose CHEMAS (CHEckpoint-based
Multi-hop Acknowledgement Scheme), a lightweight secu-
rity scheme that detects selective forwarding attacks by using
a checkpoint-based acknowledgement technique. This paper
seeks identification and localization of suspect nodes by a
random-checkpoint-selection strategy. With this strategy, parts
of intermediate nodes along a forwarding path can be ran-
domly selected as checkpoint nodes, which are responsible for
acknowledgement for each packet safely delivered to them.
This random-checkpoint-selection strategy can significantly
increase the system resilience by preventing sensor nodes from
becoming the targets of attempts to compromise them. In our
scheme, each intermediate node in a forwarding path has the
potential to detect abnormal packet loss and identify suspect
nodes if it does not receive enough acknowledgements from
the downstream checkpoint nodes. The source nodes can col-
lect alert information containing both suspect nodes’ ID and
position information from intermediate nodes. This source-
side detection mechanism is so advantageous that even when
the base station is deafened by surrounding malicious nodes,
the source nodes remain capable of making decisions and re-
sponding. In our simulations, the communication overhead of
our scheme is less than 1.5 times of that in a system that does
not incorporate our scheme, and the detection accuracy is over
95% even when the channel error rate is harsh 15%.
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The remainder of this paper is organized as follows. Section
2 introduces some preliminary work for our scheme, containing
several assumptions, the location-binding node ID technique,
as well as the suggestion of whole defense process. Section 3
presents our detection scheme in detail based on checkpoint-
based multi-hop acknowledgement. In Section 4, we discuss the
identification of suspect nodes. Section 5 first proposes several
evaluation metrics for our detection scheme and then shows the
simulation results for these metrics. In Section 6, we discuss
several other potential approaches to improve the detection.
Finally, Section 7 introduces the related work and Section 8
concludes our work.

2. Preliminaries

In this section, we make several assumptions, propose a
location-binding node ID technique and then suggest the entire
process for defending against selective forwarding attacks in a
detection-based manner.

2.1. Assumptions

We make five assumptions in applying the proposed detec-
tion scheme in a mission-critical application of WSNs such as
military reconnaissance. First, we assume that during the de-
ployment phase each sensor can acquire its geographical po-
sition and loosely synchronize its time with the base station.
Second, we assume that the adversary cannot successfully com-
promise a node during the short deployment phase. This as-
sumption has proved appropriate in some existing work [14].
Third, we assume that in order to avoid arousing suspicion, ma-
licious nodes selectively drop a small proportion of all packets
passing, that is, they will not drop all packets. Fourth, we as-
sume that an authenticated broadcast protocol such as yTESLA
[10] has been implemented in each node. Finally, we assume
that routing and transport protocols such as directed diffusion
[5] and PSFQ [12] have also been implemented in each node.
Our scheme can function over these protocols when the net-
work topology is relatively static during the attack period.

Although the routing layer of WSNs may be threatened by
a variety of attacks, here we are considering only selective
forwarding attacks.

2.2. Location-binding node ID

To help to localize suspect nodes, we propose a location-
binding node ID technique. This technique allows any two sen-
sor nodes in a network to easily establish a session key as long
as they know each other’ node ID. Their geographical location
can also be derived from their node IDs.

Note that our design goal is to identify and exclude the ma-
licious nodes. Hence it is important to compute the positions
of malicious nodes after detecting selective forwarding attacks.
Since sensor nodes are static after deployment in most sensor
applications, especially in applications of mass deployment, it
is unnecessary to allocate each sensor node a traditional unique
ID. We can let each sensor node have a location-binding ID so
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that as long as a node ID is known, the position of the node
can be easily computed. However, an important issue is how to
prevent the malicious nodes from fabricating their IDs and po-
sitions. We take advantage of bivariate polynomials to address
this issue.

Our location-binding node ID technique consists of
two steps. First, before deployment, the key server gener-
ates a symmetric bivariate d-degree polynomial f(u,v) =
ZEI,/:() ajj u' v/ over a finite field F,, where g is a prime num-
ber that is large enough to accommodate a cryptographic key.
Here, a field is referred to as any set of elements, and a finite
field as a field with a prime number of elements. A polynomial
f(u, v) is said to be symmetric if f(u,v) = f(v, u). Then the
key server loads each node with the polynomial.

Second, as soon as the nodes are deployed into the target
field, they begin to acquire their geographical position through
secure positioning algorithms such as [1]. Each node binds their
ID with their geographical position: ID = x||y, where | de-
notes concatenation and (x, y) denotes the geographical coor-
dinates. Then the node regenerates a polynomial for pairwise
key establishment: g(v) = f(ID, v), and erases f (u, v).

We take the following example to show how our location-
binding node ID technique works. Suppose that node a owns
ga(v) = f(a,v), node b owns g,(v) = f(b,v), and node a
wants to send a packet to node b. First, node a calculates k; =
gq (D) as the pairwise key and encrypts the packet using k1. Then
node a sends the packet, along with its ID, a, to node b. When
node b receives the packet, it calculates kr = gp(a), (ko =
k1 = f(a,b) = f(b,a)), as the decryption key and decrypts
the packet. If the decryption is successful, node b believes the
packet comes from the authentic node a, and node a’s location
(x, ¥) can be easily derived from node a’s id (a = x| y).

Our location-binding node ID technique is simple and effi-
cient. It has several desirable features. First, location informa-
tion is bound to a node ID, thereby incurring no extra memory
and communication overhead. Second, node ID and location
information can be authenticated using polynomial-based keys.
It is infeasible for the adversaries to fabricate nodes location
information, even when the adversaries have compromised a
number of nodes and obtained all the secret information stored
in the nodes’ memory. The adversary also may physically move
the compromised nodes in order to hide the nodes’ real posi-
tion, but the possible range of movement is quite limited, be-
cause if a compromised node is moved to a region distant from
its original position, the uncompromised nodes in the distanced
region will believe the compromised node does not belong in
that region and will refuse to communicate with it. Finally, in
terms of security strength, our location-binding technique is
quite resilient. The adversary may try to regenerate the original
bivariate polynomial f(u, v) to crack the whole network but
after the original bivariate polynomial f(u, v) is erased from
each nodes’ memory during the deployment phase, it will be
infeasible for the adversaries to regenerate f(u, v), as long as
no more than k nodes are compromised. When used in key
establishment, symmetric bivariate polynomials have proved
unconditionally secure as long as no more than k nodes are
compromised [19].

2.3. Entire defensive process

We suggest that the entire defensive process should consist
of three phases, a deployment phase, an intrusion detection
phase, and a decision and response phase.

In the deployment phase, each node, after deployed into the
target field, should finish several preliminary operations, which
are required by protocols implemented in each node. For our
scheme, each node need to find neighboring nodes which might
be multiple hops away, and then exchange the first key in its
key chain with its neighbors, which is required by the yTESLA
protocol [10].

In the intrusion detection phase, the network performs its
main task such as military surveillance, while the intrusion
detection mechanism monitors abnormal packet loss during
packet delivery. In this paper, we mainly focus on the intrusion
detection phase.

The network comes into the decision and response phase,
when enough evidence has been collected. We can make deci-
sions about which nodes are malicious nodes by using statis-
tic techniques or other complicated IDS algorithms. Then, an
alarm packet can be generated and broadcasted, finally exclud-
ing the malicious nodes from the whole network.

3. CHEMAS: CHEckpoint-based Multi-hop
Acknowledgement Scheme

In this section, we introduce our detection scheme in detail.
A simple approach to detect packet loss is acknowledgement.
Traditional transport layer protocols such as PSFQ [12,11]
use hop-by-hop acknowledgement to ensure reliable delivery
of packets. However, such protocols are not designed to deal
with malicious attacks. Inspired by traditional hop-by-hop ac-
knowledgement, we believe that we can use a multi-hop ac-
knowledgement technique to verify whether intermediate nodes
faithfully forward each packet passing by.

3.1. Definitions of packets

We first introduce three packets which will be used in our
detection scheme. The suggested packet format for each packet
is provided in Fig. 2.

Event packets are generated at the source nodes when a spe-
cial event, e.g., a tank movement noise, is detected, or in re-
sponse to a query from a base station. After an event packet
is generated, it is forwarded hop-by-hop from the source node
to the base station. The suggested packet fields are shown in
Fig. 2(a), containing DstID, SrcID, Packet_ID, Payload, and
Checkpoint_Seed. The first four elements are ordinary fields as
required by routing protocols, whereas Checkpoint_Seed is a
number, deciding which intermediate nodes along a forwarding
path are selected as checkpoint nodes.

ACK packets are generated at checkpoint nodes in a forward-
ing path. When a checkpoint node receives an event packet,
it generates an ACK packet for the event packet and then de-
livers it to the upstream nodes. The ACK packet follows the
same path as traversed by the previous event packet but in the
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Fig. 2. Packet formats.

opposite direction. An ACK packet contains Packet_ID,
Node_ID, OHC_number, MAC ogc, and TTL. Packet_ID refers
to the previous report packet id which this ACK packet ac-
knowledges. Node_ID refers to the current node which gener-
ates the ACK packet. OHC_number and MAC oy c are used in
the authenticated broadcast protocol such as [10]. TTL decides
the number of checkpoint nodes an ACK packet can traverse
before being dropped. Initially, this field is set to O when an
ACK packet is generated. Each time the packet is delivered to
the next checkpoint, this field is increased by one.

Alert packets are generated at intermediate nodes when sus-
pect nodes are detected. Once generated, alert packets will be
sent to the source node or the base station through multiple
hops. An alert packet contains DstID, SrcID, Suspect_Node_ID,
Lost_Packet_ID, and MAC. SrcID refers to the node which gen-
erates the alarm packet, while DstID refers to the destination
node ID. Suspect_Node_ID refers to the suspect node being
prosecuted in an alert packet. Finally, MAC endorses the entire
ACK packet, making it difficult for malicious nodes to fabricate
or modify alert packets.The MAC can be generated by using
the location-binding ID technique introduced in Section 2.2.

3.2. Detection scheme

In this subsection, we discuss how our scheme works during
the detection phase. Unlike traditional hop-by-hop acknowl-
edgement in transport layer protocols of sensor networks, our
scheme is based on checkpoint-by-checkpoint acknowledge-
ment.

The basic idea of our scheme is as follows. Part of the in-
termediate nodes along the forwarding path are selected as
checkpoint nodes, as shown in Fig. 3. The path then is di-
vided into several segments by these checkpoint nodes. In other
words, a segment consists of all intermediate nodes between two

consecutive checkpoint nodes in a forwarding path. When the
source node detects a special event, e.g., tank movement noise,
an event packet is generated. The event packet will be for-
warded hop-by-hop toward the base station, and each interme-
diate node saves the event packet in its cache after forwarding
it to the next downstream node. When a checkpoint node re-
ceives an event packet from an upstream neighbor, it generates
an ACK packet, which is signed with the next OHC number,
and then sends the ACK packet back to the upstream neighbor.
The ACK packet is transferred toward the source node along the
same but reversed path as the previous event packet. It traverses
at least two segments before being dropped by an upstream
checkpoint. Thus all the nodes in these two segments know that
the previous event has safely arrived at the downstream check-
points. If an intermediate node cannot receive ACK packets
from downstream, it will generate an alert packet, specifying
the next downstream-neighboring node as the suspect node.

To show how our scheme works, we take Fig. 3 as an ex-
ample. In this example, node u4, u6, and u9 are selected as
checkpoint nodes, and ACK packets are supposed to traverse
two segments before being dropped. First, the source node gen-
erates an event packet and sends it to node u1, and then the
packet is forwarded hop-by-hop toward the base station. Each
intermediate node saves the packet in its cache, forwards it to
the next downstream node, and then waits for ACK packets
from the downstream. When node u4 receives the event packet,
node u4 generates an ACK packet. It does this because of its
checkpoint identity. The packet traverses node u3, u2, and ul
and is finally dropped at the source node. Thus nodes u3, u2,
u 1, and the source node know that the previous event packet has
already arrived at the next checkpoint u4. Thus nodes u3, u2,
u1, and the source node continue waiting for the ACK packet
from checkpoint u6. In this way, each intermediate node can
verify whether the event packet has safely arrived at the down-
stream checkpoints.
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Fig. 3. An example of multi-hop acknowledgement. Node u4, u6, and u9 are selected as checkpoint nodes in this example.

Next we consider what might happen in the example just
given if malicious nodes were included. Suppose that node
u6 is compromised during the event forwarding phase. Node
u6 wants to selectively drop some of the event packets going
through it, but any packet losses would be detected by nodes u5
and u4. If node u5 does not receive an ACK packet from node
u9, u5 will generate an alert packet which will be delivered to
the source node through multiple hops. This alert packet will
specify node u6, the next downstream neighbor of u5, as the
suspect node. When the source node collects enough evidence,
it will send out an alarm packet, which will finally exclude
node u6 from the network.

In the next two subsections, we will discuss two important
issues in our checkpoint-based multi-hop acknowledgement.

3.3. Checkpoint selection

In our checkpoint-based acknowledgement scheme, one im-
portant issue is how the checkpoints are selected.

One naive approach is to generate a fixed list of checkpoint
nodes before the source node sends out the first event packet.
However, this approach is infeasible, because checkpoint nodes
are responsible for generating ACK packets, and if the check-
point nodes are compromised, the adversary may crack the net-
work by fabricating ACK packets and without being detected.
Therefore, it is important for intermediate nodes to share the
probability of being selected as checkpoint nodes as well as the
risk of being compromised.

We propose a random-checkpoints-selection algorithm, in
which a random list of checkpoint nodes is generated by the
source node for each event packet. The source node generates
arandom number as a seed for each event packet, and this seed
determines the members of the checkpoint list.

This checkpoint selection algorithm has two main steps: in-
termediate node bootstrapping, and random-checkpoint-based
acknowledgement.

(1) Intermediate node bootstrapping: Before deployment, each
node is loaded with two functions: an one-way hash func-
tion Fyp(x) and a map function f,(y), where ID is the sen-
sor node ID and p is a pre-defined probability. The function
fp(y) has the following attributes: Range(f,) — {0, 1},
and when y € Range(Fp), the inputs of f, maps to 1 at
probability p and O at probability (1 — p).

(2) Random-checkpoint-based acknowledgement: The
source node generates a random number, r, for the

Checkpoint_Seed field in each event packet. Then the event
packet is forwarded hop-by-hop toward the base station.
When each intermediate node receives the event packet,
the node checks whether f,(Fip(r)) is equal to 1. If so,
the node knows that it is required to be a checkpoint node.
Then an ACK packet is generated and forwarded upstream.

This random-checkpoint-selection technique ensures that p per-
cent of intermediate nodes along a forwarding path can be
randomly selected as checkpoint nodes. When an upstream
node receives the ACK packet, it performs two tests on the
packet. The first test is to verify that the ACK packet comes
from the right checkpoint node. The first test is passed only if
fp(Fipy (r)) is equal to 1, where ID" is sensor_id in the ACK
packet, namely, the ID of sensor node from which the ACK
packet is dispatched. The second test is to verify that the down-
stream checkpoint node does receive the previous event packet
without being modified. This test can also be finished via the
MAC mechanism for ACK packets, which is introduced in Sec-
tion 3.1. If both these two tests are passed, the upstream node
accepts that the previous event has safely arrived at the check-
point node which dispatched the ACK packet.

The advantage of our random-checkpoint-selection algorithm
is twofold. First, the possibility of either being selected as a
checkpoint or being compromised is the same for every node.
Second, as the selection for each event packet is independent
and randomized, it is difficult for an adversary to know the list
of checkpoints for the next event packet.

3.4. k-Covered Acknowledgement

In this section, we discuss how many segments an ACK
packet should traverse before being dropped, or more specifi-
cally, the acknowledgement process that we call k-covered ac-
knowledgement, wherein an ACK packet traverses k segments
before being dropped. A checkpoint node can make a decision
about whether to drop the packet by checking the TTL field in
the ACK packet. If TTL = k, then the ACK packet is to be
dropped.

Fig. 4 provides three examples of k-covered acknowledge-
ment. From Fig. 4(a)—(c), it is easy to see that if an ACK
packet traverses k segments before being dropped, each inter-
mediate node can receive k ACK packets from the downstream
checkpoint nodes. As shown in Fig. 4(a)—(c), respectively, any-
where in the forwarding path is covered with one, two, or three



B. Xiao et al. / J. Parallel Distrib. Comput. 67 (2007) 1218—1230 1223

ACK ACK

O O O O

u9 ud u7 u6

G O O O O s )

us u4 u3 u2 ul

1-covered Acknowledgement

3-covered Acknowledgement

(O uncompromised nodes @ compromised nodes €———

ACK packet
forwarding path

event packet
forwarding path

Fig. 4. Examples of k-covered acknowledgement.

ACK packet(s). However, the segments near the base station
are an exception, e.g., the last segment near the base station in
Fig. 4(b), and the last two segments near the base station in Fig.
4(c). The nodes in these segments may receive only one ACK
packet from the base station but not k ACK packets, because
the event packet has safely arrived at the base station, and no
more ACK packets need to be dispatched.

The parameter k provides a tradeoff between security re-
silience and communication overhead. The greater k is, the more
resilient is security, but communication overhead will also in-
crease. It is easy to see that when k malicious nodes happen
to be selected as k consecutive checkpoint nodes for a event
packet, they can drop event packets at will and without fear of
detection. For example, in Fig. 4(b), suppose that node u5 and
u8 are compromised and happen to be selected as two consec-
utive checkpoint nodes for a event packet. When node u5 re-
ceives the event packet, it generates two ACK using the secret
information from its own memory and that of node u8, respec-
tively. We assume that the malicious nodes can cooperate with
each other. In other words, they share secret information with
each other. When node u4 and the other upstream nodes receive
the two ACK packets, they believe that the packet has safely
arrived at checkpoint nodes u5 and u8. However, node u5 sim-
ply drops the event packet instead of forwarding it anymore.
This malicious dropping will not be detected by the upstream
nodes. As the same time, please note that in the above exam-
ple, node u5 and u8 can drop only one event packet, because
the checkpoint list varies for each event packet, meaning that
next time they may not be selected as checkpoint nodes.

3.5. Attack analysis
In this subsection, we discuss several potential responses that

the adversary might take with the goal of cracking our detection
scheme.

A compromised node might alter the Checkpoint_Seed field
in an event packet with the goal of allowing more compro-
mised nodes downstream to be selected as checkpoint nodes.
It is worth noting that in our scheme, the authentication of
Checkpoint_Seed fields is not ensured by any MAC mecha-
nisms. However, the adversary does not benefit from doing
so. For instance, in Fig. 3, suppose that nodes u6 and u7 are
compromised, and that node u6 changes the Checkpoint_Seed
field in an event packet so that according to the changed
Checkpoint_Seed, u7 is selected as a checkpoint node. Note
that node u5 owns the authentic Checkpoint_Seed, so when
node u5 receives an ACK packet from node u7, it can detect
that u7 is not specified as a checkpoint node by the original
Checkpoint_Seed. Then node u5 simply discards this fabricated
ACK packet, meaning that node u5 will later generate an alert
packet because of not receiving enough ACK packets. There-
fore, it is very possible that an intermediate compromised node
can change the Checkpoint_Seed field (increase it or decrease
it). However, it is no good doing so, because upstream nodes
still hold the right Checkpoint_Seed and will prosecute the
compromised node later. Finally, please note that the defense
against modifying the content of the Payload field and other
fields is not covered in this paper as we assume in Section 2.1.

As for ACK packets, a compromised node might fabricate
false ACK packets or maliciously drop ACK packets from nor-
mal checkpoint nodes. First, a compromised node cannot fabri-
cate ACK packets from downstream checkpoint nodes, as long
as the downstream checkpoint nodes have not been compro-
mised. This is guaranteed by the MAC mechanism for ACK
packets as we introduce in Section 3.1. Second, the adversary
does not benefit from malicious dropping ACK packets. This
behavior prevent the upstream neighbor node from receiving
enough ACK packets, which in turn makes it easier to detect
the compromised nodes.

A compromised node might also fabricate alert packets ma-
liciously prosecuting innocent normal nodes. A compromised
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node may even want to prosecute all the nodes in the network,
making the system totally confused. In our scheme, we have
a limit that a node can prosecute only the immediately neigh-
boring nodes in an alert packet. The limit is guaranteed by
using the location-binding ID technique introduced in Section
2.2. After receiving an alert packet, the source node can verify
whether the prosecuting node and the prosecuted node in an
alert packet are geographically adjacent to each other. If not,
the source node simply ignores the alert packet. It is true that
compromised nodes can maliciously prosecute innocent nodes.
Actually, it is difficult or impossible to prevent a compromise-
yet-undetected node from prosecuting innocent nodes, as long
as it is undetected. However, the impact of malicious prosecu-
tion is quite limited and localized, which implies that the ad-
versary’s attempt to prosecute all the nodes in a network would
be fruitless.

3.6. Detection probability analysis

In this subsection, we provide a theoretical analysis of the
detection probability of our scheme. For the sake of simplicity,
we assume that the network is operating under ideal radio con-
ditions, and that, consequently, packet loss must be the result
of malicious dropping.

We suppose that there are n sensor nodes in a forwarding
path, m of which are malicious nodes. The source node and
the base station are not included in the n nodes. For simplic-
ity, we assume that the malicious nodes are distributed in such
an interleaved fashion that there are ¢ non-malicious nodes be-
tween every two malicious nodes. k-covered acknowledgement
is adopted. o is the percentage of nodes which are randomly
selected as checkpoint nodes.

Our goal is to calculate the probability that malicious drop-
ping can be detected, Pgetection, Which equals to the probabil-
ity that less than k consecutive checkpoint nodes are malicious
nodes, Pess k. Please note that the selection of k but inconsec-
utive malicious nodes as checkpoint nodes is not sufficient for
the adversary to generate k fabricated ACK packets. For exam-
ple, in Fig. 3, where k = 2, suppose that checkpoint node u4
and u9 are malicious nodes, but node #6 is an non-malicious
node. Node u4 attempts to generate two ACK packets and sends
them to node u3, but it is unable to fabricate an ACK packet
from node u6. Thus, in this case, node u4 is sure to be detected
if it drops an event packet.

We can compute the detection probability Pgetection aS

Pdetection = Pless_k =1- Pk_malia

where P gy represents the probability that at least k& mali-
cious nodes are selected as consecutive checkpoints. Note that
there may be malicious nodes interleaved between two consec-
utive malicious checkpoint nodes, but they are not selected as
checkpoint nodes. Py mali can further be computed as

m
P k_mali = Z P, exact_i (l)
i=k

Pexact_i (i) refers to the probability that exactly i (k<i<m)
malicious nodes are selected as checkpoint nodes. Suppose that
there are (j — 2) (i < j <m) malicious nodes between the first
malicious checkpoint node and the last malicious checkpoint
node in the path, which also means that some of the nodes
are not selected as checkpoint nodes. Thus, the probability that
exactly i (k <i <m) malicious nodes are selected as checkpoint
nodes can be given by

m
Pexact_i (l) = Z Pexact_i_j (i, J)
Jj=i

Pexact_i_j(i, j) represents the probability that exactly i of m
malicious nodes are selected as checkpoint nodes and there are
exactly (j — 2) malicious nodes between the first malicious
checkpoint node and the last malicious checkpoint node. Then
Pexact_i_j (i, j) can be computed as

— D73 (U
Pexact i j(i, j) = m—j+1 (l(—nZ)) ( on—i )

o-n

Finally, the detection probability Pgetection can be given by

s = - (1) (TS
I

on—
Pietection = 1 — Z Z ( n ) :
i=k j=i

o-n

Fig. 5 illustrates the impact of ¢, k, « and m on detection prob-
ability based on the results of the preceding analysis. We assume
that the forwarding path consists of 100 intermediate nodes
(n = 100), of which m are compromised, and that there are g
uncompromised nodes interleaved between every two compro-
mised nodes. First, we investigate the impact of deployment
pattern of malicious nodes on detection probability. Fig. 5(a)
shows that the curve with g = 0 will produce much lower de-
tection probability than the curves with ¢ = 2 and 4, which
means that to avoid being detected, the adversaries would prefer
to compromise consecutive nodes rather than non-consecutive
nodes along a forwarding path. Hence, to analyze the perfor-
mance of our scheme in the worst case, for Fig. 5(b) and (c), we
suppose a scenario where consecutive nodes are compromised,
namely, g = 0. Next, we examine the impact of k-covered ac-
knowledgement on detection probability, as shown in Fig. 5(b).
When k >2, our scheme shows better performance even when
10 consecutive nodes are compromised, having a detection
probability that is still above 75%. However, when k = 1, the
detection probability is quite low. Intuitively, given k£ = 1, as
long as one of the m malicious nodes is selected as a check-
point node, which is a high probability event, the adversary
can maliciously drop packets at will without being detected.
Finally, Fig. 5(c) shows the impact of « on detection probabil-
ity. We find that when k and m are fixed, a smaller « leads to a
larger detection probability. The selection of fewer checkpoints
reduces the probability of selecting malicious nodes and this in
turn contributes to maintaining a high detection probability.

Analysis of the preceding results allows us to draw three con-
clusions. First, to avoid being detected, the adversaries prefer
to compromise consecutive nodes rather than interleaved nodes
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along a forwarding path. Second, k >2 is the minimal security
requirement for our scheme. Finally, under perfect channel con-
ditions, the selection of fewer checkpoint nodes produce better
detection performance.

4. Identification of suspect nodes

In this section, we discuss the identification of suspect nodes.
Since this paper does not focus on the decision and response
phase introduced in Section 2.3, our purpose here is to discuss
the policy which identifies suspect nodes in terms of a single
alert packet reported by an intermediate node. This policy al-
lows the source node, after receiving enough evidence, to make
some more tactical decisions based on this policy, such as re-
ducing the traffic going through the suspect nodes.

We take Fig. 6 as an example showing the identification of
suspect nodes. First, we suppose that compromised nodes do
not generate alert packets with the goal of maliciously pros-
ecuting other normal nodes. Suppose that node u4 is a com-
promised node. Node u3 generates an alert packet prosecuting
node u4 as a suspect node. In this case, the prosecuted node is a
compromised node. Next, we suppose that compromised nodes
are smart and can generate alert packets in order to maliciously
prosecute innocent neighboring nodes. For instance, node u4
prosecutes node u5 by generating an alert packet. In this case,
the prosecuting node is a compromised node, while the prose-
cuted node in the packet is innocent. As long as it remains unde-
tected, it is a simple matter for a compromised-yet-undetected
node to maliciously prosecute an innocent neighboring node. It
is quite difficult, however, to distinguish between the compro-
mised and the innocent. Consequently, in practice, in terms of
a single alert packet, we should tag both the prosecuting node
and the prosecuted node in the alert packet as suspect nodes.

After collecting enough evidence to make decisions, the
source nodes can derive the geographical position of suspect
nodes based on the location-binding ID technique introduced
in Section 2.2. As future work, we are going to develop
more considerate decision and response mechanisms for the
source nodes or the base station, based on the information

O O O
_______ O
to base O u4«’/
station u6 i us 2 ul from
W‘v\éyo' 04/ source
o w o S
@) O”Q O O
@) AN O ©)

@ malicious node A
. L i threatened area
QO uncompromised node

Fig. 6. Identification of suspect nodes.

(alert packets) provided by the intrusion detection scheme
proposed in this paper.

Energy-efficient link-layer jamming attacks have been
proved to be applicable in sensor networks [13,8]. If we sup-
pose that malicious nodes have the potential to launch link-
layer jamming attacks to indirectly cause packet loss between
neighboring normal nodes, then we have to consider more
about the threatened areas of suspect nodes. This is another
area for our future work.

5. Simulation study

In this section, we evaluate the performance of our scheme
through simulations that assume a more realistic scenario. In
this scenario, we consider not only packet loss due to malicious
dropping but also packet loss due to poor channel conditions.
Our detection scheme is always working during each simulation
run so that we can detect the attacks as soon as they happen.

This simulation scenario uses a field size of 2000 x 2000 m?
where 400 nodes are uniformly distributed. One stationary sink
and one stationary source sit on opposite sides of the field, with
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about 20 hops in between. We carry out a simulation event in
which the source generates 500 reports in total and one report
is sent out every two seconds. Packets can be delivered hop-
by-hop at 19.2 Kbps. To make our scheme more resilient in
poor channel conditions, we implement a hop-by-hop transport
layer retransmission mechanism beneath our scheme, which is
quite similar to that in PSFQ [12]. The channel error rate is
10% by default, which is often regarded as a rather harsh chan-
nel condition. In order to avoid being detected, the malicious
nodes drops only a small proportion of the packets passing by.
To evaluate the performance of our scheme in the worst case,
we suppose that to minimize the probability of being detected,
the adversary compromise only consecutive nodes along a for-
warding path, i.e., g = 0.

We propose the following metrics to evaluate the perfor-
mance of our detection scheme.

e Detection rate: Namely, the detection probability, measures
the ratio of the number of detected maliciously dropped pack-
ets to the total number of maliciously dropped packets in-
cluding the undetected ones.

e Mis-alert rate: Namely, the false positive rate, measures the
ratio of the number of detected lost packets, which are lost
due to poor channel conditions, to the total number of de-
tected lost packets.

e Relative communication overhead: Measures the ratio of the
total communication overhead in a system that incorporates
our detection scheme against a system that has nothing to do
with the selective forwarding attacks (we call this the base
system).

The detection rate and mis-alert rate mainly focus on the de-
tection accuracy of our scheme, while the relative communica-
tion overhead tries to compare our detection scheme with other
solutions defending against selective forwarding attacks.

5.1. Detection accuracy

In this subsection, we study how the detection accuracy of our
scheme is affected by the channel error rate, malicious dropping
rate, retransmission limit, k-covered acknowledgement, and the
number of malicious nodes. The malicious dropping rate refers
to the percentage of the total of packets maliciously dropped
going through a malicious node.

Our first simulation shows the impact on the detection rate
of k and the number of malicious nodes. Fig. 7(a) illustrates
that the detection rate increases as k increases, but falls as the
number of malicious nodes increase, so the detection rate of the
simulation basically follows the theoretical expectation. Given
k = 2, even when 25% of nodes (5 out of 20 intermediate
nodes) are compromised, the detection rate is still about 90%.
As we expected, as k increases, we also find a falling probability
that enough malicious nodes are selected as checkpoints such
that they can avoid detection. As a result, the detection rate
increases. Please note that the theoretical results are supposed to
be in perfect channel conditions but seems to be little different
from the simulation results supposed to represent poor channel
conditions. This suggests that channel error rate has little impact

on detection rate, which will be further confirmed in our second
simulation.

Our second simulation investigates the impact of the chan-
nel error rate and malicious dropping rate on the detection rate.
Fig. 7(b) shows that both the channel error rate and the ma-
licious dropping rate do not significantly affect the detection
rate. After further investigation, we conclude that an increased
channel error rate may cause more packets lost due to poor
channel conditions, but it will not prevent the detection of ma-
licious dropping.

Our third simulation tests the impact of the channel error rate
and the malicious dropping rate on mis-alert rate, namely, the
false positive rate. As shown in Fig. 7(c), both the channel error
rate and the malicious dropping rate significantly affect the mis-
alert rate. An increased channel error rate causes more packets
lost yet it is difficult to distinguish maliciously dropped packets
from packets that are lost due to poor channel conditions, so
mis-alert rate inevitably increases. We believe that as long as
a malicious node drops more than a normal node does at a
certain channel error rate, the attacks are still detectable and
false positive rate kept low. For example, given channel error
rate equals to 15% and malicious dropping rate equals to 20%,
the mis-alert rate is about 10% in Fig. 7(c) and the detection
rate is over 95% in Fig. 7(b).

Finally, our fourth simulation indicates that transport layer
retransmission mechanism can effectively lower the mis-alert
rate by reducing the number of lost packets due to channel
failure. As shown in Fig. 7(d), even when channel error rate is
15%, simulating a rather harsh channel condition, and malicious
nodes drop only a very small proportion of packets (10%), if
retransmission limit is set to 10, the mis-alert rate is still less
than 10%.

5.2. Communication overhead

We use relative communication overhead to compare our
scheme with other anti-selective-forwarding approaches such
as multipath forwarding mentioned in [6]. The simulation re-
sults are based on the suggestion of the packet format in Fig. 2.
We assume that the communication overhead of multipath for-
warding is 7 times as much as the base system, where 7 is the
number of paths of multipath forwarding. We regard the base
system as a reference so that we can compare our approach
with the multipath forwarding approach.

Fig. 8(a) investigates the impact of the channel error rate and
malicious dropping rate on relative communication overhead.
The three curves in Fig. 8(a) seem to closely overlap, which
means that both channel error rate and malicious dropping rate
do not affect relative communication overhead very much. In-
creased channel error rate does cause more packets lost and
increase absolute communication overhead, but relative com-
munication overhead is not affected.

Fig. 8(b) shows that k seems to the key factor that affects
relative communication overhead. k decides how many ACK
packets are transferred along the forwarding path. However,
from the figure, we can see that neither k = 2 nor k = 3
will incur a significant relative communication overhead. Given
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k = 2, the communication overhead of our detection scheme is
less than 1.5 times of that of a system that does not incorporate
our detection scheme.

It is really a tradeoff between communication overhead and
detection capability. In our simulation settings, our communi-
cation overhead is less than 1.5 times of that in a base system.
We think 50% more is acceptable for some security-sensitive
applications. Obviously, in terms of communication overhead,
our detection scheme shows its attractive advantage over the
multipath forwarding approach, but this is not to suggest it
supercedes multipath forwarding. Multipath forwarding is a
prevention-based approach, while our scheme is a detection-
based approach. Indeed, given the difficulty of preventing
a compromised-yet-undetected node from dropping a single
packet, a secure system should incorporate both approaches.
For example, our detection scheme could be used to transfer
ordinary packets, but when the source node generates a very
important packet, it should be delivered to the base station
through multiple paths.

6. Discussion

In this section, we first summarize several features of our
scheme and then discuss some other potential improvements to
assist in defending against selective forwarding attacks.

6.1. Features

Our detection scheme has two desirable features. First,
checkpoint nodes, responsible for acknowledgement for safely
received packets, are randomly selected. This random selec-
tion significantly increases the system resilience by preventing
sensor nodes from becoming the targets of attempts to compro-
mise them. Second, source nodes in our scheme are capable of
collecting alert information. This source-side detection mech-
anism is so advantageous that even when the base station is
deafened by surrounding malicious nodes, the source nodes
remain capable of making decisions and responding.

However, several constraints still exists in our scheme. First,
due to the random nature of our checkpoint selection mecha-
nism, it is difficult to guarantee that exactly p percent of nodes
are selected as checkpoint nodes. It is a dilemma that random-
ness guarantees the unpredictable selection, thus protecting sen-
sor nodes from compromising, whereas, on the other hand, it is
difficult to guarantee a fixed percentage for a given forwarding
path. Second, if two compromised nodes, distributed far away
from each other, can communicate with each other via a fast
wormhole channel, it is still likely that they can cooperate to
drop packets without detection.

In the next subsection, we propose several potential ap-
proaches to improve the detection performance of our scheme.

6.2. Potential improvements

6.2.1. Upstream detection and downstream detection
In our scheme, malicious dropping by malicious nodes
downstream can potentially be detected by intermediate nodes

upstream of malicious nodes. We call this upstream detection.
We can also implement some downstream detection mecha-
nisms, in which intermediate nodes downstream of malicious
nodes are also responsible for detecting abnormal packet loss
occurring upstream. For example, given that routes from the
source nodes to the base station do not change frequently, an
intermediate node is supposed to receive packets from up-
stream with consecutive packet IDs originating from a specific
source node. Thus, if inconsecutive packet IDs arrive at the
intermediate node, packet loss might have happened upstream
and the intermediate node can generate an alert packet and
have it delivered to the base station. Discontinuity of packet
IDs might be caused by an upstream compromised node, a
nearby outside jammer, or even by routing topology changes.
Thus, in practice, it is likely that mis-alerts will be gener-
ated. However, as long as the base station ultimately receive
the report packets, it is easy for the base station to remove
false alerts. This has the added advantage of allowing the
base station to collect alert information from intermediate
nodes.

6.2.2. Incorporation of detection and prevention

Our scheme defends against selective forwarding attacks in
a detection-based fashion, whereas multipath forwarding op-
erates in a prevention-based fashion. Please note that we do
not reject multipath forwarding approach, since redundancy is
always an effective technique to increase system reliability. Sys-
tem performance can be further improved by incorporating in-
trusion detection and multipath forwarding. Sometimes, it can
be quite difficult to prevent a compromised-yet-undetected in-
termediate node from dropping a single packet going through
it. One answer might be to allow the source node to decide how
a packet is delivered. If the packet is a very important one, the
source node can have the packet delivered via multipath for-
warding, or even flooding. If the packet is just a routine mes-
sage, the packet can be delivered via one-path forwarding with
intrusion detection.

6.2.3. Reason behind packet loss

Packet loss can be caused by compromised nodes, outsider
jammers, as well as poor radio conditions, but without jamming
detection techniques we find that it is difficult to discern the
exact reason behind packet loss, as they exhibit similar symp-
toms. However, as long as the malicious nodes, including com-
promised nodes and outside jammers, cause more packet loss
than a normal node does at a certain channel error rate, the at-
tacks are detectable. In future work, we plan to integrate the
jamming detection techniques (such as [13,8]) with our scheme
so that we can determine the level of radio conditions and fur-
ther find out the exact reason behind packet loss.

7. Related work

WSN security has in recent years been the subject of a
number of proposals. Zhang and Lee [18] were among the
first to study the problem of intrusion detection in wireless ad
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hoc networks. Karlof et al. [6] analyze attacks against sensor
network routing protocols and points out possible defenses. In
the same paper, the author suggests a possible way to counter
selective forwarding attacks by using multipath routing. Deng
et al. [2] propose INSENS, an intrusion-tolerant scheme based
on multipath routing. These schemes [6,2] are all based on re-
dundant routing. The paper [16] did present a detection scheme
for selective forwarding attacks. However, some problems still
exist in [16]. For example, the members of a checkpoint list
can be predicted, therefore making part of the intermediate
nodes the target of compromising. In this paper, we make some
improvements making the detection scheme more resilient
against attacks by adopting the random-checkpoint-selection
technique.

En-route filtering of injected false data in sensor networks
has also been studied recently [19,15,3,14]. Zhu et al. [19] pro-
pose an interleaved key scheme, in which member nodes and
intermediate nodes set up interleaved keys using randomly pre-
distributed keys. The SEF scheme [15] proposed by Ye et al.
tries to filter false data by using a probabilistic approach. Ran-
dom keys are shared between the intermediate nodes and the
source nodes in a sensor node group or cluster. Intermediate
nodes can verify the MACs generated by the source nodes be-
fore forwarding packets. Yang et al. [14] present a more re-
silient approach based on location-binding keys. However, in
his scheme, the relative position between source nodes and
the base station is static. His scheme will be inefficient if
there is more than one base station, or if the base station is
mobile.

Other types of attacks in sensor networks have also attracted
recent research attention. Secure time synchronization is stud-
ied in [4,9]. The feasibility of detecting jamming attacks is dis-
cussed in [8,1]. Detecting jamming attacks can help us to find
out whether the original cause of packet loss is due to poor ra-
dio conditions, due to compromised nodes, or due to outside
jammers.

8. Conclusion

In this paper, we propose a simple and efficient security
scheme for detecting selective forwarding attacks. Unlike com-
mon intrusion detection approaches in which detection is imple-
mented in the base station or in a central controller, the source
nodes in our scheme have the potential to detect selective for-
warding attacks, which means that even when the base station
is temporarily deafened by adversaries, attacks can still be de-
tected by the source nodes. In order to reduce the communica-
tion overhead as well as to save the consuming energy in each
sensor node, we can deliver packets normally in a leisure time
period, only activating the detection scheme in some sensitive
intervals. Several potential approaches remain to be taken to im-
prove the defense capabilities of our scheme. For instance, use
of downstream detection would help the base station to collect
alert information; the incorporation of proper redundancy into
our scheme would increase system resilience; and finally, the
use of jamming detection techniques in combination with our

proposed scheme would allow the identification of the original
causes of packet loss.
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