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The Emory Center for Injury Control is a multi-university 
consortium dedicated to studying and preventing unintentional 
injuries and violence. A major goal of our Center is to 
transcend academic boundaries and disciplines to connect 
research to practice. As such, we are focusing our fourth 
special Western Journal of Emergency Medicine issue on 
multidisciplinary research.  

In particular, this thematic issue provides innovative 
strategies for strengthening new research and adopting 
new practices that better incorporate injury prevention. For 
example, one study addresses the need to provide violence 
prevention strategies in trauma centers, underscoring how 
many of the youth seen in emergency departments are at 
increased risk for violence.1 Similarly, there is a need to 
incorporate protection of vulnerable populations using new 
strategies and in broader settings. Self-Brown et al2 make 
a case for including child maltreatment as part of broader 
disaster planning, and Strasser3 suggests that we address elder 
mistreatment through screening in legal assistance settings. 

This issue contains research spanning the lifespan and 
in varied populations. For example, one study assesses the 
rates of intimate partner violence (IPV) among men who 
identify as gay or bisexual, as well as their perceptions of 
police helpfulness and next steps given their potential need 
for legal protection,4 while another study assesses individual 
relationship factors that modulate risk of IPV among men 
in a same-sex relationship.5 Goldammer et al6 focused on a 
younger population, investigating factors that influence the 
probability that a middle or high school student will intervene 
in a bullying situation, research that lays the groundwork for 
the development of effective bullying prevention programs. 
Also focusing on the adolescent population, a qualitative study 
by Kruger et al7 describes the perspectives of young girls at 
risk for sexual exploitation, including their experiences with 
building trusting relationships, peer aggression, sexuality, and 
sexual commodification in the world around them. Another 
study, by Barlament et al8, focuses on unintentional injury 

Emory University, Department of Emergency Medicine, Atlanta, Georgia
Georgia State University, School of Public Health, Atlanta, Georgia

*
†

prevention among adolescents, and highlights the disparity 
in seatbelt use among teens in rural areas, making a case for 
interventions that address this problem.

With respect to increasing the resources for violence 
prevention, one of the most powerful arguments we can make 
highlights the costs of violence to individuals and to our 
society at large. Roldós et al9 assess the economic burden of 
IPV in Ecuador and make a powerful argument against the 
asymmetry of the costs of violence versus the government 
resources allocated to this issue.

Finally, the editorial by Guedes10 makes a compelling 
case for integrating different forms of violence in research 
and practice; in particular the authors address the intersection 
between child maltreatment and IPV and provide a framework 
accompanying their key points. Similarly, the manuscript by 
Swahn et al11 focuses on high school students, and examines the 
overlapping risk factors for violence against others with violence 
against oneself, as well as the overlap between violence and 
another important risk behavior – early alcohol-use initiation. 
These manuscripts point to a critical frontier in violence and 
injury research: the development of an understanding of how 
distinct forms of violence overlap and potentiate one another. 

The research findings in this issue move the field of 
violence and injury research forward, using a multidisciplinary 
approach to develop an understanding of violence and injury 
prevention across the entire spectrum of human development.

Address for Correspondence: Debra Houry, MD, MPH. Emory 
University, Department of Emergency Medicine, 531 Asbury 
Circle, Annex Building, Suite N340, Atlanta, GA 30322. Email: 
dhoury@emory.edu.
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Introduction: To assess the prevalence of risk factors for violent injury among young adults treated at

an urban emergency department (ED).

Methods: This study is a cross-sectional analysis of data collected as part of a longitudinal study.

Enrollment took place in an urban ED in a Level 1 trauma center, June through December 2010. All

patients aged 18–24 years were eligible. Patients were excluded if they were incarcerated, critically ill,

or unable to read English. Study participants completed a 10-minute multiple-choice questionnaire

using previously validated scales: a) aggression, b) perceived likelihood of violence, c) recent violent

behavior, d) peer behavior, and e) community exposure to violence.

Results: 403 eligible patients were approached, of whom 365 (90.1%) consented to participate.

Average age was 21.1 (95% confidence interval: 20.9, 21.3) years, and participants were 57.2%

female, 85.7% African American, and 82.2% were educated at the high school level or beyond. Among

study participants, rates of high-risk exposure to individual risk factors ranged from 7.4% (recent violent

behavior) to 24.5% (exposure to community violence), with 32.3% of patients showing high exposure to

at least one risk factor. When comparing participants by ethnicity, no significant differences were found

between White, African-American, and Hispanic participants. Males and females differed significantly

only on 1 of the scales – community violence, (20.4% of males vs. 30.3% of females, p¼0.03). Self-
reported hostile/aggressive feelings were independently associated with initial presentation for injury-

associated complaint after controlling for age, sex, and race (odds ratio 3.48 (1.49-8.13).

Conclusion: Over 30% of young adults presenting to an urban ED reported high exposure to risk

factors for violent injury. The high prevalence of these risk factors among ED patients highlights the

potential benefit of a survey instrument to identify youth who might benefit from a targeted, ED-based

violence prevention program. [West J Emerg Med. 2013;14(4):303–308.]

INTRODUCTION

Injuries account for the majority of childhood injuries and

deaths in the United States (U.S.), with homicide and suicide

ranked as the second and third leading cause of death,

respectively, among adolescents aged 15–19.1 Furthermore,

injuries from interpersonal assaults in this age group accounted

for 656,000 visits to U.S. emergency departments (EDs) in

2008.2 Non-fatal violent injuries in adolescents often precede

fatal violence and homicide, making this a pressing public

health concern for research and prevention initiatives.3,4

Previous research has identified risk factors that are

associated with risk for violent injury among adolescents and

young adults. These risk factors include low academic

performance, peer delinquency, and availability of drugs in a

neighborhood, as well as witnessing or being the victim of an

act of violence, a history of violent injury, and a history of
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physical fighting.5,6 Among boys, a history of illicit drug use

predicted violent injury, whereas among girls, a history of

depressive symptoms was predictive.6

As both a societal safety net and a healthcare provider to

those with limited resources, many behavioral scientists have

highlighted the potential of the ED as a site for screening for

health risks and initiating prevention programs.7 The ED has

been used as a site for primary and secondary prevention

strategies for health-related behavioral risks ranging from

intimate partner violence to substance abuse.8,9 With respect to

youth violence, prior studies have found that ED-based

violence prevention can be an effective method of secondary

prevention among previously-injured youth.10

To realize the potential of the ED as a site for primary

prevention efforts, it is important to target research and

prevention at youth who are at risk, rather focusing on youth

who have been the victims of violent injury. Currently, there is a

dearth of research assessing the prevalence of risk factors for

violent injury among all young adults visiting the ED, or the

relationship between these risk factors and risk for future ED

visits for injury.

In this study, we sought to identify the prevalence of risk

factors for violent injury among young adults presenting to an

urban, inner-city ED, as well as the association between risk

factor exposure and gender, age, ethnicity, and presentation for

injury vs. non-injury complaint. By assessing the prevalence of

these risk factors across all youth presenting to the ED, this

study can provide a picture of the burden of risk for violent

injury among young patients in the ED.

METHODS

Study Design

We conducted a cross-sectional survey of patients aged

18–24, presenting to the ED over a 7-month period. This study

was approved by our university institutional review board and

the hospital research oversight committee.

Setting

The ED is in an inner-city academic hospital

predominantly serving a minority (88% African- American),

indigent population. The ED serves over 100,000 patients

annually.

Study Protocol

Participants were enrolled by research assistants,

including both departmental research assistants (RA) and a

dedicated study research assistant. Both the departmental RAs

and the study RA were specially trained in recruiting and

consenting patients for ED-based research, and had specialized

training in ED patient recruitment, study ethics, and informed

consent procedures. The RAs were present in the ED for 8-

hour shifts, with shift day and time varying to include weekend

days, as well as weekdays, and day shifts as well as evening

shifts.

Any patient between the ages of 18–24, regardless of

presenting complaint, was eligible for participation. We

excluded participants if they were critically ill, incarcerated,

had a psychiatric emergency, or if they were unable to read

English. All eligible patients were approached for participation

in the study. Potential participants were asked to participate in a

study about health and health behaviors among young adults,

and were asked whether they would be willing to complete a

written survey requiring approximately 10 minutes of their

time. If participants were in the waiting room when approached,

they were taken to a private area to complete the survey. If

participants were in treatment rooms, RAs endeavored to

identify periods during the ED course when the patient would

not be interrupted for the duration of survey completion.

Visitors were asked to step away during completion of the

survey.

Participants in the study were asked to complete an 8-page

written survey, consisting of Likert-style questions (details

below). Completion of the survey took approximately 10

minutes, and the RA approached patients only during naturally

occurring episodes of waiting, such as in the waiting room or

while awaiting results. Patients were provided with verbal and

written informed consent, and were given a $5 gift card for their

time.

Measures

The survey was composed of 6 different instruments;

instruments were identified via a Centers for Disease Control

and Prevention (CDC) compendium of Youth Violence

assessment tools, and were selected based on risk factors

evaluated and relevance to the study age group.11 To assess

hostile/aggressive behavior, we used the Hostility portion of the

Product-Symptom Checklist-90, 6 items scored on a Likert

scale and designed to measure symptoms of aggression, and

hostility.12 This instrument has been shown to have an internal

consistency of 0.73 when tested among adolescent African-

American males.13 To assess self-perceived likelihood of

violence, we used the Likelihood of Violence and Delinquency

Scale of the Sage Baseline Survey. The scale has 9 items, each

with a Likert-type scale of multiple-choice options. When

studied in a population of adolescent African-American males,

it was found to have an internal consistency of 0.84.14 To assess

recent history of engagement in violence, we used the

Aggressive Behavior Scale of the Sage Baseline Survey, a 12-

item survey of Likert-type questions which has been found to

have an internal consistency of 0.66 to 0.80 among adolescent

African-American males.15 To assess peer-group violence, we

used the Friend’s Delinquent Behavior scale from the Denver

Youth Survey, an 8-item scale found to have an internal

consistency among adolescent African-American males of

0.89.15 Finally, exposure to community violence was measured

using the Children’s Exposure to Community Violence survey,

a 12-item survey with an internal consistency of 0.84 among

adolescent African-American males.16

Risk Factors for Violence Among Young Adults Hankin et al
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Although the survey instruments used had been developed

and validated in adolescent populations, the majority have not

been used to define ‘high-risk’ and ‘‘low-risk’’ youth based on

survey results. For the purpose of defining the prevalence of

violence risk factor exposure in the ED, we defined a ‘‘high

risk’’ exposure to a given risk factor as strong endorsement

(greater than the midpoint on the Likert scale) on more than

half of items within a given assessment. Two alternative

definitions of high risk were also evaluated: 1.) Any

endorsement (2 or more on the Likert scale) on more than half

of the items and 2.) Any endorsement of any item in the

assessment.

Data Analysis

We analyzed data using SAS 9.2 (Cary, NC). We analyzed

the survey data using Pearson’s v2 test or Fisher’s Exact test as

appropriate to determine the associations between survey

results and demographic factors (gender and ethnicity). T-tests

were used for assessing associations with age, which we

entered as a continuous variable. We used bivariate and

multivariate logistic regression to evaluate the association

between demographic and violence risk factors and initial

presentation to the ED for injury. Given small cell sizes for non-

black races, we used a binary variable for black versus non-

black race in the models. Final model selection was by

backwards elimination with forced inclusion of key

demographic variables. We included all usable data for

participants who were unable to finish the survey.

RESULTS

Four hundred three eligible patients were approached, of

whom 365(90.1%) consented to participate. Average age was

21.1 years. Participants were 57.2% female, 85.7% African-

American, and 82.2% had completed high school.

When comparing participants across all categories, we

found that 32.3% of patients reported a high exposure to 1 or

more risk factors surveyed. Rates of exposure to tested risk

factors for violence/violent injury ranged from 7.4% of

participants reporting recent violent behavior, to 24.5%

reporting exposure to community violence (Table 1).

When comparing responses by ethnicity, we found no

significant differences between rates of risk factor exposure

between black vs. non-black participants. These results are

limited by the very small numbers of participants who

identified as a race/ethnicity other than African-American. This

reflects the patient population served in study ED, as described

in other research studies undertaken in this ED (Table 2).17

Male vs. female participants also showed notable

similarities, with significant variation found only in responses

to questions about exposure to community violence (20.4% of

females vs. 30.3% of males, p¼0.03). Risk exposures showing

trends towards significance included hostile/aggressive feelings

(19.4% among females vs. 12.5% among males, p¼0.08) and

self-reported prior violent behavior (6.2% among females vs.

11.2% among males, p¼0.09) (Table 3). Differences in age

between those identified as high risk versus low risk were small

and not statistically significant (Table 4).

Age, sex, and race were not significantly associated with

presentation to the ED for evaluation of an injury-related

complaint versus a non-injury complaint. Those who reported

high levels of hostile/aggressive impulses were significantly

more likely to have presented for an injury-related complaint

(odds ratio [OR] 3.02, 95% confidence interval [CI] 1.34,

6.83). This association remained significant after controlling

for age, sex, and race (OR 3.48, 95% CI 1.49, 8.13). No

statistically significant association was found between injury

and other violence risk factors (Table 5).

DISCUSSION

These study findings show high rates of exposure to risk

factors for violent injury among young adults presenting to this

urban ED, including hostile/aggressive impulses (16.5% of the

overall study sample), self-reported probability of future violent

behavior (8.2%), prior history of violent/aggressive behavior

(7.4%), peer group violent behavior (9.9%), and exposure to

community violence (24.5%).

The most notable finding from this cross-sectional study

was the strikingly similar rates of risk factor exposure when

comparing participants by gender, ethnicity, and based on

reason for ED visit, comparing patients seen for an injury

compliant vs. those presenting for a non-injury complaint.

When comparing participants by gender, we found a trend

towards higher rates of hostile/aggressive feelings among

females, and significantly higher exposure to community

violence among males. These findings correlate with recent ED

research, which found that gender was not significantly related

with risk of peer violence.18 Reasons for the differences noted

in this study might be based on a) gender differences in

perceived social norms around reporting emotions (i.e., females

might be more willing to report anger/hostility), and b) gender-

based differences in time spent outdoors in the community, and

different settings chosen for social aggregation, which may

impact the likelihood of directly witnessing community

violence.

Similarly, when comparing participants who presented to

the ED for an injury complaint vs. a non-injury complaint, most

categories surveyed did not show a significant difference in risk

exposure by presenting complaint. The only risk factor that

varied significantly was the proportion of patients with frequent

hostile/aggressive feelings, at 37.5% among injured patients vs.

16.6% of non-injury patients. We found the similarities

between injured vs. non-injured patients to be as illuminating as

the difference; this suggests that targeting violence-prevention

interventions toward patients who present after a severe injury

may miss a large population of youth presenting for unrelated

complaints, but who are nonetheless at very high risk.

Across the board, the findings of this study suggest that

traditional expectations about demographic factors that indicate

Hankin et al Risk Factors for Violence Among Young Adults
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a patient is high risk for violent injury may result in

interventions that target only a small segment of the at-risk

population, and that a targeted, uniform screening process may

more effectively identify youth who would benefit from a

violence-prevention program.

LIMITATIONS

This study is limited by the use of surveys relying on self-

report data; we attempted to minimize bias introduced by self-

report by providing patient privacy while completing the

written survey and by assuring patient confidentiality and

protection of patient data.

An additional challenge was presented by the fact that

there is no current standardization for defining ‘‘high’’ levels of

exposure to each tested risk factor that could be employed

evenly across all of the scales. To operationalize risk factor

exposure, and to facilitate future research about health

consequences of risk factor exposure, the study authors

developed a definition that intentionally defines a rather high

threshold for a ‘‘positive screen.’’ Two less stringent definitions

of high risk were also evaluated, but these alternative

definitions showed no significant association of any of the risk

factors with presentation for injury, suggesting they would be

less effective for prediction of future injury. Future research

into dose-response effects of risk factor exposure would be vital

for violence-protection efforts. Association between self-

reported risk factors and presentation for injury may be

complicated by the fact that presentation for a violent injury

Table 4. Mean age among persons at high versus low risk

according to different violence risk factors.

High risk

(95% CI)

Low risk

(95% CI)

p-value

by t-test

Hostile/

aggressive

emotions

20.7 (20.2, 21.2) 21.2 (21.0, 21.4) 0.09

Recent prior

violent behavior

21.1 (20.3, 21.9) 21.1 (20.9, 21.3) 0.96

Perceived

probability of

violence in 30

days

20.7 (19.9, 21.5) 21.1 (20.9, 21.3) 0.26

Peer group

violence

20.5 (19.7, 21.2) 21.2 (21.0, 21.4) 0.07

Community

exposure to

violence

21.0 (20.6, 21.4) 21.1 (20.9, 21.4) 0.58

CI, confidence interval

Table 5. Association of violence risk factors and demographic

variables with presentation for injury in bivariate and multivariate

logistic regression models.

Variable

Bivariate odds

ratio (95% CI)

Adjusted odds

ratio (95% CI)

Age 0.97 (0.80, 1.19) 0.99 (0.81, 1.23)

Male (vs. Female) 0.76 (0.35, 1.61) 0.64 (0.28, 1.43)

Non-black (vs. Black) 0.98 (0.32, 3.05) 1.36 (0.37, 5.05)

hostile/aggressive

emotions

3.02 (1.34, 6.83) 3.48 (1.49, 8.13)

Recent prior violent

behavior

0.86 (0.18, 4.01)

Perceived probability of

violence in 30 days

1.46 (0.39, 5.48)

Peer group violence 1.09 (0.35, 3.41)

Community exposure to

violence

1.63 (0.73, 3.65)

Table 3. Rates of high exposure to specific violence risk factors as

associated with patient gender.

Male

N¼211
Female

N¼152
Chi-square

p-value

Hostile/aggressive

emotions

41 (19.4%) 19 (12.5%) p¼0.07

Recent prior violent

behavior

12 (5.7%) 15 (9.9%) p¼0.13

Perceived probability

of violence in 30

days

13 (6.2%) 17 (11.2%) p¼0.08

Peer group violence 17 (8.1%) 19 (12.5%) p¼0.16
Community

exposure to

violence

43 (20.4%) 46 (30.3%) p¼0.03

Table 2. Rates of high exposure to specific violence risk factors as

associated with patient race/ethnicity.

Caucasian

N¼18

African

American

N¼314
Hispanic

N¼13

Fisher’s

exact

p-value

Hostile/

aggressive

emotions

3 (16.7%) 54 (17.2%) 1 (7.7%) p¼0.86

Recent prior

violent behavior

2 (11.1%) 23 (7.3%) 1 (7.3%) p¼0.73

Perceived

probability of

violence in 30

days

2 (11.1%) 26 (8.3%) 1 (7.7%) p¼0.87

Peer group

violence

2 (11.1%) 32 (10.2%) 1 (7.7%) p¼0.89

Community

exposure to

violence

4 (22.2%) 83 (26.4% 0 (0.0%) p¼0.08
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may itself impact likelihood to report aggressive emotions,

reported probability of future violence, etc.

Finally, this survey was performed at a single site, which

was the ED of an inner-city, urban trauma center. Future studies

in other clinical settings would help policymakers and health

practitioners understand the degree to which these levels of

exposures may be generalized to other geographic and clinical

settings.

CONCLUSION

Over 30% of young adults presenting to an urban ED self-

reported high exposure to risk factors for violent injury, with

the most prevalent exposure being high rates of community

violence, as reported by 25.8% of participants. When

comparing by demographic categories, male and female

patients varied only with respect to exposure to community

violence, and we found no significant difference by participant

ethnicity. We also found remarkable similarity when comparing

participants who were initially seen in the ED for an injury

complaint as compared with patients initially seen for a non-

injury complaint. These findings suggest that a screening for

violence risk factors would provide an important tool to

identify and provide prevention services for young adults at risk

for violent injury.
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Introduction: The aging population is a rapidly growing demographic in the United States. Isolation,

limited autonomy, and declining physical and mental health render many older adults vulnerable to

elder mistreatment (EM). The purpose of this study was to assess the prevalence and correlates of EM

among a sample of older adults using legal assistance services in Atlanta, Georgia.

Methods: Researchers administered surveys to consenting older adults (aged 60þ) in 5 metro Atlanta

community centers that hosted legal assistance information sessions as part of the Elderly Legal

Assistance Program. The surveys screened for risk factors and prevalence of EM risk using valid and

reliable measures and included additional questions regarding demographics characteristics and

healthcare use behaviors.

Results: Surveys were completed by 112 participants. Findings reveal that 32 (28.6%) respondents

met the criteria for elder abuse / neglect risk; 17 (15.2%) respondents met criteria for depression; and

105 (93.7%) had visited a healthcare provider during the past 6 months.

Conclusion: The rates of EM risk in this sample were higher than those previously reported in

research. Findings support continued examination of unique risks that may be present among older

adults who may be possibly facing legal issues. Additionally, the reported frequency of healthcare visits

among participants reveals a promising opportunity to examine development of a more widespread EM

screening approach to be conducted in non-emergency settings. Interdisciplinary collaboration is

required to inform screening approaches that account for complexities that EM cases present. [West J

Emerg Med. 2013;14(4):309–315.]

INTRODUCTION

The aging population in America is rapidly increasing. In

2010, an estimated 40 million Americans, or 13%, were age 65

and older.1 Projections indicate that by year 2050, the aged

population will more than double to 88.5 million people, or

approximately 20% of the population.1 This growth can be

attributed to the aging of the large ‘‘baby-boomer’’ generation

and improvements in medical technology that have contributed

to extending the average lifespan.2,3 As the elderly population

increases, so too will the number of people living with chronic

illnesses and other risk factors for preventable injury.

One form of preventable injury is elder mistreatment

(EM). Estimates of the prevalence of EM range from 4% to

10% in the United States (U.S.), although it is widely accepted

that the number of cases reported to Adult Protective Services

(APS) is representative of only a small proportion of elders

suffering various forms of mistreatment.4 A recent survey of a

national sample of community-dwelling, cognitively intact

adults aged 60 and older estimates the 1-year prevalence of
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physical, sexual, and emotional abuse, financial mistreatment,

and neglect to be 11.4%.5 Importantly, research has also

demonstrated an association between EM and emergency

department visits, hospitalization, nursing home placement,

and premature mortality.6–8

The spectrum of EM (identified as physical, sexual and

psychological abuse, as well as neglect and financial

exploitation) has been defined by the National Research

Council as ‘‘intentional actions that cause harm or create a

serious risk of harm (whether or not harm is intended) to a

vulnerable elder by a caregiver or other person who stands in a

trusting relationship to the elder; or failure of a caregiver to

satisfy the elder’s basic needs or protect the elder from harm.’’9

Researchers have dedicated numerous studies to the

examination of risk factors associated with EM. The risks for

EM have been classified as demographic, physical and mental

health, social relationships, as well as having a history of abuse.

Risk factors for elder abuse have been identified as older age,

co-habitation, cognitive impairment/illness, depression and

social isolation.10–15

Depression is an especially important risk factor for EM.

Symptoms of depression likely will not be overtly disclosed by

older adults without direct assessment, as there is a strong

stigma associated with mental health issues.14 Further

exacerbating this issue is the widespread social norm of ageism,

which upholds that depression is natural at the end of life,

among the younger adult generations.16 Often older people

themselves think depression is a natural part of aging and is due

to other common physical and social hardships that often

accompany aging.17 Depression is not a normal symptom of

aging, and studies show that depression that initially appears

later in life is linked to a more chronic course of illness.18,19

Although screening for depression typically takes place in

a clinical setting, research has demonstrated that community

screenings are also feasible and appropriate. In a study

conducted by Schonfeld et al20 a community-based screening

and brief intervention among older adult substance users

demonstrated that non-clinical research staff were able to

administer a range of screens, including measures of mental

health and suicidal risk. Additionally, the Harvard National

Depression Screening Day Scale (HANDS) instrument used in

this EM study was previously found to be effective in assessing

depression among people using a community pharmacy.21

The purpose of this pilot study was to use valid and reliable

screens to estimate the prevalence of EM and depression among

older adults using legal assistance services provided by an

urban Elder Legal Assistance Program (ELAP) and to identify

risk factors associated with EM among this population. The

ELAP program is required by federal law, funded primarily by

the Older Americans Act and provides adults aged 60 and over

with legal representation, information and education in civil

legal matters. The program does not base eligibility on a

person’s income or resources; however, federal law requires that

the program direct services to those persons 60 years of age and

older who are in the greatest social and/or economic need,

limited English-speaking persons, rural or low income

minorities.22

According to data from FY 2009, the majority of persons

served by the ELAP program in the metropolitan Atlanta area

(n¼698) were black or African American (n¼497) or white

(n¼168). Less than 1% of program participants identified as

being Hispanic/Latino or belonging to another race. Of those

served, 540 persons were categorized by the program as having

an economic need and 203 were categorized as frail or having

social need.23

Given the vulnerability of the population served by ELAP,

there is reason to suspect that the prevalence of EM may be

higher among this population. Further, older adults seeking

legal assistance may have a higher prevalence of EM, given that

EM may be a reason for seeking legal assistance among this

population. Depression among those seeking legal advice may

also be higher due to stressors and possibly perceived

hopelessness faced by those seeking assistance.

We based the conceptual model for exploring risk factors

related to EM involved in this study on the Rose and Killien’s

Risk and Vulnerability Model24 as applied to elder abuse by

Frost and Willette.25 Vulnerability relates to characteristics of

the elder. Items related to vulnerability include age, gender, and

the depression scale. Risk refers to hazards or stressors external

to the older adult—which is measured by co-habitation. This

approach encompasses the major defining theories for

causation for elder violence.

METHODS

The pilot study used a cross-sectional survey design. Study

subjects were recruited from 5 community centers offering

legal assistance information presentations to older adults by

representatives of the State of Georgia’s Elderly Legal

Assistance Program (ELAP) within metro Atlanta over the

course of 9 weeks. To enroll the maximum number of

participants, eligibility requirements were broad. Study

subjects had to be English speaking and at least 60 years of age.

This study was reviewed and approved by the university

institutional review board of the principal investigator. No

incentives were offered for participation.

The questionnaire consisted of measures for depression

and EM. We selected HANDS, a 13-item validated screening

tool, for its brevity, ease of administration, and sensitivity for

major depression and suicide.26

Research has also demonstrated that the HANDS

instrument is reliable in a community setting.21 We used the

Hwalek-Sengstock Elder Abuse Screening Test (HS-EAST) to

identify indications of EM. The HS-EAST is a 15-item

instrument containing questions that indicate 3 distinct

domains: violation of personal rights or direct abuse,

characteristics of vulnerability and potentially abusive

situations.27 Scores of 3 or higher on the HS-EAST have been
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shown to be indicative of abuse, neglect and exploitation risk

when compared to the non-abused comparison group.27 The

HS-EAST is recognized among EM researchers as a valid

screening instrument.28,29

Demographic data collected included race, ethnicity, age,

gender, marital status, educational attainment, occupational

status and living arrangements (living alone vs. cohabitation).

Additional information was collected regarding the number of

medical and mental health visits in the past 6 months. Study

participants were given the option of completing a paper-based

or computer-based survey.

We ran descriptive statistics to obtain study sample

characteristics. For the purpose of analysis, we recoded the

following variables as dichotomous, categorical variables:

marital status (married or living with partner v. single), race

(white v. another race), employment status (works outside the

home v. does not work outside the home), EM (yes v. no) and

depression (yes v. no).

We categorized study participants who scored 3 or above

on the HS-EAST scale as having a positive screen for EM,

while respondents that scored a 9 or above on the HANDS scale

were categorized as being depressed. We created the following

age categories using continuous data: 60–69, 70–79, 80–89,

and 90 or above. Imputation was used to replace missing

observations.

We performed chi-square and both univariate and

multivariate regression analyses to estimate and test the

association between EM and the following covariates: gender,

age, race, ethnicity, employment status, cohabitation,

depression, number of visits to a healthcare provider in the past

6 months and number of visits to a mental health care provider

in the past 6 months.

RESULTS

One hundred and twelve individuals 60 years of age or

older, English speaking and attending elderly legal assistance

information presentations at metro-Atlanta community centers

provided written, signed consent and enrolled in the study.

Seventy respondents (62.5%) completed computer-based

surveys. The majority of respondents, (n¼76, 67.9%) were

female, white (n¼81, 72.3%), and between the ages of 60 and

79 (n¼83, 74.1%). Slightly over half of the sample (n¼61,

54.5%) had a high school education or less. Ninety-three

respondents (83%) were not employed. More respondents were

single (n¼60, 60.7%) and reported living with someone else

(n¼69, 61.2%). Over 16 % (n¼17) of the study sample met

criteria for depression and 32 (31.1%) met criteria for EM.

Table 1 presents the complete demographic profile of the

sample.

The majority of participants reported seeing a healthcare

provider between 1 and 3 times within the past 6 months (60.7

%). Nearly 22% reported visiting a healthcare provider 4 to 6

times, 11.2%reported visiting a healthcare provider more than 6

times, while 6.5% of participants reported never having visited

a healthcare provider within the past 6 months. The large

majority of participants reported never having visited a mental

health provider within the past 6 months (93.4%), while 6.6%

reported having visited a mental health provider between 1 and

3 times within the past 6 months.

Table 1. Sociodemographic profile of study sample of older

Americans to screen for prevalence of elder mistreatment.

Characteristic n (percent)

Age (n¼105)
60–69 40 (38.1)

70–79 36 (34.3)

80–89 27 (25.7)

90 and above 2 (1.9)

Gender (n¼107)
Male 34 (31.8)

Female 73 (68.2)

Race (n¼107)
American Indian/Alaskan Native 5 (4.7)

White 76 (71.0)

Asian 3 (2.8)

Black or African American 23 (21.5)

Ethnicity (n¼90)
Hispanic/Latino 5 (5.6)

not Hispanic/Latino 85 (94.4)

Cohabitation (n¼104)
live alone 40 (38.5)

live with someone else 64 (61.5)

Employment (n¼106)
full-time 9 (8.5)

part-time 10 (9.4)

retired 69 (65.1)

unemployed 7 (6.6)

disabled and unable to work 8 (7.5)

homemaker 3 (2.8)

Marital Status (n¼107)
married or living with partner 42 (39.3)

single/never married 6 (5.6)

divorced or separated 21 (19.6)

widowed 38 (35.5)

Educational Attainment (n¼105)
some middle school 4 (3.8)

middle school 5 (4.8)

some high school 22 (21)

high school 26 (24.8)

some college 18 (17.1)

bachelor degree 17 (16.2)

graduate degree 13 (12.4)
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We analyzed the following demographic and risk variables

using chi-square to test the association between EM and each of

the following variables: sex, race, ethnicity, education, age,

employment status, marital status, cohabitation, depression,

number of visits to a healthcare provider (physician or nurse

practitioner) in the past 6 months and number of visits to a

mental healthcare provider (psychiatrist, psychologist or

therapist) in the past 6 months. We detected no significant

associations between EM and age, marital status, race,

employment status, education, or visits to a healthcare provider

in the past 6 months.

However, results indicated a significant association

between EM and sex, ethnicity, cohabitation and number of

visits to a mental health provider (Table 2). A higher proportion

of men (56.3% or 18 of 32) met the criteria for EM as compared

to women (19.1% or 13 of 68), X2 (1, 100)¼14.027, p, 0.001,

and of the 5 respondents identifying as Hispanic/Latino, 4

(80%) met the criteria for EM, as compared to 24 of 81 (29.6%)

of non-Hispanic/Latino subjects [X2 (1, 86)¼5.441, p¼0.020].

Nearly half (48.3% or 14 of 29) of those who met EM criteria

reported living with another person [X2 (1, 97)¼4.388,

p¼0.036]. Additionally, among the 29 respondents who had a

positive screen for EM, 5 (17.2%), reported having had 1–3

visits to a mental health provider within the past 6 months, as

compared to 2.9% (2 of 70) of respondents who did not meet

criteria for abuse [X2 (1, 99)¼6.457, p¼0.011].

We performed univariate logistic regression for those

variables that demonstrated statistically significant associations

(p� 0.05) with the independent variable, EM. Results (Table 3)

indicate that men in this population were 5 times as likely as

women to suffer from or be at risk for EM. Respondents who

lived with another person, whether he/she were a spouse, other

family member or non-relative were more than twice as likely

to suffer or be at risk for abuse/neglect. Depression and number

of visits to a mental health provider also increased one’s risk of

EM.

Lastly, we performed multiple logistic regression analysis,

which included those variables that remained significant in the

univariate regression analyses: sex, ethnicity, cohabitation,

depression and visits to a mental health provider. Using this

regression model, cohabitation and visits to a mental health

provider were not found to be significant predictors of EM. The

final multiple logistic regression model included 3 predictors—

sex, ethnicity and depression. Males were 5.5 times more likely

to meet have a positive screen for EM than females (odds ratio

[OR]: 5.54, confidence interval [CI]: 1.85-16.57, p¼0.002), and

Hispanic respondents were 11.7 times more likely to have a

positive EM screen than their non-Hispanic counterparts (OR:

11.73, CI: 1.06–130.06, p¼0.045). Depressed respondents were

6 times more likely to have a positive EM screen than their non-

depressed peers (OR: 6.07, CI: 1.54-23.09, p¼0.01). Results

are presented in Table 4.

DISCUSSION

In this cross-sectional survey of older adults attending

legal assistance presentations, we found that nearly one-third of

our sample met criteria for EM, which is higher than more

modest estimates in the general U.S. population ranging from

Table 2. Associations of demographic characteristics and risk

factors with positive elder mistreatment screens.

Risk Factor Chi-square DF† p-value

Gender 14.027 1 ,0.001*

Race 1.623 1 0.203

Ethnicity 5.441 1 0.02*

Age 3.753 3 0.289

Education 0.495 1 0.482

Employment 0.531 1 0.466

Marital status 1.041 1 0.308

Cohabitation 4.388 1 0.036*

Visits to healthcare provider 0.371 3 0.946

Visits to mental health provider 6.457 1 0.011*

Depression 8.62 1 0.003*

* significant association p�0.05
† Degrees of freedom

Table 3. Logistic regressions and predictors for positive elder

mistreatment screen.

Covariates OR CI B Wald p-value

Sex

(male vs. female)

5.44 [2.160–13.699] 1.694 12.917 ,0.001

Ethnicity

(Hispanic vs.

Non-Hispanic)

9.5 [1.01–89.47] 2.251 3.871 0.049

Cohabitation

(no vs. yes)

2.571 [1.050–6.299] 0.944 4.269 0.039

Depression

(yes vs. no)

5.4 [1.619–18.012] 1.686 7.528 0.006

Visits to mental

health provider

(1–3 vs. none)

7.08 [1.29–38.95] 1.958 5.067 0.024

OR, odds ratio; CI, confidence interval

Table 4. Multiple logistic regression results.

Covariates OR CI b Wald p-value

Sex

(male vs. female)

5.536 [1.85-16.57] 1.711 9.36 0.002

Ethnicity

(Hispanic vs.

Non-Hispanic)

11.73 [1.06–130.06] 2.46 4.02 0.045

Depression 6.07 [1.54-23.09] 1.8 4.02 0.01

OR, odds ratio; CI, confidence interval
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4–11%.4,5 However, this result serves to confirm our hypothesis

that older adults seeking legal services may have a higher

prevalence of EM either because EM has led them to seek legal

advice or their legal situation has contributed to their

vulnerability and put them at greater risk for EM.

Study findings were also different from EM literature

concerning demographic risk factors. While other studies

indicate that older elderly people are at a greater risk of or abuse

and neglect than the younger old, no differentiation of EM by

age was found in this sample.10,33 Further, men in this study

sample were over 5 times more likely to meet EM criteria than

females. While other studies have indicated women are at a

greater risk of abuse than men,8,34 Pillemer and Finkelhor13

found that men in their random survey study were more likely

to be victims of EM.

Other research has indicated that poorer physical and

mental health may put elderly at risk;33 however, our findings

indicated that mental health and not physical health was a

predictor of EM/EM risk. Depression, and other mental health

issues, as implied by the number of visits to a mental health

provider in the past 6 months in this study, as well as

cohabitation have all been identified as risk factors in the

literature. While depression was a significant predictor of EM/

EM risk in this study, neither visits to a mental health provider

or cohabitation were found to predict EM/EM risk in the

multivariate analyses.

We also found that Hispanics/Latinos in this study were

substantially more likely than non-Hispanics to meet EM

criteria. Examination of EM within Hispanic/Latino

communities in the U.S. is gaining attention. In a recent study

by DeLiema et al35 in a randomized community sample of 200

Latinos in Los Angeles, 2 out of 5 older adult Latinos reported

abuse in the last year, and among those, 22% of the abuse was

categorized as ‘‘severe,’’ While the number of Hispanics/

Latinos respondents included in this study was very small, this

finding highlights the need to further investigate unique

interpersonal dynamics and risk factors for EM that may exist

in this subpopulation. Because Hispanic/Latino older adults

have historically been underrepresented in EM research,

explanations for this significant disparity are not readily

available.

The differences in our study findings may be due to several

factors. First, this study used the HS-EAST instrument, which

is not widely used in EM-prevalence studies. Because the

instrument was developed for administration by non-clinical

professionals, the domains and items may not reflect highly

specific measures of EM and thus, there is a potential for over-

estimation of EM risk. The high prevalence among this sample

may also be attributed to the unique circumstances of the study

setting. Older adults attending legal presentations may be

different than the general older adult population. For these

individuals, there may be underlying legal stressors that may

lead to strained personal situations, mental distress, depression,

and ultimately, violent relationships. The cumulative burden of

these stressors may likely place this vulnerable population

segment at risk for being the target of abuse by someone who

perceives the pending legal matters as ‘‘hopeless,’’ Older adults

who are receiving legal services may be in a help-seeking

mode; therefore, they are reaching out for services that

potentially could assist in address legal problems they face.

Overall, our study findings highlight the need for more

robust, sophisticated research that can examine issues related to

EM among community-dwelling older adults who may be

facing legal issues. The legal circumstances in which clients

seek ELAP services may offer an explanation for our high rates

of EM/EM risk and depression. Since the prevalence of those

who were depressed was much higher than those visiting

mental health providers, it is likely that many in the study

population needed but were not receiving treatment for

depression and therefore at a greater risk for EM.

LIMITATIONS

This study was based on a small and homogenous sample

and was further limited by the voluntary nature of the survey;

therefore, the answers provided by the respondents may not be

indicative of the non-respondents. The results from this study

are not generalizable to other older adults who may be seeking

legal advice or assistance as a convenience sampling

methodology was employed. Additionally, while findings

indicate a number of statistically significant associations,

temporal ordering is not possible due to the cross-sectional

nature of data collected. Additionally, this study used proxy

measures for physical and mental health status, number of visits

to a healthcare provider and number of visits to a mental health

provider. While it stands to reason that high healthcare

utilization would be associated with poorer health among older

adults, and there is research to support this,36 using healthcare

visits as proxy measures does not take into account older adults

who may be in need of, but not receiving healthcare for

physical or mental health issues. Finally, this study captured

respondents’ self-reported answers, not actual behaviors or

occurrences of EM. Nonetheless, these findings provide insight

into avenues for future research that probes EM risks more

profoundly.

CONCLUSION

Elder mistreatment is complex and continued research that

advances our understanding of risk factors is essential for

prevention efforts. More collaboration among professionals

from diverse disciplines who play a role in EM identification and

resolution is needed. Professionals trained in law, criminal

justice, social services, and mental health may potentially be

involved in EM case detection, management, and resolution.36–42

Traditionally the responsibility for recognizing, identifying, and

responding to EM has been assumed primarily by healthcare

professionals. Jones et al43 determined that the majority of cases

are detected by clinicians during urgent care visits. However,
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through effective screening, EM may be detected before it

escalates to a need for emergency medical attention.

The early detection of EM relies heavily on professionals

who may interact with older adults earlier than those in urgent

healthcare settings, such as primary care physicians, social

workers, bankers, lawyers, mental health professionals, and law

enforcement. Professionals on the frontline of initial case

reporting must receive adequate training to improve

identification of signs and symptoms of EM. Enhanced

screening and professional collaborations can flourish when

EM policies are responsive to scientific evidence that reveal

individual-level vulnerabilities and external risk factors for

violence.

Given the exponentially growing older adult segment of

the United States, the number of adults who may become

victims of violence will likely increase until more sensitive,

widespread screening is developed and implemented.

Progressive national policies responsive to these trends can

foster guidelines and screening practices that proactively

prepare professionals to identify older adults most at risk for

EM. Professionals practicing in the community, such as law

enforcement, social services, law, and banking among others,

may provide important early screening for EM risks that are

frequently associated with victimization. Enhancing the

recognition and collaborative partnerships among professionals

provide a promising structure (opportunity) for resolving

increasingly difficult situations for older adults.
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Introduction:Despite a recent focus on intimate partner violence (IPV) among men who have sex with

men (MSM), the male-male couple is largely absent from the IPV literature. Specifically, research on

dyadic factors shaping IPV in male-male couples is lacking.

Methods: We took a subsample of 403 gay/bisexual men with main partners from a 2011 survey of

approximately 1,000 gay and bisexual men from Atlanta. Logistic regression models of recent (,12

month) experience and perpetration of physical and sexual IPV examined dyadic factors, including

racial differences, age differences, and social network characteristics of couples as key covariates

shaping the reporting of IPV.

Results: Findings indicate that men were more likely to report perpetration of physical violence if they

were a different race to their main partner, whereas main partner age was associated with decreased

reporting of physical violence. Having social networks that contained more gay friends was associated

with significant reductions in the reporting of IPV, whereas having social networks comprised of sex

partners or closeted gay friends was associated with increased reporting of IPV victimization and

perpetration.

Conclusion: The results point to several unique factors shaping the reporting of IPV within male-male

couples and highlight the need for intervention efforts and prevention programs that focus on male

couples, a group largely absent from both research and prevention efforts. [West J Emerg Med.

2013;14(4):316–323.]

INTRODUCTION

Programmatic efforts and research studies of intimate

partner violence (IPV) have long focused on female victim –

male perpetrator models, almost to the exclusion of both male

victims and IPV within same-sex relationships. Recently,

studies have begun to look at intimate partner violence (IPV)

among men who have sex with men (MSM): MSM refers to the

behavior of same-sex male sexual behavior, and is not linked to

a sexual identity such as gay or bisexual. Studies of IPV among

MSM have found both a similarly high prevalence to that

observed among heterosexual women, and that IPV among

MSM occurs at significantly higher rates in comparison to

heterosexual men.1,2 Studies focusing specifically on gay and

bisexual men have found that approximately 25–50% of gay

and bisexual men in the U.S. report experiencing physical IPV,

while 12–52% report experiencing sexual IPV.1,3–5 Tjaden et

al,4 showed that 21.5% of men reporting a history of

cohabitation with a same-sex partner reported experiencing

physical abuse in their lifetimes in comparison to 7.1% of men

with a history of opposite-sex cohabitation. There is evidence

that MSM – and gay/bisexual men – are especially at risk for

IPV over their lifetimes, and that the risks of experiencing IPV

are higher among MSM of color, human immunodeficiency

virus (HIV)-positive men, and MSM with lower levels of

education.6–10 Several studies have also found associations

between IPV and sexual risk-taking and increased risk of HIV
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acquisition among MSM.9,11 Many studies have examined how

dyadic characteristics of heterosexual couples shape the risk of

IPV and how the risk of IPV is influenced by patterns of social

support. Despite the comparably high rates of IPV in male-male

couples (which may consist of combinations of MSM and gay

and bisexual men), there is a dearth of studies that have

examined how partner and dyadic characteristics and the social

network characteristics of the individual shape the experience

of IPV among male-male couples.12–14

The existing evidence suggests that IPV affects

approximately one quarter to one half of all same-sex

relationships.15–18 The National Coalition of Anti-Violence

Programs reported 6,523 cases of IPV in lesbian, gay, bisexual,

and transgender (LGBT) relationships in 2003, with most cases

(83%) occurring in gay and lesbian relationships.19 Physical

abuse seems to occur in a significant portion of abusive same-

sex relationships. Elliot20 and De Vidas21 suggest that between

22–46% of lesbians have been in relationships in which

physical violence has occurred. McClennen et al,22 using a

sample of 63 gay men, found that participants were often

physically struck by their partners, while Greenwood et al6

reported that 22% of a sample of MSM had been subjected to

physical abuse from an intimate partner. Research also

indicates that sexual abuse is common in IPV-afflicted same-

sex relationships. Walder-Haugrud and Gratch5 reported that

52% of their sample of gay men experienced one or more

incidents of sexual abuse. Similarly, Toro-Alfonso and

Rodriques-Madera23 found that approximately 25% of a sample

of Puerto Rican gay males had experienced sexual coercion.

Clearly, a large number of same-sex relationships experience

IPV, and the levels experienced appear to be similar, if not

higher, than those seen in heterosexual couples.20

Capaldi et al24 conducted a systematic review of 228 IPV-

focused research articles and found that social support

characteristics and the behaviors and characteristics of main

partners were a strong influence on the experience of IPV.

However, none of the studies that focused exclusively on same-

sex couples met the criteria for inclusion in the systematic

review, due primarily to small sample sizes, and only 2 of the

studies included in the review had samples that contained both

heterosexual and same-sex relationships, pointing to the lack of

research examining dyadic or social support influences on IPV

among same-sex couples.25,26 In terms of dyadic influences on

IPV, among heterosexual populations a number of studies

suggest that the experience of IPV decreases as the age of the

partner increases, while others have shown that education and

income, in particular dyadic differences in education and

income, are significantly associated with the risk of IPV among

heterosexual couples.27–29 Additionally, economic stress has

been shown to be a major risk factor for IPV among

heterosexual couples: in a cross-sectional study of men and

women in the U.S. Air Force, researchers found that financial

stress was a significant predictor of both men’s and women’s

perpetration of IPV.30 Main partners who were exposed to

violence as a child, either witnessing parental IPV or

experiencing early childhood abuse, have also been shown to

report higher levels of violence in their

relationships.31Although these findings suggest that partner

characteristics play an important role in the experience of IPV

among heterosexual couples, information on what these

characteristics look like in male-male couples is lacking.

Furthermore, the majority of the research on partner

characteristics involves individual-level data rather than

couple-level data, thus largely ignoring how differences in

dyadic characteristics (e.g. age or educational differences) may

influence the risk of IPV.

Several studies have shown that social isolation or lack of

social support is a significant risk factor for experience and

perpetration of IPV among heterosexual populations.25,32,33

Lanier and Maume found that women in rural and urban areas

of the U.S. with greater levels of social support and social

interaction were less likely to experience IPV.32 Similarly, Van

Wyk et al33 found that women living in economically

disadvantaged neighborhoods and those receiving less social

support were at a greater risk of IPV. For MSM, or gay and

bisexual men, social networks may influence the risk of IPV

through the provision of social support, increasing access to

services and resources, by providing access to role models in

the forms of successful relationships, and through the provision

of social acceptance through normalizing the presence of same-

sex couples in a heterosexually-dominated society.34–36

However, research on social networks and social support

among MSM has focused almost exclusively on the influence

of social networks in shaping sexual risk taking and risk of HIV,

and we find no studies that have examined how social support

or social networks shape the risk of IPV among male-male

couples.37,38

The majority of studies of IPV among MSM have focused

on prevalence and individual-level risk factors for IPV.17–23 To

date, research has largely ignored the role of dyadic

characteristics in shaping the risk of IPV among male couples,

and has overlooked how the risk of IPV may be shaped by the

size and composition of an individual’s social network. In this

study, we examine how dyadic characteristics, dyadic

differences and the size and composition of social networks

influence the reporting of recent physical and sexual IPV

among a sample of 403 gay and bisexual men with main

partners in Atlanta, Georgia. This new information has the

potential to inform the development of culturally appropriate

interventions tailored to the unique contexts of male-male

couples, a population largely overlooked in current research

and prevention efforts.

METHODS

Emory University’s institutional review board approved

this study. Between September–December 2011, participants

were recruited into the study using venue-based sampling.
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Venue-based sampling is a derivative of time-space sampling,

in which sampling occurs within prescribed blocks of time at

particular venues. As a method to access hard-to-reach

population, venue-based recruitment is a process in which a

sampling frame of venue-time units is created through

formative research with key informants and community

members. After creating a list of potential venues where the

target population is reported to be more prevalent than in the

general community, researchers visit each venue at the times it

is reported to be active (for example, Thursdays from 9PM–

1AM) to confirm that the venue is active at those times and the

population in question accesses the venue; this venue-time unit

is then added to the sampling frame. In order to reach a diverse

population of gay and bisexual men in the Atlanta area, the

venue sampling frame used for this study consisted of a wide

variety of gay-themed or gay-friendly venues, including Gay

Pride events, gay sports teams events, gay fundraising events,

downtown areas, gay bars, bathhouses, and an AIDS service

organization. All venues were within the Atlanta Metropolitan

area. The sampling frame used in this study contained over 160

venue-time units, and was updated monthly as venues closed or

as new venues became available. A randomized computer

program assigned venue-time units monthly, with at least one

recruitment event per day.

During recruitment, 2 or more study recruiters wearing

study t-shirts stood adjacent to the venue during the time period

prescribed by the computer program. Recruiters then drew an

imaginary line on the ground and then approached every nth

man who crossed it; n varied between 1 and 3 depending on the

volume of traffic at the venue. After introducing him/herself,

the recruiter would ask if the man was interested in seeing if he

was eligible for a research study. If he agreed to be screened, he

was then asked a series of 8 questions to assess his eligibility,

including his sexual orientation, recent sex with a man, race,

age, and residence in the Atlanta Metro Area. Responses for all

persons were recorded on palm-held computers, including

whether or not a person agreed to be screened for eligibility.

Eligible men were then read a short script that described the

study process: a web-based survey approximately 20 minutes in

length that could be completed at home, or, in the case of 5

venues (the AIDS service organization, the drop-in center,

Atlanta Pride, In the Life Pride, and a National Coming Out

Day event), at the venue itself on a tablet computer. Men

interested in study participation were then given a card with a

web address and a unique identifier that would link their

recruitment data to their survey data. Participants who

completed the survey at the venue were compensated with a gift

card; participants who completed the survey at home were

compensated with the same value of gift card sent to them

electronically.

The self-administered, web-based survey contained several

domains of questions regarding demographics, recent sexual

behavior with male partners, intimate partner violence (IPV),

couples’ coping and communication, social network

characteristics, and minority stress (e.g., internalized

homophobia). Of 4,903 men approached, 2,936 (59.9%) agreed

to be screened for the study. Of these, 2,093 (71.3%) were

eligible for study participation. Men were eligible for study

participation if they reported being 18 years of age or older,

being male, identifying as gay/homosexual or bisexual, living

in the Atlanta Metropolitan Area, and having had sex with a

man in the previous 6 months. Of eligible participants, 1,965

(93.9%) were interested in study participation. A total of 1,075

men completed the survey; thus 21.9% of men approached and

51.4% of eligible men completed the survey. Approximately

one third (33.7%) completed the survey at a venue, while the

remaining two thirds (66.3%) of respondents completed the

survey at home. Of the 1,075 men who completed the survey,

approximately half (49.3%) reported having a main partner

(‘‘Are you currently in a relationship with a male partner? Is

this male partner someone who you feel committed to above all

others? You might call this person a boyfriend, life partner,

husband, or significant other.’’). Of the men who responded

that they had a main partner, 403 had complete data for all

covariates of interest and were included in the final analysis

sample (Table 1).

Survey participants were assessed for recent intimate

partner violence from a male partner, either physical (‘‘In the

last 12 months, have any of your partners ever tried to hurt

you? This includes pushing you, holding you down, hitting you

with a fist, kicking you, attempting to strangle you, and/or

attacking you with a knife, gun or other weapon’’) or sexual

(‘‘In the last 12 months, have any of your partners ever used

physical force or verbal threats to force you to have sex when

you did not want to?’’). We used the same questions to measure

perpetration of IPV in the last 12 months. The analysis

examines 4 outcomes, each of them self-reported: experience of

physical violence, experience of sexual violence, perpetration

of physical violence, and perpetration of sexual violence in the

12-month period prior to the survey. We grouped covariates of

interest into 3 categories: dyadic differences, main partner

characteristics, and social network characteristics. The dyadic

differences consisted of differences in race, education,

differences in sexual orientation, and the age difference

between the main partner and the participant. The main partner

characteristics consisted of covariates related to the

participant’s main partner including race, age, and their sexual

orientation.

To capture data on social networks, we asked respondents

about up to 5 of their closest friends, who were classified as

‘‘people that you talk to at least once a month.’’ Respondents

were asked to provide the age, gender, perceived sexual

orientation, whether their friend was out to others if they were

gay or bisexual, and relationship status of each of the friends

they listed. To measure the age difference within the network of

friends, the average age of the network was subtracted from the

Intimate Partner Violence Among Male-Male Couples Stephenson et al
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respondent’s age and then categorized into 4 categories based

on the distribution of the quartiles: 3.4–2 years older, 3.25–0.2

years older, 0–3 years younger, and 3.2 years or more younger

than the respondent. The analysis also considered the

proportion of the respondent’s network that was comprised of

gay friends, gay friends in relationships, closeted gay friends,

out gay friends, straight friends in relationships, and sexual

partners. The analysis also considered the number of friends

with the same race as the respondent. For individual

characteristics, the analysis considered education, employment,

age (continuous variable), race (white, black/African

American, or Latino/other), sexual orientation (homosexual/

gay or bisexual) and HIV status (positive, negative or unknown/

never been tested).

We analyzed the data using STATA 12. Using a backwards

stepwise procedure, we created 4 separate logistic regression

models for the 4 outcomes of interest. In each model, we

included individual characteristics, dyadic differences, main

partner characteristics and social network characteristics.

RESULTS

The sample of 403 participants reflected a diverse sample

with 59.8% white non-Hispanic, 25.6% black/African-

American, and 14.6% Latino/other. In addition, 54.8% reported

having a college education or more, 29.0% reported some

college or a two-year degree, and 16.1% reported a high school

education or less. The mean age was 36.1 years (18-71years)

with the majority reporting homosexual/gay sexual orientation

(93.6%), negative HIV status (72.7%), and current employment

(83.7%). Reporting of physical IPV was higher than sexual

IPV: 10.2% of respondents reported experiencing physical IPV

in the last 12 months, while 4.8% reported perpetrating

physical IPV. Fewer participants reported experiencing (3.7%)

or perpetrating (3.5%) sexual IPV (Figure).

The results of the logistic models are shown in Table 2. Of

the demographic variables, only age, race and employment

status were found to be associated with 2 of the 4 outcomes.

Table 1. Distribution of covariates used in final models among men

with main partners (n¼403).

Exposure Mean/Range %

Respondent characteristics

Age 36.1 (18–71) –

Race

White – 59.8

Black – 25.6

Latino/Other – 14.6

Sexual orientation

Homosexual/Gay – 93.6

Bisexual – 6.5

Human immunodeficiency virus status

Negative – 72.7

Education level

High school or less – 16.1

Some college or 2-year degree – 29

College or more – 54.8

Employment status

Employed – 83.9

Social network characteristics

Network age difference ratio

3.4 or more years younger – 29

3.25-0.2 years younger – 18.6

Same age to 3 years older – 28.8

3.2 or more years older – 23.6

Proportion of network comprised of

friends in the closet

0.1 (0–1) –

Proportion of network comprised of

sex partners

0.1 (0–1) –

Proportion of network comprised of

gay friends

0.7 (0–1) –

Proportion of network comprised of

out gay friends

1.0 (0–1) –

Proportion of network comprised of

straight friends in relationships

0.2 (0–1) –

Proportion of network comprised of

gay friends in relationships

0.3 (0–1) –

Proportion of network comprised of

friends of the same race

0.8 (0–1) –

Main partner characteristics

Main partner age 35.9 (16–73) –

Main partner race

White – 60.1

Black – 27.5

Latino/Other – 12.4

Main partner sexual orientation

Homosexual/Gay – 92.8

Bisexual – 5.2

Table 1. Continued.

Exposure Mean/Range %

Heterosexual/Straight/Unsure/

Questioning/Other/Don’t know

– 2

Dyadic characteristics

Age difference between respondent and main partner

Main partner 5þ years younger – 25.6

Main partner 1–4 years younger – 22.1

Main partner same age to 4 years

older

– 27.8

Main partner 5þ years older – 24.6

Same race – 67.7

Same sexual orientation – 88.6
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Older men were significantly less likely to report perpetration

of physical violence (odds ratio [OR]: 0.92, 95% confidence

interval [CI]: 0.88, 0.97). Black/African American men were

7.91 times (95% CI: 1.45, 43.23) more likely to report

perpetration of sexual violence when compared to white men.

Unemployed men had significantly higher odds of reporting

recent perpetration of sexual violence (OR 3.65, 95% CI: 1.03,

12.89) than employed men.

Of the dyadic factors, men who were the same race as their

main partner had significantly lower odds of reporting

perpetration of physical violence towards their partner in the

past year compared to men in inter-racial dyads (OR 0.32 95%

CI: 0.14, 0.73). Of the main partner characteristics, only the

main partner’s age was found to be associated with experience

of physical violence: men with older main partners were

significantly less likely to report experiencing physical IPV.

Several social network factors were significantly

associated with IPV. The greater the proportion of their network

that was comprised of closeted gay friends, the more likely they

were to report experience of sexual violence (OR: 8.90, 95%

CI: 1.46, 54.37). Conversely, the greater the proportion of their

network that was comprised of openly gay friends, the less

likely they were to report perpetration of sexual violence (OR:

0.12, 95% CI: 0.02, 0.75). Men whose social networks had a

high proportion of sex partners were more likely to report

perpetration of physical violence (OR: 4.47, 95% CI: 1.11,

17.94) and sexual violence (OR: 8.85, 95% CI: 1.45, 54.09).

Respondents whose social network was on average slightly

younger than them (0.2–3.25 years) were significantly less

likely to report experiencing physical IPV (OR: 0.28 95% CI

0.08, 0.89).

DISCUSSION

Studies of IPV among gay and bisexual men are relatively

new, at least relative to the wealth of studies on male-female

IPV, and previous studies have shown rates of male-to-male

IPV ranging between 11% and 44%.39 The results presented

here show slightly lower levels of physical IPV than have been

shown in some previous studies, yet show relatively high levels

of reporting of the experience of and perpetration of sexual

IPV: interestingly, similar percentages of participants reported

experience or perpetration of sexual IPV. The present analyses

are unique in their focus on IPV among male-male dyads

(which may include both MSM and gay and bisexual men), and

the inclusion of covariates beyond the individual level to

include dyadic differences, partner characteristics, and social

network size and composition.

The factors that were significantly associated with the

reporting of IPV among male-male couples highlight the

potential role of minority stress in shaping the risk of

experience or perpetration of violence among male-male

couples. Respondents who identified as a racial minority

(black/African American) or experienced financial stress

(unemployed men) were more likely to report increased

perpetration of sexual IPV. Lower levels of income may be

reflective of a lack of access to social capital and resources,

creating an economic stress that manifests as perpetration of or

vulnerability to IPV. Men who identify as a racial minority may

face stress through exposure to racism, both in the LGBT

community and beyond, or through increased levels of

homophobia known to exist in communities of color in the

U.S.44,45 However, the sample for this study was predominantly

white, with too few numbers in each of the ethnic and racial

groups to allow a deeper investigation other than white versus

other of the racial differences in IPV among participants (as

noted by the large confidence intervals around estimate for

black/ African American men).

At the dyadic level, being in an inter-racial dyad was

associated with increased levels of perpetration of physical IPV.

Again, the suggested causal pathway lies in the stress that may

be placed on the relationship due to either perceived or

experienced racism or homophobia in the LGBT community or

communities of color. Related to the main partner

characteristics, the main partner’s age was found to be

significantly associated with a reduction in experiencing

physical IPV. This finding is similar to studies of heterosexual

couples, where violence decreases as the main partner’s age

increases.27,28

The majority of the research on the social networks of gay

and bisexual men has focused on how social networks influence

sexual risk-taking behaviors.34–36 The results of this study

suggest a role for minority stress in explaining how social

networks shape the risk of IPV within male-male couples. Men

with more closeted gay friends in their network were more

likely to experience sexual violence, and men with more sex

partners in their network were more likely to perpetrate

physical and sexual violence. The latter result is similar to other

studies that have linked perpetration of violence to a greater

number of sexual partners among heterosexual individuals.40,41

Both of these results could be interpreted as minority stress:

men whose social networks are primarily composed of closeted

Figure. Reported prevalence of experience or perpetration of

physical and sexual intimate partner violence among gay/bisexual

men with main partners (n¼403).
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gay men may have less access to the wider LGBT community,

and as such may have lower access to positive LGBT role

models, social support and culturally appropriate services.

Additionally, these men may themselves be experiencing

difficulties in disclosing their own sexual orientation, and this

stress may manifest as IPV in relationships. Men whose social

networks are largely composed of sex partners may have fewer

opportunities to create positive social bonds and interactions,

they may be less socially visible in the LGBT community, may

have fewer positive LGBT role models, or may themselves be

struggling with issues around their sexual orientation, all of

which may reduce their access to information and resources in

the LGBT community. However, it is possible that the

experience of IPV may act as a barrier to involvement or

participation in social aspects of the LGBT community.

Surprisingly, men whose network was slightly younger than

Table 2. Backwards Stepwise Logistic Regression modeling of experience and perpetration of physical and sexual intimate partner

violence among gay/bisexual men with main partners (n¼403).

Exposure

Experience physical

violence OR (95% CI)

Experience sexual

violence OR (95%)

Perpetrate physical

violence OR (95%)

Perpetrate sexual

violence OR (95%)

Age

Age 0.69 (0.21, 2.31) 0.97 (0.91, 1.03) 0.92 (0.88, 0.97)* 0.98 (0.93, 1.04)

Race

White 1.00 1.00 1.00 1.00

Black 1.51 (0.66, 3.45) 2.33 (0.59, 9.18) 0.99 (0.41, 2.41) 7.91 (1.45, 43.23)*

Latino/Other 1.03 (0.35, 3.08) 1.33 (0.22, 8.20) 0.62 (0.18, 2.07) 5.94 (0.91, 38.97)

Sexual orientation

Homosexual/Gay 1.00 1.00 1.00 1.00

Bisexual 0.69 (0.21, 2.31) 0.42 (0.05, 3.77) 1.49 (0.45, 4.91) 0.72 (0.12, 4.17)

HIV status

Negative 1.00 1.00 1.00 1.00

Positive/Never tested/unknown 0.55 (0.24, 1.30) 0.63 (0.16, 2.45) 0.68 (0.27, 1.70) 0.78 (0.22, 2.75)

Education

High school or less 1.00 1.00 1.00 1.00

Some college or 2-year degree 1.03 (0.42, 2.53) 2.44 (0.57, 10.34) 1.50 (0.55, 4.10) 1.53 (0.39, 6.02)

College or more 0.40 (0.15, 1.11) 0.45 (0.06, 3.41) 0.50 (0.16, 1.59) 0.41 (0.06, 2.95)

Employment status

Employed 1.00 1.00 1.00 1.00

Unemployed 0.74 (0.28, 2.00) 2.78 (0.74, 10.44) 0.60 (0.19, 1.89) 3.65 (1.03, 12.89)*

Social network characteristics

Network age difference ratio

3.4 or more years younger 1.00 – – –

3.25-0.2 years younger 0.28 (0.08, 0.89)* – – –

Same age to 3 years older 0.73 (0.30, 1.77) – – –

3.2 or more years older 0.71 (0.22, 2.24) – – –

Proportion of network comprised of

friends in the closet

– 8.90 (1.46, 54.37)* – –

Proportion of network comprised of

sex partners

– – 4.47 (1.11, 17.94)* 8.85 (1.45, 54.09)*

Proportion of network comprised of

gay friends

– – – 0.12 (0.02, 0.75)*

Main partner characteristics

Main partner age 0.93 (0.88, 0.99)* – – –

Dyadic characteristics

Same race – – 0.32 (0.14, 0.73)* –

* significant at the 5% level
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them were less likely to experience physical IPV, perhaps

suggesting that access to peers acts as a source of information

and resources. Further research is needed to understand the

causal mechanisms between these social network measures and

IPV. However, men with more gay friends in their network were

less likely to perpetrate sexual IPV, further suggesting that

access to the LGBT community, social support and resources

may reduce the stressors that lead to IPV within male-male

couples.

LIMITATIONS

There are several limitations to the current study. We used

venue-based sampling to recruit the participants instead of

random sampling; however, previous studies have demonstrated

that this form of sampling results in a sample of similar diversity

as is found when using random sampling methods, and is a

useful tool for sampling hard-to-reach populations – such as gay/

bisexual men – for whom no pre-existing sample frame is

available.42 The small sample size and possible selection bias in

both the decision to complete the questionnaire and the decision

to answer the questions on IPV are also limitations. Kaschak49

refers to the ‘‘double closet’’ that surrounds IPV in same-sex

relationships; the dual burden of shame and silence surrounding

both the discussion of IPVand the discussion of sexuality; hence,

it is possible that IPV may be under-reported. Although a recent

recall period (one-year) was used to measure both experience of

IPV and receipt of IPV, the variables used to measure IPV may

have captured IPV that occurred outside of the respondent’s

current main partnership. Additionally, the cross-sectional nature

of the data means that only associations between dyadic

characteristics and the reporting of IPV can be drawn; there are

no causal relationships identified here. Further work, using

longitudinal data, is required to further understand the

relationships between dyadic and social network characteristics

and IPV among gay and bisexual men.

CONCLUSION

The results highlight that there are influences on IPV

within male-male couples that stretch beyond the commonly

examined individual characteristics to include the

characteristics of the partner, the differences in characteristics

between partners, and the social networks within which

individuals socialize. Clearly examining individual risk factors

alone is not sufficient in addressing IPV among gay and

bisexual men; this has already been shown for studies of IPV

among heterosexual populations. There is clearly a need for

further research into issues surrounding IPV in same-sex male

relationships, which are vulnerable to high levels of IPV, and to

understand the complex relationships that exist between IPV,

dyadic characteristics and social networks. Many of the results

point to the role of minority stress in shaping the risk of IPV in

male-male couples. Future areas of research and intervention

should focus on how structural stressors, such as racism,

homophobia and heteronormativity, may manifest as IPV in

same-sex dyads. Such information is vital for the development

of effective interventions to reduce violence and improve health

among gay and bisexual men in the U.S.
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Introduction: Research dedicated to identification of precursors to cases of aggravated bullying in

schools has led to enhanced knowledge of risk factors for both victimization and perpetration. However,

characteristics among those who are more likely to intervene in such situations are less understood.

The purpose of this study is to examine the associations between demographic characteristics, school

climate and psychosocial factors, and willingness to intervene in a bullying situation among middle and

high school students in Georgia.

Methods:We computed analyses using cross-sectional data from the Georgia Student Health Survey

II (GSHS 2006) administered to public school students in grades 6, 8, 10, and 12 (n¼175,311). We used

logistic regression analyses to determine the demographic, school climate and psychosocial factors

associated with a willingness to intervene in a bullying situation.

Results: Students who were white and who were girls were most likely to report willingness to

intervene in bullying situations. Several school-climate factors, such as feeling safe at school, liking

school, feeling successful at school and perceiving clear rules at school, were associated with

willingness to intervene, while youth who reported binge drinking were less willing to intervene.

Conclusion: These findings, while preliminary, indicate that girls, students who are white, and

students who experience a relatively positive school climate and adaptive psychosocial factors are

more likely to report that they would intervene in bullying situations. These findings may guide how

bullying is addressed in schools and underscore the importance of safe school climates. [West J Emerg

Med. 2013;14(4):324–328.]

INTRODUCTION

There has been a significant concern nationally in the

number of reported school bullying incidents across the

United States (U.S.). Approximately 30% of students report

being involved in bullying situations as bullies, victims, or

bully-victims.1 A promising new area for bullying prevention

and intervention research is considering the role of bystanders

and their willingness to intervene in a bullying incident.

Recent findings show that students’ willingness to intervene is

linked to the bystander’s perception of the level of harm.2

Intriguingly, empirical data on the demographic and

psychosocial characteristics of youth who may be willing to

intervene is scarce, even though this information can be

beneficial to the design and implementation of new strategies

to reduce bullying and its many adverse consequences among

youth.
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The current study sought to remedy this gap by addressing

2 largely unaddressed research questions about how common is

it for youth to be willing to intervene in a bullying situation and

determining the characteristics of the youth who are willing to

intervene. This research is a direct extension of previous

literature 2,3 and sought to address these questions by

empirically examining existing data from the Georgia Student

Health Survey II (GSHS, 2006) to determine the prevalence of

students willing to intervene in bullying situations, the

characteristics of these students and the climate within their

schools to benefit future research and practice related to

bullying prevention.

METHODS

The Georgia Student Health Survey, conducted in 2006,

was administered to 181,316 students in grades 6, 8, 10, and

12.4 Data were collected in middle and high schools to assess

youth risk behaviors and other factors.5 Of the 181,316

completed questionnaires, 6,005 were eliminated due to an

affirmative response on a validity check question regarding a

fictitious drug (Have you ever used the drug zenabrillatol?),

resulting in 175,311 remaining valid completed questionnaires.

The overall participation rate was 45.9%. The survey was

designed by the state’s Department of Education to gather

information required by the Federal Department of Education

for annual yearly progress reporting. Students in grades 6, 8, 10

and 12 who attended public middle and high schools

participated in the study by completing the surveys

anonymously and on school computers during school hours.

The survey was a census; all public schools in the state of

Georgia were invited to participate. However, participation

rates varied. The study sought parental permission for

participation via a passive consent process. The authors

received approval from the Institutional Review Board at

Georgia State University to conduct these secondary analyses.

Measures

The primary purpose of the GSHS II was to examine

behaviors, beliefs and trends pertaining to student health.

Specifically, several questions pertained to school climate, drug

and alcohol usage and access, as well as other health-related

behaviors. With respect to bullying, students were asked

separate questions to determine if they had been bullied or

threatened or if they had bullied or threatened others in the past

30 days. These 2 questions were combined to determine what

bullying experiences student may have had (bully-perpetrators,

bullying victims, both, or neither). Students were also asked if

they would help someone who was being bullied.

Analysis

We conducted a cross-sectional multilogistic regression

analysis to determine the associations between willingness to

intervene in a bullying incident and demographics,

psychosocial characteristics and school climate factors in a

multivariate model. The 3-level outcome variable indicated

whether a student was always, or was sometimes, willing to

intervene versus not at all willing to intervene in a bullying

situation. We analyzed the data using the SAS 9.2 and

SUDAAN 10.0 statistical software.

RESULTS

Among study participants, 27.9% indicated being involved

in bullying incidents as a bully, victim or bully-victim.

Moreover, 91.6% of students indicated they would be willing to

intervene (always 41.2% or sometimes 50.4%) in a bullying

situation. Girls and students identified as white were most

likely to report a willingness to always intervene in a bullying

situation (Table 1). Students’ own experiences with bullying

had a relationship with their willingness to intervene as those

who identified themselves as bullies were most likely to report

that they were always willing to intervene in a bullying situation

(Adjusted odds ratio [OR]¼1.26; 95% confidence interval [CI]:

1.17-1.35) (Table 2). Similarly students teased in the last 30

days (Adjusted OR¼1.42; CI: 1.36-1.49) were also more

willing to intervene. Several school climate factors, such as

feeling safe at school (Adjusted OR¼1.83; 95% CI: 1.75-1.91),

feeling successful (Adjusted OR¼ 1.94; 95% CI: 1.78-2.12),

reporting clear school rules (Adjusted OR¼1.95; 95% CI: 1.83-

2.08) or liking school (Adjusted OR¼ 2.28; 95% CI: 2.11-

2.24), were associated with always being willing to intervene in

a bullying situation. The only school climate factor that did not

have an impact on student’s willingness to always intervene was

students that missed school due to feeling unsafe (Adjusted

OR¼ 0.81; 95% CI: 0.74-0.87). In terms of psychosocial

factors, those who reported binge drinking (Adjusted OR¼0.73;

95% CI: 0.69-0.78) were less likely to report that they were

always willing to intervene. No associations were observed

between drug use or any suicidal ideation and willingness to

intervene.

DISCUSSION

This study found that levels of bullying in the state of

Georgia mirror that of estimates for the U.S.6 Also, the study

found significant associations between several demographic

and school climate factors and the willingness to intervene in a

bullying situation. Students who were girls and white, and

students who felt safe and successful at school were most likely

to report that they would intervene. It was intriguing to find

that several of the school climate factors examined, such as

feeling safe at school, liking school, feeling successful at

school and perceiving clear rules at school, were associated

with willingness to always intervene. These findings,

combined with the high prevalence of willingness to intervene,

suggest students may be willing and interested in participating

in more structured bullying prevention and intervention

initiatives.7

Previous research has documented that students felt safer

when a bystander intervened to help the victim, and

Goldammer et al Examination of Bullying in Georgia Schools

Volume XIV, NO. 4 : August 2013 Western Journal of Emergency Medicine325



conversely felt unsafe when students joined in the bullying. 7

In other words, a systematic, all- encompassing approach

needs to be employed to make students more comfortable to

intervene.7–8 Moreover, previous research shows that in

schools where students perceived more positive school

climates and were less accepting of bullying, students were

more likely to intervene.9 Furthermore, it is interesting to

note that bullies were most likely to always be willing to

intervene in comparison to victims or bully-victims. While

this finding may seem counterintuitive, there is a plausible

explanation. Many bullies may have been victimized

previously and some researchers speculate that they may in

fact have the ability to empathize better than once expected

and as such, may be more willing to intervene in situations

involving other bullies. Furthermore, researchers have

presented a conceptual framework that represents students’

motives relating to willingness to intervene as it pertains to

their 1) Interpretation of harm; 2.) Emotional reaction; 3)

Social evaluating; 4) Moral evaluating; and 5) Intervention

self-efficacy. Based on this model, the more confident

students may be regarding favorable outcomes, the more

likely they are to intervene.

Findings regarding willingness to intervene also have

implications for how bullying is addressed in the educational

system. Preferably, bullying prevention programs in school

should be designed to be more comprehensive and also build

on evidenced-based programs. 10–11 There are numerous

potential benefits of enhancing and strengthening the school

climate, such as increased academic achievement, improved

attendance and fewer behavioral problems. However, further

research needs to examine the role of school climate and the

factors that may facilitate a student’s willingness to intervene

in bullying situations. In addition, future research should

determine the extent to which levels of willingness to

intervene is modifiable and can safely be encouraged among

students as part of a comprehensive bullying prevention

program in school settings.

LIMITATIONS

There are several limitations of this study that should be

considered when interpreting these findings. First, the results

from the survey may not be generalizable to other populations

or youth who no longer attend school. Second, while the study

was based on a census of students in Georgia, not a sample,

the relatively low participation rate (45.9%) may limit the

generalizability of the findings beyond students who

participated in the survey. Nonetheless, the analyses are based

on a very large number of participants (n¼175,311). Third,

while the findings show statistically significant associations,

more specific temporal ordering cannot be determined, nor

can causality be inferred. Finally, this study only examined

students’ willingness to intervene and not their actual

behavior. As reported by others, those who indicate they

would always intervene in our survey may not do so when

confronted with an actual bullying incident.11 Students may

report wanting to help, but they may overestimate their

willingness to actually respond.10 While research is limited in

this area, it has been estimated that approximately 19% of

Table 1. Wording of variables included in the analyses of participants in the Georgia Student Health Survey II (2006).

Variable Wording and response options

Willingness to intervene I would help someone who was being bullied (always, sometimes, never).

Bully victim Have been bullied or threatened by other students (yes or no), in past 30 days.

Bully Bullied or threatened other students (yes or no).

Always/Sometimes like school I like school (always, sometimes, or not at all).

Always/Sometimes feel successful at school I feel successful at school (always, sometimes, or not at all).

Always/Sometimes clear rules at school My school sets clear rules for behavior (always, sometimes or not at all).

Any binge drinking I have drunk five or more drinks of alcohol at one sitting during the last 30 days

(yes, no).

Any drug use I have used. . . smoking tobacco, chewing tobacco, marijuana, cocaine, inhalants,

steroids, ecstasy and/or methamphetamines (number of days used in past 30

days). (Measures were aggregated to indicate any use of any of these

substances).

Considered suicide I seriously considered attempting suicide (yes, no) in past 12 months.

Missed school Have been absent from school because they have felt I would be unsafe at school

or on my way to or from school (yes or no).

Teased Have been picked on or teased at school (yes or no).

School safety School is a place at which I feel safe (always, sometimes, not really very safe, no,

it’s dangerous).
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students actually intervene. Intriguingly, when students

intervene they are 57% successful in stopping the bullying

within 10 seconds.12 As such, the self-reported willingness to

intervene and the factors that may increase the likelihood of

actually intervening in a bullying situation remain an

important area for future research and program

implementation. Furthermore, we recommend development of

new tools to better assess student levels of actually

intervening through questionnaires that can provide more

variability in responses. The scarce research in this area

combined with our current findings give us better insight

about the youth who report being willing to intervene and the

school factors that may increase willingness to intervene, but

they also raise important questions for future research.

Table 2. Demographic, school climate and psychosocial factors and their association with willingness to intervene in a bullying incident

among participants in the Georgia Student Health Survey II (2006).

Always willing to intervene vs.

never adjusted OR (95% CI)

Sometimes willing to intervene vs.

never adjusted OR (95% CI)

Sex

Girls 1.66 (1.60-1.73) 1.41 (1.36-1.46)

Boys 1.00 1.00

Grade

6th 0.68 (0.64-0.72) 0.56 (0.52-0.59)

8th 0.68 (0.64-0.73) 0.68 (0.64-0.72)

10th 0.79 (0.75-0.85) 0.86 (0.81-0.92)

12th 1.00 1.00

Race

Black 1.00 1.00

Hispanic 1.42 (1.32-1.52) 1.11 (1.04-1.19)

White 3.42 (3.28-3.57) 2.23 (2.14-2.33)

Asian 1.30 (1.18-1.44) 1.25 (1.14-1.37)

Other 1.69 (1.55-1.84) 1.25 (1.15-1.35)

School climate factors

Missed school due to feeling unsafe 0.81 (0.74-0.87) 0.62 (0.57-0.67)

Teased 1.42 (1.36-1.49) 1.39 (1.32-1.45)

Feel safe at school 1.83 (1.75-1.91) 1.15 (1.10-1.21)

Always like school 2.28 (2.11-2.46) 1.18 (1.10-1.28)

Sometimes like school 2.12 (2.00–2.24) 1.87 (1.77-1.97)

Always feel successful 1.94 (1.78-2.12) 1.65 (1.52-1.79)

Sometimes feel successful 1.62 (1.50-1.75) 1.79 (1.67-1.93)

Always clear rules at school 1.95 (1.83-2.08) 1.72 (1.62-1.83)

Sometimes clear rules at school 1.41 (1.32-1.50) 1.66 (1.56-1.77)

Psychosocial factors

Binge drinking 0.73 (0.69-0.78) 0.70 (0.66-0.74)

Drug use 0.99 (0.94-1.04) 1.00 (0.95-1.05)

Considered suicide 0.99 (0.93-1.05) 0.86 (0.81-0.91)

Role

Bully 1.26 (1.17-1.35) 0.99 (0.92-1.06)

Victim 0.61 (0.58-0.65) 0.87 (0.82-0.92)

Bully-victim 0.75 (0.69-0.80) 0.86 (0.80-0.92)

Neither 1.00 1.00

CI, confidence interval

All variables included in the multivariate model. Reference categories were those student who reported the absence of the factor measured

(i.e., did not miss school due to feeling unsafe, were not teased, did not feel safe at school, did not like school, did not feel successful at

school, did not report clear rules at school, did not binge drink, did not use drugs, did not consider suicide).
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CONCLUSION

The focus of this research was to examine youth

willingness to intervene in bullying situations in a very large

population of students in Georgia. Intriguingly, the vast

majority of students indicated they would be willing to

intervene in a bullying situation. The findings also demonstrate

that a positive school climate is associated with a willingness to

intervene. These findings provide empirical support for

strategies that seek to develop effective bullying prevention

programs that involve students. In particular, several potentially

modifiable factors, such as feeling safe at school, liking school

and feeling successful at school, were found to be associated

with willingness to intervene. These factors can be targeted in

prevention programs and guide future research to build a

stronger school climate that may in turn prevent and reduce

bullying and thereby reduce its adverse impact on learning and

mental health.
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Introduction: Little is known about the risk and protective factors for youth sexual violence (SV)

perpetration across different types of relationships. This study examined factors associated with

perpetrating SV against a dating partner and a same-sex peer.

Methods: Analyses were based on data from a survey conducted in 2004 with public school boys and

girls in grades 7, 9, 11, and 12 (N¼4,131) in a high-risk, urban school district in the United States. SV

perpetration was defined broadly to include forcing someone, about the same age and of the same or

opposite sex as the respondent, to have sex or to do something sexual that they did not want to do.

Analyses examined the associations between risk and protective factors and SV perpetration,

adjusting for SV victimization and demographic characteristics.

Results: Findings revealed that 2.1% of respondents reported perpetration against a same-sex peer

and 3.2% reported perpetration against a date during the past 12 months. Victims of SV for each

relationship type were more likely than non-victims to perpetrate SV. A combination of factors across

the individual, relationship, and community level were significantly associated with SV perpetration and

there were both shared and unique factors across the relationship types.

Conclusion: Data suggest that programs to prevent SV perpetration for both relationship types should

start when students are young, with particular focus on middle school boys. Prevention efforts should

have slightly different foci to address these 2 types of SV perpetration. [West J Emerg Med.

2013;14(4):329–340.]

INTRODUCTION AND SIGNIFICANCE OF PROBLEM

Sexual violence (SV) of adolescents is a major public

health problem in the United States (U.S.). Evidence from

decades of research has shown that both boys and girls are

vulnerable to SV victimization, girls are significantly more

vulnerable than boys, and males are the large majority of

perpetrators of penetrative SV.1,2 For the purposes of this paper,

SVencompasses a range of unwanted or non-consensual sexual

experiences. SV can include any attempted or completed

vaginal, oral, or anal penetration, as well as unwanted sexual

contact (i.e., unwanted touching).3

The national rates of penetrative SV victimization (eg,

rape) are alarming and indicate that youth are overwhelmingly

the victims. Among a national sample of adolescents in 9th to

12th grades, 11% of girls and 5% of boys had experienced

unwanted physically forced sexual intercourse during their

lifetime.4 In the most comprehensive national survey of adults

on the topic to date, 1 in 5 women (18.3%) and 1 in 71 men
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(1.4%) reported an attempted or completed rape (defined as

forced penetration without consent or when the victim was

drunk, high, drugged, or passed out and unable to consent)

during their lifetime.3 Most female victims of completed rape

(79.6%) experienced their first rape before age 25 and almost

half of female victims (42.2%) experienced their first rape

before age 18. More than a quarter of male victims of

completed rape (27.8%) were first raped when they were 10

years old or younger. In addition, 4.8% of men have been made

to penetrate someone else, either by force or when the victim

was not able to consent.3 For both males and females, the

majority of victims of penetrative SV know their perpetrators,

and the perpetrator is commonly a current or former intimate

partner or an acquaintance.2,3

While we know victimization rates among U.S.

adolescents are high, national prevalence rates of SV

perpetration are limited because that information is typically

not collected in nationally representative surveys. Estimates of

the prevalence of SV perpetration, broadly defined, from

smaller studies range from 4.3% to 34% for males and 1.3% to

28% for females.5–10 For example, Banyard et al5 found that of

a sample of 980 adolescents in grades 7–12, 10% of males and

2.5% of females reported perpetrating sexual coercion (eg

unwanted kissing, touching or intercourse). In a study of

approximately 131,000 public school children in grades 6, 9,

and 12 in Minnesota, the authors found that 4.8% of males and

1.3% of females reported that they had forced sexual acts on

someone.6

SV Perpetration in Different Relationships

SV can occur in numerous types of relationships. In 80%

of SV cases, perpetrators know their victims.2,11 Such violence

may be perpetrated, for example, by a dating partner, a friend,

or an acquaintance. Research has identified many important

factors that are associated with SV perpetration within dating

relationships, primarily among college students, such as

impulsivity, having negative peer influences, and having hostile

attitudes toward women.12,13 Whether these factors are also

applicable to the younger populations who date, such as those

in middle or high school, is less known. SV perpetration of

same-sex peers is also less studied. While there is extensive

literature about physical violence involving peers (eg, fighting,

physical bullying, gang involvement), information on SV

victimization of or perpetration by non-dating peers is limited,

and few SV studies to date have specifically examined non-

dating same-sex peers. To our knowledge, moreover, no studies

have examined differences in SV perpetration across dating and

same-sex peer relationships.

Dating Relationships. Dating violence encompasses physical,

sexual, or psychological harm against a dating partner. The SV

component of dating violence is less studied than the physical

and emotional aspects of it, particularly among youth, with a

few exceptions. In the identified studies, rates of SV

perpetrated in dating relationships vary given different samples

and measures, and range from 4.5% to 17% for boys and from

1.2% to 5% for girls.14–16

Same-Sex Peer Non-Dating Relationships. There is scarce

literature on SVexperiences involving physical contact of or by

a same-sex peer, but what is available suggests that it is not as

common as opposite sex perpetration. Bennett and Fineran17

found that most SV (rape, attempted or pressuring to do

something sexual) perpetrated in their sample of high school

students was perpetrated by the opposite sex with little same-

sex violence; 66% of the 74 cases of SV perpetration reported

in their sample were boy on girl, with 27% girl on boy, 5% girl

on girl, and only 1 case of boy on boy. However, studies that

examine more non-contact sexual harassment behaviors tend to

find more same-sex perpetration. For example, a study of

sexual harassment in middle and high schools found that the

majority of male harassers (72%) had perpetrated against other

males, and 41% of female harassers perpetrated against

females.18 Beyond these studies, little is known about the

prevalence of SV in same-sex peer non-dating relationships.

Correlates of SV Perpetration across Different Levels of the

Social Ecology

Most of the work examining factors associated with SV

has focused on opposite sex victims and perpetrators, such as

heterosexual dating partners or acquaintances. Few studies

were identified that explicitly focused on the prevalence and

correlates of SV by a same-sex peer.

Individual Level Factors. Borowsky et al6 found that SV

perpetration was associated with frequent use of illegal drugs,

anabolic steroid use, and daily alcohol use. For male

adolescents, being emotionally healthy was found to decrease

the likelihood of perpetration (suggesting that depression may

be related to increased likelihood of perpetration).6

Delinquency has been repeatedly associated with perpetrating

SV.19–20 Previous SV victimization experience has also been

found to be associated with SV perpetration.16 While little is

known about self-efficacy to avoid conflict and its relationship

to SV perpetration, previous work has found a link between low

self-efficacy to avoid conflict and physical dating violence

perpetration.21 While not connected specifically to SV

perpetration, higher commission of property crimes has been

connected to higher bullying perpetration in a longitudinal

study of adolescents.22 Further research is needed to examine if

these individual correlates of dating violence and bullying are

also associated with SV perpetration by youth.

A large portion of the violence research has examined

attitudinal variables related to SV, particularly with regard to

perpetration. For example, some have shown that sexist and

violent attitudes toward women, attitudes that support and

accept dating violence, traditional sex roles, and friendships
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with peers who endorse dating violence are linked to

perpetrating sexual dating violence.12,16,23–26

Family and Peer Level Factors. At the family level, childhood

experiences with violence and witnessing IPV are important

correlates. For example, Borowsky et al6 found that SV

perpetration was associated with experiencing intrafamilial or

extrafamilial sexual abuse, as well as witnessing family

violence. Wolf and Foshee27examined 8th and 9th graders and

found that boys who experienced child physical abuse were

more likely to perpetrate physical and/or sexual dating violence

than those boys who did not experience it. In addition, girls

who witnessed parental violence were more likely to perpetrate

physical and/or sexual dating violence than girls who did not

witness it.

While less is known about protective factors for SV at the

family or peer level, positive influences in the home, such as

parental monitoring and parental support, have been found in

some studies to be important correlates of SV perpetration. For

example, the lack of parental supervision discriminated former

male child victims of sexual abuse who abuse later in life from

former male child victims who did not abuse later in life.28

Another study found that Uganda adolescent perpetrators of

sexual coercion were less likely than non-perpetrating youth to

have social support from their family.29

Peer influences have also emerged as important correlates

of SV perpetration. For example, 1 study found that males who

engaged in peer violence were more likely to perpetrate sexual

aggression.10 Borowsky et al6 found that adolescent

perpetration of SV was associated with excessive time spent

‘‘hanging out’’ and gang membership for both girls and boys.

Factors as Proxies for Community Level. While not truly

community level factors because they were measured at the

individual level, some studies have tried to understand the

influence of connections and experiences in a person’s

community on SV perpetration. For male adolescents,

connectedness with friends and adults in the community has

been found to decrease the likelihood of sexually aggressive

behavior.6 Exposure to community violence has been

associated among females with being the recipient of dating

violence (including forced sexual activity).30

Present Study Objectives and Hypothesis

The present study contributes to the existing body of

knowledge in several ways. First, we identify the risk and

protective correlates that are associated with being an

adolescent perpetrator of SV in 2 different relationship types –

dating and non-dating same-sex peer. Few studies have focused

on correlates of adolescent SV perpetration across different

relationships. We examine correlates that have been linked to

SV (or another similar type of aggressive behavior) either

empirically or theoretically to better determine factors

associated with SV perpetration across dating and same-sex

peer relationships. Further, we examine factors that, although

measured at the individual level, are proxies for the family/

relationship level and community level of the social ecology.

While these 2 types of relationships are different and thus

they may have some different risk and protective factors,

theoretically, SV perpetrated in either of these relationships

could be explained by a combination of individual level traits

and family and peer life experiences. For example, Malamuth et

al’s31 confluence model found that a mix of adverse childhood

experiences (i.e., maltreatment), individual characteristics (eg,

impulsivity), attitudes (i.e., hostile attitudes toward women)

and antisocial behavior (i.e., delinquency) work in combination

to make SV perpetration more likely. While the current study is

not longitudinal and did not capture all the variables included in

previous models explaining SV perpetration, the current study

includes many variables found in the literature to be associated

with SV or other similar types of perpetration (dating physical

violence or bullying). Based on previous work, we expect most

of the correlates measured in this study to be associated with

SV perpetration for both dating and same-sex non-dating

relationships.

METHODS

Analyses are based on data from the Youth Violence

Survey: Linkages among Different Forms of Violence study, a

cross-sectional survey of all public school students enrolled in

grades 7, 9, 11, and 12 in a school district in a high-risk

community (i.e., based on indicators such as high levels of

poverty, unemployment, and serious crimes). Because of their

low enrollment, students in grades 11 and 12 were grouped

together to produce a sufficient number of participants in the

oldest of the 3 age groups. Active, signed, written parental

permission and student assent were obtained from all students

younger than 18 years of age, and students 18 years of age or

older provided written consent before participating. The study

received institutional review board approval from the Centers

for Disease Control and Prevention (CDC) and ORC Macro

International. The participation rate for the study was 80% (see

Swahn et al32 and Swahn et al33 for additional details about

participant recruitment procedures and methodology).

Data were collected in April 2004 from 4,131 students who

voluntarily completed an anonymous, self-administered 174-

item questionnaire during a 40-minute class period. Students

received a gift card for participation. While the peer SV

perpetration models in the current analysis are based on the full

sample, the dating SV perpetration models in the current

analyses are limited to those participants who reported having

been on a date (broadly defined as ‘‘hanging out with someone,

eating out, playing a game, watching a movie, or doing other

things with someone you like’’) within the last 12 months (n¼
3,012). See Table 1 for statistics on the relationship between the

risk/protective factors and SV perpetration across dating and

same-sex peer relationships.
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Table 1. Logistic regression analyses of the associations between risk and protective factors and perpetration of sexual violence (SV)

across dating and same-sex peer relationships among high risk youth in grades, 7, 9, 11, and 12.

SV perpetration

Dating relationshipa Same-sex peer relationshipb

n % ORadj (95% CI)c n % ORadj (95% CI)c

Individual level

SV victimization

No 2809 1.9 referent 3986 1.2 referent

Yes 203 21.7 15.64 (9.75–25.08) 145 29.0 30.86 (18.67–51.00)

Delinquency

Low 1,405 1.5 referent 2,218 0.7 referent

High 1,607 4.7 2.55 (1.58–4.11) 1,913 3.9 5.91 (3.31–10.55)

Gang interest/Involvement

No 2,609 2.3 referent 3,656 1.4 referent

Yes 403 9.4 3.44 (2.20–5.37) 475 8.0 4.83 (3.07–7.60)

High episodic drinking (HED)

No drink 917 1.6 referent 1,645 0.8 referent

Drink, no HED 1,214 2.4 1.62 (0.86–3.05) 1,097 1.7 2.01 (1.04–3.91)

Drink, yes HED 881 6.0 5.23 (2.89–9.45) 1,388 5.1 8.59 (4.59–16.07)

Illicit drug use

No 2,118 2.2 referent 3,119 1.4 referent

Yes 894 5.6 2.87 (1.86–4.43) 1,012 4.4 3.87 (2.47–6.06)

Impulsivity

Low 1,460 2.1 referent 2,124 1.9 referent

High 1,552 4.2 2.07 (1.30–3.29) 2,007 2.4 1.54 (0.98–2.42)

Efficacy to avoid fights

Low 1,634 4.3 referent 2,116 2.9 referent

High 1,378 2.0 0.57 (0.26–0.92) 2,015 1.4 0.53 (0.33–0.85)

Depressive symptoms

Low 1,407 2.7 referent 2,060 1.6 referent

High 1,605 3.7 1.84 (1.19–2.86) 2,071 2.8 2.67 (1.66–4.31)

Attitudes about peer violence

Low 1,402 2.1 referent 2,079 1.5 referent

High 1,610 4.2 1.75 (1.12–2.74) 2,052 2.8 1.55 (0.97–2.48)

Attitudes about date violence

Low 1,659 2.0 referent 2,272 1.3 referent

High 1,353 4.7 2.21 (1.42–3.42) 1,859 3.2 2.65 (1.65–4.25)

Family/Peer level

Parental monitoring

Low 1,700 4.6 referent 2,229 3.2 referent

High 1,312 1.4 0.39 (0.22–0.66 1,902 1.0 0.38 (0.22–0.65)

Parental positive affect

Low 1,705 3.9 referent 2,288 2.6 referent

High 1,307 2.4 0.55 (0.35–0.88) 1,843 1.6 0.57 (0.35–0.91)

Peer delinquency

Low 1,500 1.5 referent 2,327 1.0 referent

High 1,512 4.9 3.30 (2.03–5.37) 1,804 3.8 4.69 (2.78–7.92)
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Outcome Variables

SV perpetration was assessed within both dating and same-

sex peer relationships. These 2 types of relationship categories

were mutually exclusive for the purpose of this study because

the respondents were asked about people they dated first, and

then, when asked about same sex peers, respondents were

directed to exclude dates, siblings or other family members. In

both cases, respondents were asked if they had forced (a dating

partner/ same-sex peer) to have sex or to do something sexual

that they did not want to do in the past 12 months.14 Response

options for both questions were never, 1–3 times, 4–9 times,

and 10 or more times; however, because of skewed data, these

items were dichotomized (never versus ever). Analyses were

conducted separately for each relationship type.

Explanatory Variables

Eighteen self-report variables, representing the individual,

family/peer, and community levels of the social ecological

model, were assessed. Unless otherwise specified, scale scores

were computed for all explanatory variables and then

dichotomized using a median-split.

Individual Level Factors

SV Victimization. As with SV perpetration, victimization was

assessed both within a dating and same-sex peer relationship

with the item: Has (a dating partner/ same-sex peer) forced you

to have sex or to do something sexual that you did not want to

do in the past 12 months.14 Response options included never,

1–3 times, 4–9 times, and 10 or more times; once again,

because of skewed data, these items were dichotomized (never

versus ever).

Delinquency. Delinquency was assessed using an 8-item

measure based on the Delinquency Scale used in the National

Longitudinal Study of Adolescent Health (eg, Resnick et al34).

Sample items include ‘‘How often did you deliberately damage

property that didn’t belong to you?’’ and ‘‘How often did you

steal things?’’ Response alternatives included: Never, 1 or 2

times, 3 or 4 times, and 5 or more times. In the current study,

the scale had high internal consistency (a¼0.80).

Gang Interest or Involvement. Gang involvement was assessed

using the single item, ‘‘Which answer best describes how you

feel about joining a gang?’’ Response options included, ‘‘I

Table 1. Continued.

SV perpetration

Dating relationshipa Same-sex peer relationshipb

n % ORadj (95% CI)c n % ORadj (95% CI)c

Social support

Low 1,689 4.0 referent 2,324 3.0 referent

High 1,323 2.2 0.56 (0.35–0.90) 1,807 1.1 0.38 (0.22–0.66)

Childhood physical abuse

No 2,258 2.8 referent 3,214 1.8 referent

Yes 754 4.4 1.52 (0.97–2.32) 917 3.5 1.92 (1.22–3.03)

Childhood sexual abuse

No 2,697 2.6 referent 3,766 1.5 referent

Yes 315 8.9 4.54 (2.78–7.69) 365 9.3 8.33 (5.56–14.28)

Witness domestic violence

No 1,950 2.8 referent 2,831 1.6 referent

Yes 1,062 4.0 1.52 (0.96–2.38) 1,300 3.4 2.32 (1.52–3.70)

Community level

School connectedness

Low 1,900 3.6 referent 2,606 2.1 referent

High 1,112 2.5 0.67 (0.43–1.06) 1,525 2.3 1.04 (0.67–1.61)

Community violence

Low 1,437 1.3 referent 2,208 0.7 referent

High 1,575 5.0 3.37 (1.97–5.77) 1,923 3.8 4.65 (2.59–8.36)

CI, confidence interval
a Only assessed for respondents who indicated having been on a date during the 12 months prior to completing the survey (n¼3,012).
b Assessed for entire sample (n¼4,131).
c Odds ratios (OR) adjusted only for sex, grade, race/ethnicity, and family status.
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don’t want to join a gang;’’ ‘‘I would like to join a gang;’’ ‘‘I am

in a gang now;’’ ‘‘I am in a gang, but would like to get out of it;’’
and ‘‘I was in a gang, but I got out of it.’’ Respondents who

selected the first response were categorized as having no gang

interest or involvement. All other respondents were categorized

as having at least some gang interest or involvement.

Heavy Episodic Drinking (HED). HED was assessed with the

question ‘‘During the past 12 months, on how many days did

you drink 5 or more drinks in a row?’’ Respondents were

considered to have engaged in HED if they reported ever

having had 5 or more drinks in a row (National Institute on

Alcohol Abuse and Alcoholism35). Because not all respondents

reported having consumed alcohol, this variable was

trichotomized into the following categories: non-drinker;

drinker but no HED; and drinker with HED.

Drug Use. Drug use was assessed with the question ‘‘During

the past 12 months, on how many days did you use inhalants

(glue or solvents) or illegal drugs such as marijuana, cocaine,

or heroin?’’ Because the majority of respondents indicated little

or no drug use, this variable was dichotomized (no drug use

versus some drug use).

Impulsivity. Impulsivity was assessed by a 4-item measure

adapted from Bosworth and Espelage.36 Sample items included

‘‘I have a hard time sitting still’’ and ‘‘I do things without

thinking.’’ Response alternatives include never; rarely;

sometimes; often; and always. In the current study, the scale

had good internal consistency (a¼0.79).

Self-Efficacy to Avoid Fights. Self-efficacy was assessed by a 7-

item measure adapted from Bosworth and Espelage.36

Respondents were asked their level of confidence with being

able to make a series of behavioral choices. Sample items

include ‘‘Stay out of fights by choosing other solutions’’ and

‘‘Avoid a fight by walking away.’’ Response options included

not at all confident; not very confident; unsure; somewhat

confident; and very confident. In the current study, the scale

had high internal consistency (a¼0.88).

Depressive Symptoms. Symptoms of depression were assessed

using a 6-item measure developed by Orpinas.37 Sample items

include ‘‘In the past 30 days, how often were you very sad?’’
and ‘‘In the past 30 days, how often did you sleep a lot more or

a lot less than usual?’’ Response options included never, rarely,

sometimes, often, and always. In the current study, the scale had

high internal consistency (a¼0.85).

Attitudes Toward Dating and Same-Sex Peer Violence. Two

scales were used to assess attitudes toward violence within

dating (10-item scale) and same-sex peer relationships (8-item

scale), both of which were adapted from Foshee et al.38 Half of

the questions on each scale focusing on boys’ use of violence

and the other half focusing on girls’ use of violence. Sample

items from the dating violence scale include ‘‘It is okay for a

boy to hit his girlfriend if she did something to make him mad’’
and ‘‘It is okay for a girl to hit her boyfriend if he insulted her in

front of friends.’’ Sample items from the same-sex peer

violence scale include ‘‘Boys sometimes deserve to be hit by

other boys’’ and ‘‘It is okay for a girl to hit another girl if that

girl hit her first.’’ A 4-point Likert scale, anchored by strongly

disagree and strongly agree, was used for response alternatives.

In the current study, both scales had high internal consistency

(a¼0.82 and a¼0.92 for the attitudes toward dating violence

and the attitudes toward same-sex peer violence, respectively).

Family/Peer Level Factors

Parental Monitoring. The extent to which respondents felt that

their parents monitored their behavior was assessed with a 7-

item measure adapted from work by Loeber et al.39 Sample

items include ‘‘If your parents/guardians were not at home,

how often did you leave a note or call to let them know where

you were going’’ and ‘‘When you were out, did your parents/

guardians know what time you would be home?’’ Response

alternatives included almost never, sometimes, and almost

always. In the current study, this scale had good internal

consistency (a¼0.76).

Parental Positive Reinforcement. Respondents indicated the

extent to which their parents used positive rewards and

encouragement for appropriate behavior with a 5-item measure

adapted from work by Loeber et al.39 Sample items include ‘‘In
the past 30 days, when you did something that your parents/

guardians liked or approved of, how often did one of them give

you a hug, pat on the back or kiss for it?’’ and ‘‘In the past 30

days, when you did something that your parents/guardians

liked or approved of, how often did one of them give you a

special privilege such as staying up late, watching TV, or doing

some special activity?’’ Response alternatives included almost

never, sometimes, and almost always. In the current study, this

scale had good internal consistency (a¼0.79).

Peer Delinquency. Respondents indicated the extent to which

their friends had engaged in eight delinquent behaviors. Sample

items included ‘‘In the past 12 months, how many of your

friends have stolen things’’ and ‘‘In the past 12 months, how

many of your friends have used a weapon to threaten or injure

someone?’’ Response alternatives included none of them, very

few of them, some of them, most of them, and all of them. In the

current study, this scale had high internal consistency (a¼0.85).

Social Support. Respondents indicated the extent to which they

had adults (at school), family, and friends to whom they could

talk to if needed using a 9-item measure developed by Vaux.40

Sample items include ‘‘At school, there are adults I can talk to,

who care about my feelings and what happens to me’’ and ‘‘I
have friends I can talk to, who give good suggestions and
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advice about my problems.’’ Response alternatives include not

at all, some, and a lot. In the current study, this scale had high

internal consistency (a¼0.88).

Violence in Childhood. Respondents indicated their experience

with 3 forms of child maltreatment using a dichotomous (yes/

no) response alternative. Experience with witnessing domestic

violence was assessed using the question: ‘‘Before you were 10

years old did you ever see or hear one of your parents/

guardians being hit, slapped, punched, shoved, kicked, or

otherwise physically hurt by their spouse or partner?’’
Experience with childhood physical abuse was assessed using

the question: ‘‘Before you were 10 years old did you ever have

injuries, such as bruises, cuts, or broken bones, as a result of

being spanked, struck, or shoved by your parents or guardians

or their partners?’’ Experience with childhood sexual abuse

was assessed using the question: ‘‘Before you were 10 years old

did someone ever force you to have sex or to do something

sexual that you did not want to?’’ Responses to each item were

treated individually in analyses.

Variables as Proxies for the Community Level

School Connectedness. Respondents indicated the extent to

which they felt connected to their school using a 3-item

measure adapted from the National Longitudinal Study of

Adolescent Health (eg, Resnick et al34). Sample items include

‘‘You feel close to people at your school’’ and ‘‘You feel like you

are part of your school.’’ A 5-point Likert scale, anchored by

strongly disagree (1) and strongly agree (5), was used for

response options. In the current study, this scale had good

internal consistency (a¼0.72).

Witnessing Community Violence. Respondents indicated the

extent to which they were exposed to six types of violence in

their home, school, or neighborhood using a measure based on

the work of Richters and Martinez.41 Sample items included ‘‘I
have heard guns being shot’’ and ‘‘I have seen somebody being

beaten up.’’ Response options included never, once or twice, a

few times, and many times. In the current study, this scale had

high internal consistency (a¼0.88).

Statistical Analyses

There were some missing data, which was most prevalent

for the 7th graders who had difficulty completing some of the

measures at the end of the questionnaire. Missing data were

imputed under the Missing at Random (MAR) assumption

using all available auxiliary variables to inform the missing data

process. To do so, we used factor analysis to generate aggregate

factor scores to represent the information from all of the

variables in the dataset. These factors were then included

during the imputation process. SAS PROC MI was used to

generate 20 imputations of missing data using the MCMC

algorithm. Study analyses were conducted using these imputed

data and results from statistical procedures were appropriately

combined using PROC MIANALYZE (see www.SAS.com).

Analyses for both relationship types (i.e., dating versus

same-sex peer) followed the same analytic process. First,

logistic regression analyses were conducted separately for each

potential explanatory variable to identify the risk and

protective factors that were significantly associated with SV

perpetration. Odds ratios (ORs) and 95% confidence intervals

(CIs) from these analyses were adjusted for participants’ grade

(eg, 7th, 9th, or 11 th /12 th); sex; race/ethnicity (Hispanic, white

non-Hispanic, black non-Hispanic, other non-Hispanic); and

family status (living with both biological mother and father

versus other living arrangement). Second, all explanatory

variables that were significantly associated with the outcome

variables at the p,0.01 level were then included in a

multivariable logistic regression analysis using a manual,

backwards elimination to identify the most parsimonious

model that fit the data.

Fit statistics for the final model were calculated using the

mean of the fitted values from the 20 imputed data sets (eg,

Faris et al42, Kärnä et al43). Fit of the final model was assessed

in multiple ways. First, a likelihood ratio test was computed to

assess the ratio of the maximized value of the likelihood

function for the full model compared to the maximized value of

the likelihood function for an intercept only model. A receiver-

operating-characteristic (ROC) curve analysis was conducted to

demonstrate the predictability of the final model. Finally, the

youth sample was partitioned into ten groups according to their

predicted probabilities for engaging in SV. The Hosmer-

Lemeshow goodness-of-fit chi-statistic was used to show

whether the observed number of outcome events significantly

differed from the predicted number of outcome events for these

ten groups (low chi-square values with high p-values provide

evidence for a good model fit with the data).

Composition of the Sample

Almost 52% of the entire sample (n¼4,131) were female.

Forty five percent of the sample self-identified as Hispanic or

Latino, 23% identified as Non-Hispanic African-Americans,

22% identified as Non-Hispanic Whites, and about 10%

identified as Non-Hispanic other (this category included Asian,

American Indian or Alaska Native, Native Hawaiian or Other

Pacific Islander/multi-racial). Regarding family status, about

half (54%) of the respondents indicated living with both their

biological mother and father. The remaining respondents

reported some other living arrangement (eg, living with a single

parent or other relative). Some of the analyses reported here

involve only those respondents who indicated having been on a

date within the last 12 months (n¼3,017). The distribution of

demographic variables in the dating sample was virtually

identical to the full sample and no statistical differences were

identified.
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RESULTS

Just over 3% of the sample reported SV perpetration

against a date and just over 2% reported SV perpetration

against a same-sex peer. The rate of reported SV victimization

was 6.7% by a date and 3.5% by a same-sex peer. Comparisons

between girls and boys indicated that girls were significantly

more likely to have been the victim of dating SV (OR¼1.62,

95% CI: 1.21-2.20), while boys were significantly more likely

than girls to have perpetrated SV in both dating (OR¼2.41, 95%

CI: 1.56-3.73) and same-sex peer (OR¼2.51, 95% CI: 1.59-

3.96) relationships. There were no significant sex differences

regarding being the victim of peer SV (OR¼1.11, 95% CI:

0.79-1.54).

Preliminary Results

Dating Relationships. In order to establish a foundation for

subsequent analyses, an initial model containing only

demographic variables (eg, sex, grade in school, and family

status) was computed. Grade in school and sex of the

respondent were the only demographic variables that were

significantly associated with the perpetration of SV against a

date. Boys were almost 3 times more likely than girls to report

perpetrating SV against a dating partner (OR¼2.74; 95% CI¼
1.73-4.35). Compared to 7th graders, 11th and 12th grade

students were significantly less likely to report perpetrating SV

against a dating partner (OR¼0.46; 95% CI¼0.28-0.75). Race/

ethnicity and family status were unassociated with SV

perpetration in a dating relationship. All subsequent models

assessing associations with SV perpetration against a dating

partner or a same sex peer were adjusted for demographic

variables.

As indicated in Table 1, all of the individual level variables

were significantly positively associated with SV perpetration

against a dating partner, and previous dating sexual

victimization was a strong predictor. Respondents’ belief that

they have the ability to avoid fights was protective against SV

perpetration of a dating partner. Most family level variables

were significantly associated with SV perpetration against a

dating partner. Parental monitoring, parental positive affection,

and social support were protective against SV perpetration of a

dating partner. Of the 2 variables assessing community level

influences, only exposure to violence in the respondent’s

community was significantly positively associated with

reported SV perpetration of a date.

Same-Sex Peer Relationships. Respondent sex was the only

demographic variable that was significantly associated with the

perpetration of SVagainst a same-sex peer. Boys were 2.5 times

more likely than girls to report perpetrating SV against a same-

sex peer. Respondent race/ethnicity, grade in school, and family

status were not statistically associated with reports of SV

perpetration against a same-sex peer. See Table 1 (second

column) for results, which are similar to the results for the

dating relationships model.

Multivariable Results

Dating Relationships. A multivariable model including the

demographic variables, as well as those explanatory variables

that were significantly associated with SV perpetration against

a dating partner in the initial analyses were included in a single

multivariable model. Table 2 (first column) includes those

variables that were retained in the parsimonious model

predicting SV perpetration against a dating partner. The sex of

the respondent and grade in school were significantly

Table 2. Multivariable logistic regression analyses of the

associations between risk and protective factors and sexual

violence (SV) perpetration across dating and same-sex peer

relationships among high risk youth in grades, 7, 9, 11, and 12.

SV perpetration

Dating

relationshipsa
Same-sex peer

pelationshipsb

ORadj
c (95% CI) ORadj

c (95% CI)

SV victimization

No referent referent

Yes 9.93 (6.02–16.39) 16.55 (19.50–28.83)

Delinquency

Low referent

High 2.24 (1.15–4.37)

Heavy episodic drinking (HED)

None referent referent

Drink, but no HED 1.22 (0.62–2.39) 1.16 (0.56–2.42)

HED 1þ times 2.18 (1.13–4.19) 3.11 (1.54–6.32)

Attitudes about date violence

Low referent

High 1.82 (1.14–2.92)

Childhood sexual abuse

No referent referent

Yes 2.22 (1.26–4.17) 2.86 (1.61–5.00)

Peer delinquency

Low referent

High 1.85 (1.07–3.18)

Social support

Low referent

High 0.51 (0.27–0.96)

Community violence

Low referent referent

High 1.88 (1.07–3.32) 2.25 (1.18–4.30)

CI, confidence interval
a Only assessed for respondents who indicated having been on a

date during the 12 months prior to completing the survey (n¼3,012).
b Assessed for entire sample (n¼4,131).
c Within a column, odds ratio (OR) adjusted for all variables in the

model, including demographics and SV victimization history, not

listed.
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associated with SV perpetration against a dating partner in the

model (data not shown). Specifically boys were more likely to

perpetrate SV against a dating partner than girls (OR¼3.44;

95% CI¼2.05-5.57) and 11th/12th graders were less likely to

perpetrate SV against a dating partner than 7th graders

(OR¼0.43; 95% CI¼0.24-0.77).

Of the 17 potential risk and protective correlates that were

associated with SV perpetration against a dating partner in the

preliminary analysis, only 6 variables were retained in the final

model (Table 2). SV victimization by a dating partner remained

the strongest correlate, with those who reported SV

victimization being 10 times more likely to also report

perpetrating SV against a dating partner. Of the remaining

explanatory variables in the model, engaging in heavy episodic

drinking, holding attitudes that endorse dating violence, being

the victim of childhood sexual abuse, having delinquent peers,

and being exposed to community violence were all associated

with approximately a 2 fold increase in the odds of reporting

SV perpetration against a dating partner.

Analysis of fit statistics indicated that the model fit the data

well. The log likelihood ratio test (LRT) results provided for the

multivariable model indicated that the explanatory variables

included in the final model improved the fit of the regression

model to the data compared to a model without the explanatory

variables (LRT(14)¼209.02, p,0.001). The ROC analysis also

indicated that the final model adequately discriminated

between respondents who reported perpetrating SV against a

dating partner and those who did not (Area under the ROC

curve¼ 0.85). The Hosmer-Lemeshow goodness-of-fit chi-

statistic for the full model indicated a good model fit as well

(chi-square test (8)¼6.18; p¼0.63).

Same Sex Peer Relationships. As with SV perpetration against

a dating partner, a multivariable model including the

demographic variables and the explanatory variables that were

significantly associated with SV perpetration against a same-

sex peer in bivariate analyses, were included in a single

multivariable model. Of the demographic variables, only sex of

the respondent remained significant in the final multivariable

model (data not shown). Specifically, boys were more than 2

times more likely to perpetrate SV against a same-sex peer than

girls (OR¼2.26; 95% CI¼1.31-3.91).

Table 2 (second column) includes the 6 explanatory

variables that were retained in the final model. Again, SV

victimization by a same-sex peer in the 12 months prior to the

survey was the strongest predictor of SV perpetration against a

same-sex peer (OR¼16.55). Engaging in other delinquent

behaviors and being exposed to violence in the community

were both associated with approximately a 2-fold increase in

the odds of reporting SV perpetration against a same-sex peer.

Similarly, engaging in heavy episodic drinking and being the

victim of childhood sexual abuse were associated with more

than a 3-fold increase in the odds of reporting same-sex peer

SV perpetration. One protective factor was retained:

respondents who were high on social support (from school,

family, or friends) were half as likely to engage in SV

perpetration against a same-sex peer as those who were low in

social support.

As with the final dating relationship model, analysis of fit

statistics indicated that the model predicting SV perpetration

against a same-sex peer fit the data well. The log LRT results

indicated that the explanatory variables retained in the final

model improved the fit of the regression model to the data

compared to a model without the explanatory variables

(LRT(14)¼273.53, p,0.001). The ROC analysis also indicated

that the final model adequately discriminated between

respondents who reported perpetrating SV against a same-sex

peer and those who did not (Area under the ROC curve¼0.89).

The Hosmer-Lemeshow goodness-of-fit chi-statistic for the full

model indicated a good model fit, as well (chi-square (8)¼4.13;

p¼0.84).

DISCUSSION

Findings from this study suggest that adolescents

perpetrate SV in both dating and same-sex peer relationships

and that several risk correlates and one protective correlate are

associated with perpetration. Controlling for all other variables

in the model, boys were significantly more likely than girls to

be perpetrators of SV in both dating and same-sex peer

relationships. Consistent with previous research,5,17 the

strongest correlate of perpetration in both contexts was by far,

the experience of prior victimization in the same type of

relationship. For example, Banyard et al5 found that youth who

were victims of sexual abuse in their life time were 21 times

more likely to report perpetrating sexual abuse as an

adolescent. However, even when controlling for victimization

experiences, 3 other variables were found to be strong

correlates - heavy episodic drinking, a history of child sexual

abuse, and exposure of community violence. All 3 were

significantly associated with SV perpetration against both

dating and same-sex peers.

Our hypothesis that findings would be similar across

relationship types was partially supported because there were

shared risk factors, but the type of relationship (i.e.,

relationship between perpetrator and victim) still matters

because the significant risk and protective factors are not

exactly the same for each type of relationship. Attitudes toward

violence are only significantly associated with dating SV

perpetration, most likely because the attitudinal questions were

different for each relationship type. The delinquency factors are

such that peer delinquency is associated with perpetration in

dating relationships while the respondent’s own delinquent

behaviors are what matters in same-sex peer relationships.

These findings are consistent with previous research of male

perpetration, connecting negative attitudes toward women and

negative peer norms to perpetration of sexual and other

violence against a female dating partner.12,13,25 The findings are

also consistent with previous youth violence research that
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connects one’s own delinquency with peer violence more

generally.44

The only positive correlate (or protective factor) to

remain in either of the final models was social support.

Reporting a strong support system was associated with

decreased likelihood of same-sex peer SV perpetration. One

reason why social support may be more relevant in the same-

sex peer context in this sample might be that same-sex peers

are likely to be close in age so social support, at least from

peer networks, may be stronger than social support in dating

relationships; dating may be more common with older or

younger partners who are not part of the peer social support

network. Also, same-sex peer perpetration, at least among

boys, may be highly associated with homophobic bantering, in

which school-age male peers attempt to express hyper-

masculinity.45 Therefore, having a strong social network could

prevent the likelihood of perpetration of a homophobic nature

which may be highly associated with same-sex peer SV

perpetration. Kendrick et al22 found an association between

social support and decreased likelihood of bullying

perpetration, which may be similar to certain kinds of SV

perpetration. Also, some have shown evidence of a link

between homophobic teasing and SV perpetration.8 However,

further research is needed to shed light on why social support

and other factors are relevant in one relationship (same-sex

peer) but not both. Future research should examine these and

other risk and protective factors for both types of relationships

to confirm which factors are shared across the 2 relationships.

Another avenue for future research is to examine whether

some of the protective factors examined in this study may

work to buffer the effects of the risk factors instead of having

direct associations with perpetration. This information can

inform how best to target prevention efforts.

Our findings suggest that individual factors assessing

multiple levels of the social ecology were significant correlates

in the final model. It appears that a combination of individual,

peer and family level factors as well as individual’s perceptions

of community factors play a role in the likelihood to perpetrate

SV, regardless of the type of relationship between victim and

perpetrator. For example, beyond past 12 month victimization

histories, individual histories of child sexual abuse cut across

both types of perpetration, as did the propensity to drink

heavily. At the peer level, having peers that were delinquent was

an important factor for dating SV perpetration, while social

support was important for same-sex peer perpetration. An

individual’s exposure to community violence appeared to have

an influence regardless of victim-perpetrator relationship. Our

study confirms the importance of including variables that tap

different levels of the social ecology, as the best statistical

model seems to be a combined model.

This study has a number of strengths. Unlike most other

studies that examine SV perpetration, the current study

examines a wide array of both risk and protective factors that

seek to assess different levels of the social ecology. Measuring

numerous potential risk and protective factors in the same study

allowed us to determine the impact of each factor while

controlling for the others. In addition, the study sample was

large and we measured and compared 2 types of SV

perpetration. More work like this, particularly within the same-

sex relationship, is needed to further understand the differences

across the 2 relationships and inform prevention efforts.

LIMITATIONS

This study is subject to some limitations. The data were

from a high risk urban community so the findings may not be

representative of other communities. In particular, 45% of the

sample was Hispanic or Latino, which further suggests that

this high risk community may not be generalizable to all high

risk communities. Also, the sensitive nature of the questions

and the fact that the data were self-reported may have resulted

in some reporting bias (lack of disclosure). In addition, this

study defined SV perpetration very broadly so we were not

able to determine the severity of the SV perpetration. The

question measured forced sex as well as forcing someone to

‘‘do something sexual.’’ Also, similar to many studies on this

topic, only one item was used to measure SV in each

relationship. Ideally, SV should be measured with numerous

behaviorally specific items to increase disclosure rates.46 The

combination of these factors could explain the low prevalence

rates we found in this study (3% in dating relationships and

2% in same-sex peer relationships). Additionally, these are

cross-sectional data so we are not able to determine anything

beyond associations between the risk factors and the violence

outcomes. Also, the exposure to community violence item

also includes violence in the home so it is not a pure measure

of experiences occurring in the community, and other

important community level factors that may relate to SV

perpetration (eg, neighborhood disorganization, collective

efficacy) were not assessed. Further, this study only captured

SV by a date or same-sex peer and did not include SV

perpetrated by an opposite-sex peer so did not assess the full

range of SV. However, this study allowed a comparison of

dating SV perpetration to a much less studied relationship

type (same-sex peer) and suggests that there are differences in

risk and protective factors associated with these 2 types of SV

perpetration.

CONCLUSION

These findings have implications for prevention of SV.

First, data from this study suggest that prevention programs

should start when students are young, with particular focus on

middle school boys (particularly in the case of same-sex

perpetration). Findings suggest that, prevention efforts may

need slightly different foci to address different types of SV

perpetration. It appears that any prevention efforts should focus

on prior peer/dating SV victimization, heavy alcohol use, youth

delinquency and involvement with delinquent peers, and the
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larger issue of violence in the community, as this seemed to be

an important predictor of SV perpetrator in the sample in both

relationships. Past childhood experiences with sexual abuse,

while not modifiable, should also be addressed in prevention

efforts with youth. Comprehensive prevention efforts that

address different types of peer-perpetrated violence in schools,

like bullying, homophobic teasing, and SV, may be most

beneficial and have been suggested by others.8 Perhaps the

most promising finding in terms of health promotion was that

having social support (from other peers, but also teachers and

parents) appears to decrease the likelihood of perpetration

against same-sex peers. This finding is a promising avenue on

which prevention strategies might focus. In the meantime, more

research is needed to replicate this and other findings in this

study in more representative samples and explore further the

importance of social support and the other shared and unique

risk and protective factors identified here in dating and same-

sex relationships across the full range of SV.
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Introduction: A growing body of empirical research documents a significant co-occurrence of suicide

attempts and interpersonal violence among youth. However, the potential role of early alcohol use

initiation and current heavy alcohol use as correlates of this comorbidity has not been examined in a

nationally representative sample of high school students.

Methods:We based our analyses on cross-sectional data from the 2009 Youth Risk Behavior Survey,

which includes a nationally representative sample (n¼16,410) of high school students in grades 9

through 12 in the United States. Multinomial logistic regression analyses were conducted to test the

associations between measures of alcohol use (early alcohol use initiation and heavy drinking) and

comorbid suicidal and violent behavior while controlling for potential confounders.

Results: Among high school students, 3.6% reported comorbid physical fighting and suicide attempt in

the past year. Early alcohol use (prior to age 13) and heavy drinking (5 or more drinks in a row) were

strongly associated with comorbid reports of physical fighting and suicide attempts (Adj. odds ratio

[OR]¼3.12; 95% confidence interval [CI]:2.49-3.89) and (Adj. OR¼3.45; 95%CI:2.63-4.52).

Conclusion: These findings underscore the importance of both early alcohol use initiation and heavy

drinking as statistically significant correlates of comorbid fighting and suicide attempts among youth.

While future research is needed to determine the temporal ordering between problem drinking and

violent or suicidal behaviors, existing prevention programs may benefit from including components

aimed at reducing and delaying alcohol use. [West J Emerg Med. 2013;14(4):341–346.]

INTRODUCTION

Recent research on adolescents suggests a strong link

between violence involving other persons and self-directed

violence.1–10 Previous studies have reported a comparatively

high prevalence of comorbid self-directed and interpersonal

violence among youth in the United States (U.S.) and in

Africa.2–4, 8,9,11–12 While the overlap appears significant and of

great concern to the general public health community, few

studies have examined specific and potentially modifiable risk

factors associated with co-occurring interpersonal and self-

directed violence.

Early alcohol use initiation has been identified as a strong

risk factor for a number of adverse health outcomes including

self-directed and interpersonal violence.8,13–23 Recent research

has documented that early alcohol use initiation is associated

with both self-directed violence8,13,14,21–23 and interpersonal

violence.8,17 However, there is a scarcity of research that has

examined specific alcohol factors that may contribute to

involvement in co-occurring violent and suicidal behaviors.
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The extent to which early alcohol use initiation is specifically

associated with the overlap of self-directed and interpersonal

violence has not been previously reported.

Reviews of prior research indicate that both suicidal and

violent behaviors may share several characteristics associated

with increased risk for both forms of violence.10 In particular, it

is clear that aggressiveness, impulsivity, and correlates of poor

mental health, such as substance abuse, depressive

symptomology and hopelessness, can increase risk of both

suicidal and violent behaviors.10,24,25 Moreover, research also

shows that youth who perform poorly in school have reported

higher levels of suicidal ideation, interpersonal violence and

substance use.26,27 However, there is little existing literature on

the extent to which co-occurring violent and suicidal behavior

actually share common risk factors identified with either

suicidal behavior or interpersonal violence.11,12 Among youth,

early alcohol use initiation is of particular importance because

of the existing research linking early alcohol use to different

forms of violence and evidence that early alcohol use may be

reduced by existing prevention strategies.

The purpose of the current study is to examine early

alcohol use initiation, prior to age 13, as a specific risk factor

associated with co-occurring suicidal and violent behaviors

among a nationally representative sample of boys and girls in

the U.S. Other factors that have been associated with violence

or suicidal behaviors, either empirically or theoretically, in

earlier studies and that are available within the Youth Risk

Behavior Survey were included as potential confounders (ie,

sadness, low academic grades, binge drinking, weapon

carrying, and drug use.1,10, 27,28 The current study will

determine the role of early alcohol use initiation in the

comorbidity of self-directed and interpersonal violence and

findings can be used to guide prevention and intervention

programs.

METHODS

We based our analyses on data obtained from the 2009

national Youth Risk Behavior Survey (N¼16,410). Students

voluntarily completed the anonymous, self-administered

questionnaire during a regular class period, following parental

consent. Details of the study and the sampling strategy have

been described elsewhere.29 Briefly, the survey employed a 3-

stage cluster sample design to produce a nationally

representative sample of students in grades 9–12. All regular

public, Catholic, and other private school students, in grades 9

through 12, in the 50 States and the District of Columbia were

included in the sampling frame. Puerto Rico, the trust

territories, and the Virgin Islands were excluded from the

frame. Moreover, schools were selected systematically with

probability proportional to enrollment in grades 9 through 12

using a random start. The survey sampled 196 schools. In terms

of the class selection, all classes in a required subject or all

classes meeting during a particular period of the day, depending

on the school, were included in the sampling frame. Systematic

equal probability sampling with a random start was used to

select classes from each school that participated in the survey.

The overall response rate was 71% (school response rate 81%

and student response rate 88%). Analyses of this complex

multistage survey were conducted with the SAS 9.1 and

SUDAAN 10.0 statistical software packages to accommodate

the sampling design and to produce weighted estimates.

Risk factors included in multivariate analyses were based

on previous research and incorporated measures of low

academic grades, weapon carrying, sadness, binge drinking

and other drug use. The specific wording of these questions

and the prevalence for each measure are provided in Table 1.

All variables included in the analyses were already

dichotomized in the public domain dataset. However, early

alcohol use initiation and the outcome variables were manually

recoded as described below. Consistent with past research, we

coded early alcohol use initiation as a three 3-level variable to

include those initiating alcohol use prior to age 13, those who

initiated alcohol use after age 13, and those who were not

alcohol users.8,13,21,22 The outcome measure was based on the 2

questions that assessed any involvement in a suicide attempt or

any involvement in physical fighting, both within the past 12

months. We combined the 2 measures to create a 4-level

outcome variable to indicate involvement in both suicide

attempts and physical fighting, involvement in physical

fighting only, involvement in suicide attempts only, and

involvement in neither suicide attempt nor physical fighting.

STATISTICAL ANALYSES

Weighted prevalence estimates for each of the risk factors

are presented in Table 1. We conducted multinomial logistic

regression analyses to determine the associations between early

alcohol use initiation and suicide attempts and physical

fighting, suicide attempt only, and physical fighting only

relative to neither suicidal nor violent behaviors while

controlling for the other potential confounders.

RESULTS

Overall, the prevalence of any physical fighting was

31.5%, and the prevalence of suicide attempt was 6.3% (Table

1). The prevalence of co-occurring physical fighting and

suicide attempts was 3.6% (3.0% for boys and 4.2% for girls) in

the national sample (Table 2). However, among early drinkers

the prevalence of co-occurring physical fighting and suicide

attempts was 9.4% (7.6% for boys and 11.5% for girls).

In the national sample, early drinking (Adj.odds ratio

[OR]¼5.42; 95% confidence interval [CI]: 3.36-4.17) was

significantly associated with co-occurring physical fighting and

suicide attempts (Table 3) relative to those who did not report

early drinking and when controlling for possible confounders.

Early drinking was associated with co-occurring physical

fighting and suicide attempts for both boys (Adj.OR¼4.17;

95% CI: 1.47-11.87) and girls (Adj.OR¼6.50; 95% CI: 3.84-

11.00) but appeared stronger for girls. For girls, initiating
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drinking later was also associated with co-occurring physical

fighting and suicide attempts (Adj.OR¼2.28; 95% CI: 1.26-

4.11), but this association was not statistically significant

among boys (Adj.OR¼2.23; 95% CI: 0.81-6.17).

In terms of predicting physical fighting, early drinking

(Adj.OR¼3.14; 95% CI: 2.54-3.88) was significantly

associated physical fighting only (Table 3) relative to those who

did not report early drinking and this finding was observed for

both boys and girls in stratified analyses. Similarly, in terms of

predicting suicide attempt only, early drinking (Adj.OR¼3.28;

95% CI: 1.81-5.97) was significantly associated suicide attempt

only (Table 3) relative to those who did not report early

drinking and this finding was observed for both boys and girls

in stratified analyses.

DISCUSSION

The prevalence of involvement in both suicide attempts

and physical fighting in this study was similar to reports from

Table 1. Wording of variables included in the analyses and their prevalence among United States’ youth in the 2009 Youth Risk Behavior

Survey.

Variable Wording Prevalence (%)

Low academic grades Percentage of students who described their grades in school as mostly D’s and

F’s during the past 12 months

5.9

Any weapon carrying Percentage of students who carried a weapon such as a gun, knife, or club on

one or more of the past 30 days

17.5

Any binge drinking Percentage of students who had five or more drinks of alcohol in a row, that is,

within a couple of hours, on one or more of the past 30 days

24.2

Any drug use exposure Percentage of students who were offered, sold, or given an illegal drug by

someone on school property during the past 12 months

22.7

Sadness Percentage of students who felt so sad or hopeless almost every day for two

weeks or more in a row that they stopped doing some usual activities during

the past 12 months

26.1

Any physical fighting Percentage of students who were in a physical fight one or more times during

the past 12 months

31.5

Any suicide attempt Percentage of students who actually attempted suicide one or more times during

the past 12 months

6.3

Alcohol use initiation Percentage of students who had their first drink of alcohol other than a few sips

before age 13 years

21.1

Table 2. Prevalence of suicide attempts and physical fighting by early drinking initiation among boys and girls in the United States (2009

YRBS).

No fighting and

no suicidal behavior %

Suicidal

behavior only %

Physical

fighting only %

Both fighting and

suicidal behavior %

Overall 66.98 2.48 26.94 3.61

Early drinkers 44.52 3.97 42.15 9.36

Other drinkers 65.83 2.61 28.55 3.00

Non drinkers 83.19 1.31 14.69 0.81

Boys

Overall 60.42 1.32 35.29 2.97

Early drinkers 40.51 1.78 50.15 7.55

Other drinkers 57.47 1.69 38.38 2.46

Non drinkers 77.93 0.51 21.06 0.50

Girls

Overall 74.11 3.71 17.97 4.21

Early drinkers 50.35 6.93 31.19 11.53

Other drinkers 73.37 3.44 19.72 3.47

Non drinkers 89.48 2.27 7.09 1.16
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earlier studies of youth and suggest that the patterns and

prevalence of co-occurrence remain similar over time and

across populations of youth in different settings.8,11,30

Moreover, early alcohol use initiation, prior to age 13, was

significantly associated with all levels of the outcome variable.

However, the strongest associations were noted between early

alcohol use initiation and co-occurring suicide attempt and

physical fighting for girls (Adj. OR¼6.50). The associations

between early alcohol use initiation and co-occurring suicide

attempt and physical fighting and also between early alcohol

use initiation and with physical fighting appeared stronger for

girls than for boys. This finding is intriguing and warrants

further research of potential sex differences in early alcohol use

and associated outcomes.

While many of the confounders examined were

statistically significant especially for co-occurring suicide

attempt and physical fighting, the patterns varied greatly for

suicide attempt only. In fact, the fewest statistically significant

associations were observed when examining correlates of

suicide attempt alone. As has been noted previously and also

found in the current study, there is a robust association

between reports of sadness and co-occurring suicidal and

violent behaviors.11,25,26 Consistent with earlier reports, we

identified a strong association between sadness and co-

occurring suicide attempt and physical fighting among both

boys and girls. More importantly, while sadness was a

significant correlate of all levels of the outcome, sadness had

by far the strongest association with co-occurring suicide

attempt and fighting. This was particularly noted among boys,

where the association between sadness and co-occurring

suicide attempt and physical fighting was remarkably high

(Adj. OR¼20.99).

Table 3. Adjusted multinomial logistic regression analyses of early drinking as a risk factor for involvement in suicide attempt and physical

fighting among boys and girls in United States (2009 YRBS).

Overall Boys Girls

Adj.OR1 (95%CI) Adj.OR1 (95%CI) Adj.OR1 (95%CI)

Both suicidal attempt and physical fighting

Early drinkers 5.42* (3.36-8.76)* 4.17* (1.47-11.87)* 6.50* (3.84-11.00)*

Other drinkers 2.28* (1.37-3.78)* 2.23 (0.81-6.17) 2.28* (1.26-4.11)*

Low academic grades 2.66* (1.68-4.22)* 1.99* (1.10-3.59)* 3.28* (1.69-6.37)*

Any weapon carrying 4.38* (3.09-6.22)* 4.72* (2.66-8.41)* 3.98* (2.60-6.08)*

Any binge drinking 2.85* (2.13-3.82)* 4.84* (2.78-8.42)* 1.65* (1.08-2.50)*

Any drug use exposure 1.78* (1.31-2.43)* 2.19* (1.27-3.75)* 1.60* (1.14-2.26)*

Sadness 14.05* (9.89-19.55)* 20.99* (13.35-33.00)* 10.28* (6.40-16.53)*

Physical fighting only

Early drinkers 3.14* (2.54-3.88)* 2.61* (2.12-3.22)* 4.47* (3.07-6.51)*

Other drinkers 2.28* (1.37-3.78)* 2.18* (1.86-2.54)* 2.62* (1.93-3.55)*

Low academic grades 1.47* (1.15-1.87)* 1.30 (0.95-1.79) 1.82* (1.31-2.53)*

Any weapon carrying 2.50* (2.04-3.07)* 2.50* (1.97-3.16)* 2.57* (1.89-3.49)*

Any binge drinking 1.84* (1.63-2.07)* 1.90* (1.58-2.28)* 1.83* (1.50-2.23)*

Any drug use exposure 1.56* (1.38-1.76)* 1.46* (1.26-1.70)* 1.75* (1.44-2.12)*

Sadness 1.48* (1.29-1.69)* 1.47* (1.19-1.83)* 1.48* (1.24-1.77)*

Suicide attempt only

Early drinkers 3.28* (1.81-5.97)* 4.47* (1.78-11.23)* 3.08* (1.57-6.04)*

Other drinkers 2.01* (1.22-3.30)* 3.71* (1.82-7.57)* 1.58 (0.93-2.70)

Low academic grades 1.73* (1.09-2.74)* 2.47* (1.37-4.46)* 1.58 (0.87-2.88)

Any weapon carrying 1.40 (0.97-2.02) 1.09 (0.65-1.84) 1.74* (1.08-2.80)*

Any binge drinking 1.10 (0.74-1.63) 0.74 (0.43-1.29) 1.24 (0.78-1.96)

Any drug use exposure 1.28 (0.86-1.93) 1.55 (0.77-3.13) 1.17 (0.72-1.89)

Sadness 8.45* (6.02-11.85)* 9.56* (5.66-16.14)* 7.74* (5.05-11.88)*

1 Odds ratios (OR) are computed through adjusted multinomial logistic regression analyses controlling for sex, race/ethnicity, and grade

and predicting involvement in suicidal attempt, physical fighting, or both suicide attempt and physical fighting relative to no suicide attempt

and no physical fighting. Reference groups were those who did not have low grades, who did not carry weapon, who did not binge drink,

who did not use drugs, and who were not sad.

* Significant associations are presented.
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Results from previous studies have found a strong link

between suicidal behavior and violent behavior. In one study of

school shootings in the U.S., for example, it was noted that the

majority of perpetrators exhibited suicidal ideation or suicidal

behavior prior to or during the violent attack.31 Perhaps more

intriguingly, more than half of the perpetrators in these school

shootings had no history of prior violence. It is clear that the

link between suicidal and violent behavior is complex.

Researchers have suggested that unrecognized or untreated

suicidality may be highly prevalent among violent

perpetrators.10 Future research on the predictors and correlates

of suicidal behaviors among violent perpetrators is

recommended, as is research into the link between suicidal

behavior and violence at the population level.

LIMITATIONS

Several limitations of this study should be considered

when interpreting the findings. First, the findings are based on

high school students and therefore the findings do not reflect

experiences of those who have dropped out of school. Second,

the findings are based on self-reported data and have not been

corroborated with other sources. Third, the findings are based

on cross-sectional survey data, which do not permit

determination of the temporal ordering of the risk factors

relative to the outcome. Fourth, the assessment of co-occurring

suicidal and violent behaviors only indicates the presence of

both suicidal and violent behaviors within the past 12 months.

Based on how the survey questions were asked, more specific

timing of the presence of suicidal or violent behavior cannot be

provided or inferred. Fifth, the survey is limited in the number

and types of correlates that were examined, and it is possible

that other potential confounders, if available, and included in

the analyses, could have impacted our findings. Sixth, the

confidence intervals for the odds ratios for some of the risk

factors were relatively wide, indicating that some associations,

while strong, were possibly unstable. Finally, it is possible that

bias associated with social desirability may have contributed to

an underreporting of high risk and violent behaviors.

Previous research has suggested that there is a significant

overlap among both suicidal behavior and violent behaviors

among youth.8,10,11 However, because of our relatively limited

understanding of how different types of violent behavior

overlap, efforts to design prevention programs that can address

multiple types of violence, such as fighting and suicidal

behaviors, have been limited.8,10 Findings from this study and

others underscore how important it may be to develop programs

that may be relevant across multiple forms of violent behaviors

that span across self-directed and interpersonal violence.8,10,11

The current study is one of very few that seeks to better

understand the potentially shared and modifiable risk factors

between involvement in violent and suicidal behaviors.

In future studies of shared risk factors for co-occurring

suicidal and violent behaviors, it is particularly important to

assess modifiable factors that can be addressed by current

evidence-based strategies and intervention. Meanwhile, the

findings from our study indicate that early alcohol use initiation

is an important predictor of suicidal and violent behaviors

among both boys and girls. The specific mechanism linking

suicidal and violent behavior is not well known nor is the role

of early alcohol use initiation among these youth. Therefore,

longitudinal research that can better assess the temporal

ordering between early alcohol use initiation, suicidal and

violent behavior is needed.

In terms of clinical practice and implications, these

findings combined with earlier research calls for screening of

early alcohol use initiation in pediatric populations prior to their

teen years, by healthcare providers, because of the high

incidence of alcohol use initiation among youth.8 However,

prevention efforts are also needed to further delay the initiation

of use and many of the associated adverse health linked to early

alcohol use. Pediatricians as well as emergency physicians and

other healthcare providers are in a unique and very important

position to discuss alcohol use and its potential hazards with

their pediatric patients and parents, particularly when patients

are seen for injuries or risk for self-harm.32–34

Finally, based on the findings, it is clear that youth who

report co-occurring suicidal and violent behaviors appear to

experience a range of negative experiences including low

academic grades, weapon carrying, binge drinking and drug

use exposure that may further exacerbate the severity of their

current health problems. While they are a small percentage of

the youth population overall, they appear to be particularly

vulnerable and in need of services.
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Introduction: Intimate partner violence (IPV) is a widespread social structural problem that affects a

great proportion of Ecuadorian women. IPV is a sexually, psychologically, or physically coercive act

against an adult or adolescent woman by a current or former intimate partner. Not-for-profit groups in

Ecuador report that 70% of women experience 1 of the forms of IPV sometime during their lifetime, but

population-based surveys suggest that 41% of Ecuadorian women are exposed to emotional violence,

31% physical violence, and 12% sexual violence by their spouse or partner over their lifetime. Despite

the high prevalence, the response of the Ecuadorian government has been insufficient to reduce the

number of victims and to provide adequate legal and health services for the prevention and treatment of

IPV. Given the power of economic data to influence policy making, the goal of this study is to produce

the first estimate of the economic impact of IPV in Ecuador and to identify the policy paths in which

these estimates would have the greatest impact for Ecuador.

Methods: Using a bottom-up method for estimating the economic burden of IPV and a national

prevalence of IPV based on a population-based survey in the 2003–2004 year, the total economic burden

is estimated at approximately $109 million adjusted to the 2012 United States (U.S.) currency rate.

Results: Based on a prevalence of 255,267 women who were victims of IPV in the 2003–2004 year, the

total economic burden is estimated at approximately $109 million adjusted to the 2012 the U.S. currency

rate. The largest cost category contributing to the economic burden was the costs of healthcare services

to treat injuries associated with IPV events.

Conclusion: The asymmetry between the economic burden of IPV and the amount of government

resources devoted to IPV prevention efforts suggests the need for a greater role to be played by the

government and other factors in society in the area of IPV prevention. [West J Emerg Med.

2013;14(4):347–353.]

INTRODUCTION

Intimate partner violence (IPV) is the most common type

of violence experienced by women around the world.1–3 IPV is

a sexually, psychologically, or physically coercive act against

an adult or adolescent woman by a current or former intimate

partner.4 Even after the combined efforts of the World

Conference on Human Rights in Vienna (1993), the Inter-

American Convention on the Prevention, Punishment and

Eradication of Violence against Women of Belem do Para

(1994), and the Fourth World Conference on Women (1995),

IPV continues to be a widespread problem around the world.5

The landmark 10-country research study from the World Health

Organization on Women’s Health and Domestic Violence

confirms this premise by suggesting that 15% to 71% of ever-
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partnered women experienced physical or sexual violence by an

intimate partner in their lifetime, with estimates in most

countries ranging between 29% and 62%.3 Furthermore, most

acts of violence by an intimate partner reflect a pattern of

continuing abuse, which puts women at higher risk for poor

physical, mental, and reproductive health, and social

functioning.4

All forms of IPV can be devastating to a woman’s health,

including increased long-term risk of chronic pain, physical

disability, drug and alcohol abuse, and depression.6 Women

with a history of IPV are also at increased risk for unintended

pregnancy, sexually transmitted infections, and adverse

pregnancy outcomes.5 A study conducted in the United States

(U.S.), for example, found that the prevalence of women with

gynecological problems among victims of spousal abuse was 3

times higher than for women with no spousal abuse.7 The

psychological impacts of IPV can be equally grave. The most

prevalent mental health consequences of IPV include

depression, posttraumatic stress disorder (PTSD), and anxiety,

and it is strongly associated with suicidal behavior, sleep and

eating disorders, social dysfunction, and an increased

likelihood of substance abuse.8 The most severe cases of IPV

can lead to fatal outcomes. Femicide studies from Australia,

Canada, Israel, South Africa, and the U.S. show that 40% to

70% of female murder victims were killed by their husbands or

boyfriends.9

The health impacts and loss of life caused by IPV injuries

generate a significant economic burden for victims and society,

including the direct costs of medical and non-medical services

provided to women who are victims of violence, the indirect

costs associated with lost workplace and household

productivity, and the long-term impact on human pain and

suffering.10,11 For example, a study conducted in the U.S.

estimated the IPV economic burden for the U.S. in 2003 at $4.0

billion in medical costs and $1.8 billion in productivity losses,

which represent approximately $6.2 billion and $2.8 billion in

the 2012 U.S. currency rate, respectively.12 Another study

conducted in Great Britain estimated the 2004 burden to be £23

billion,13 representing close to $36 billion in the 2012 U.S.

currency rate. In addition to medical costs and productivity

losses, Great Britain estimate includes costs from the criminal

justice system, social services, housing, civil legal and

emotional costs borne by the individual victim. In other studies

translated to the 2012 U.S. currency rate, the economic burden

of IPV has been assessed at $2 billion in Chile,14 $40 million in

Nicaragua,14 $42 billion in Australia,15 $1 billion in New

Zealand,16 $1.7 billion in Canada,17 and $384 million in

Switzerland.18

Estimates of the economic burden can raise national

awareness about the prevalence of violence and the costs of

treating IPV injuries and absorbing losses in productivity

incurred by society. Furthermore, these estimates are critical to

inform policy makers about the relative importance of IPV

compared to other health issues and to inform decision-makers

about allocating scarce public health resources for the

prevention and treatment of IPV injuries.

Ecuador is 1 of the many countries that would benefit from

an economic burden estimation of IPV. IPV is a widespread

social structural problem that affects a great proportion of

Ecuadorian women. Prevalence estimates of IPV generally

defined, suggest that 7 out of every 10 Ecuadorian women have

been victims of domestic violence at some point in their life.1 In

1994, IPV was recognized as a human rights violation and the

Ecuadorian government began to assess annual rates of IPV

prevalence through various governmental agencies.19 The

Ministry of Health (MoH), for example, reported that 33 out of

100,000 people received treatment for an IPV injury in a public

health clinic in 1994. Public health clinics are health

community centers that provide primary healthcare services to

the general population. By 2005, the MoH reported that the rate

of treatment for IPV in the clinics increased to 54 out of

100,000.20 However, limitations of these data are that the MoH

estimation does not differentiate between women, men, and

children; and the IPV injuries may not be appropriately

differentiated between other types of unintentional or

intentional forms of injuries.

Several nonprofit organizations have also estimated IPV

rates in Ecuador. For example, the Ecuadorian Center for the

Promotion and Action for Women (CEPAM) reported that the

legal services of the Women and Family Commissaries (WFC)

served close to 600,000 cases of IPV between 1995 and 2006.19

However, WFC cases do not translate directly to the number of

victims or the number of convictions, as victims may seek legal

assistance more than once. The only population-based survey

that has measured IPV prevalence in Ecuador is the

Demographic, Maternal and Infant Health Survey, known as

ENDEMAIN, conducted by the Center for the Study of

Population and Responsible Parenthood (CEPAR). The results

from the ENDEMAIN, published in 2004, indicated that

among women in their reproductive years (15–49 years of age),

41% reported having experienced emotional violence, 31%

physical violence, and 12% sexual violence by their spouse or

partner over their lifetime. When asked about their experience

of IPV in the last 12 months, 15% of the Ecuadorian women in

the sample reported suffering from emotional violence, 10%

from physical violence, and 4% from sexual violence, after

controlling for place of residence and income.2 ENDEMAIN

followed the World Health Organization and the Centers for

Disease Control and Prevention to design violence scales for

definitions to classify IPV. This classification includes:

emotional violence as humiliated, yelled offensively and/or

threatened to hurt someone you care or love; physical violence

as pushed or thrown an object, slapped or grabbed arm, hit w/

fist or kicked, kicked/choked or beaten, threaten w/knife gun or

other weapon; and sexual violence as forced to have

intercourse.2
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Despite the high prevalence of IPV, the Ecuador

government has failed to develop national policies to help

prevent IPV and to provide victims with legal and health

services. In fact, only 3% of the social welfare allocation of

public funds has been directed to programs or interventions that

prevent IPV or gender-based violence or discrimination.21

Given the power of economic data to influence policy making,

the goal of this study is to produce the first estimates of the

economic impact of IPV in Ecuador in order to identify the

policy paths in which these estimates would have the greatest

impact for Ecuador.

METHODS

Analytic Approach

As described by Brown et al,22 in this analysis we used the

bottom-up method for estimating the economic burden of IPV,

such that the reported prevalence of IPV was multiplied by the

direct and indirect unit costs associated with IPV to calculate total

economic burden. This is the same approach used by researchers

in the U.S., the United Kingdom, Canada, New Zealand,

Switzerland, Chile, and Nicaragua, among others.12–14;1, 9, 10 The

direct costs included in this study are the resources required to

provide medical and legal services, and international support for

capacity building efforts of national authorities developing IPV

prevention policies. The indirect costs included are losses in

productivity, valued from paid work, associated with IPV

injuries.

Data Sources

The data used in this paper were drawn from the period

2003–2004 from a variety of sources including: the scales of

violence against women and household and personal annual

expenditures of injury victims (fractures, punches, and injuries)

from ENDEMAIN—2004; the medical costs associated with

the implementation of the Free Maternity and Child Care Law

(LFMC); the institutional and financial reports from the

Ecuadorian Center for the Promotion and Action for Women

(CEPAM); financial records from the Women and Family

Commissaries(WFC); the National Center for Gender

(DINAGE); and the National Institute of Ecuadorian Statistics

and Census (INEC). In addition, we confirmed the validity of

the data sources with local stakeholders and experts such as the

former director of DINAGE, and the Director of CEPAM. Table

1 presents a description of these datasets and variables.

Although we collected data for this study from different

sources, it is the major assumption of this study that the data

sources can be linked together to draw general conclusions of

IPV prevalence and economic burden. In fact, this is the same

approach taken by others conducting economic burden of IPV

analyses, including the U.S. study.10

IPV National Prevalence

The 2003–2004 IPV prevalence used in this study was

estimated from the population-based demographic survey

ENDEMAIN. ENDEMAIN used a probabilistic stratified

sample and face-to-face interviews with an N¼9576 women in

their reproductive years. Details on the prevalence estimation

can be found in the organization’s final report.2 ENDEMAIN

asked women about their experiences of domestic violence in

their lifetime and in the last 12 months using three scales: 1)

history of violence experienced up to 14 years of age (either

witnessed or experienced personally); 2) sexual abuse defined

separately as forced sex with penetration and sexual abuse

without penetration; and 3) IPV generally, as emotional abuse,

physical violence, and sexual violence. This study used the IPV

scale only. Self-report population-based surveys are considered

the most reliable method for obtaining information on violence

against women in the general population as women report their

experience of violence regardless of whether they sought help.5

ENDEMAIN’s estimation of the number of IPV victims for the

period of 2003–2004 was based on positive responses in any of

the IPV questions measured, in the last 12 months, and then

projected on national percentages of women in those age

groups.2

Estimation of Direct Costs

Direct costs included medical, legal, and non-refundable

international support for local efforts to prevent IPV.

Medical costs included the marginal increase in treating

IPV injuries in government-operated clinics and hospitals, as

well as the out-of-pocket medical expenses incurred by IPV

victims. We extracted marginal costs of medical expenditures

from the cost analysis performed by Grupo Faro of the Free

Maternity and Child Care Law (LFMC).21 Grupo Faro’s

analysis is one of the few studies in Ecuador to focus on

patient-level costs of specific types of injuries. We extrapolated

IPV victims’ out-of-pocket medical expenses from the

household and personal annual expenditures scales in

ENDEMAIN to identify victims who reported fractures and

injuries from violence and those who report self-medication

and care.2 Following best practices in the bottom-up approach,

we estimated the total costs of medical care services by

multiplying the unit costs and marginal costs of each medical

care category by the number of women who reported IPV in the

last 12 months in relation with the known percentage of women

who are estimated to seek medical services.

The direct costs associated with legal services included in

this study were public funds allocated for salaries and

administrative expenses in public legal services in 34 Women

and Family Commissaries (WFC) in 18 provinces in Ecuador.

WFC provides legal services and judicial assistance to IPV

victims with injuries that do not exceed more than three days of

physical disability.

Finally, we included nonrefundable donations from

international nonprofit organizations to prevent and treat IPV

victims. These direct costs were incurred by the Ecuadorian

Center for the Promotion and Action for Women (CEPAM) to

train and strengthen the capacity of Women and Family

Roldós and Corso Economic Burden of Intimate Partner Violence
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Commissaries and the National Center for Gender (DINAGE).

CEPAM is a well-recognized not-for-profit women’s

organization in Ecuador for developing innovative research and

initiatives in gender-based discrimination prevention, violence

prevention, and women’s rights advocacy.23 DINAGE is the

national authority for developing public policies to decrease

domestic and IPV and promoting gender equality.24

Estimation of Indirect Costs

We estimated indirect costs using the method from the

Inter-American Bank estimation of the social and economic

cost of domestic violence in Chile and Nicaragua.14 These

include the lost wages of paid workers as the result of IPV

injuries sustained by the women in their reproductive years.

The lost income per day was calculated using the daily rate of

the minimum salary established by the National Central Bank

for Ecuador, set at $5.50 per day.25 This represents a nominal

average wage of $166 per month in 2004. We derived the

average days lost from physical violence from the Centers for

Disease Control and Prevention’s 2003 estimation of Costs of

Intimate Partner Violence Against Women in the United

States.26

We collected all costs for the 2003–2004 fiscal year to

compare to IPV prevalence during that same 12-month period.

All direct costs were adjusted to the 2012 U.S. currency rate

using the general consumer price index published by the

Ecuadorian Central Bank;27 while indirect costs were adjusted

by a 1% annual increase from 2004 to 2012 following Haddix

et al.28

RESULTS

Based on a prevalence of 255,267 women who were

victims of IPV in the 2003–2004 year, the total economic

burden is estimated at approximately $109 million adjusted to

the 2012 U.S. currency rate (Tables 2 and 3).

The largest cost category contributing to the burden was

the direct costs of healthcare expenditures, at approximately

$96 million adjusted to the 2012 U.S. currency rate (Table 4).

The indirect costs of lost productivity, more than $10.5

million adjusted to the 2012 U.S. currency rate, represented

Table 1. Data sources used in the estimation of the economic burden of intimate partner violence (IPV) for Ecuador.

Source of data Variables Cost estimated

Demographic, Maternal and Infant Health

Survey, ENDEMAIN-04

� National IPV prevalence of physical,

emotional and sexual violence.
� % of women that sought help in a public

health clinic.
� Household and personal annual

expenditures subscale
� % of IPV victims who do not work

Direct costs & indirect costs

Direct costs: medical services (public clinics)

Direct costs: medical services (out-of-pocket)

Indirect costs: unpaid lost productivity

Free Maternity and Child Care Law

(LFMC) - 2004

� Marginal increase in public health

expenditure to treat an IPV injury

Direct cost: medical services

Women and Family Commissaries (WFC)

and National Center for Center financial

reports - 2004

� WFC personnel costs Direct costs: legal services

Financial statement and budgets from

CEPAM and DINAGE - 2004

� Capacity building of WFC and DINAGE Direct costs: capacity building

National Central Bank � Minimum wage 2004 Indirect costs: paid work

Table 2. Direct costs of healthcare expenditures: Public expenditures in the national network of healthcare clinics and out-of-pocket

expenses.

Cost

per visit

Prevalence

2003–2004

% of women

incurring costs

Total economic

burden in 2004

Adjusted to

2012

Average out-pocket expenses

of injury victims (CEPAR -

2004 )

$450 255,267 57% $65,475,986 $96,737,851

Marginal cost to treat an IPV

injury (LMGYAI network of

clinics)

$2.00 7% $35,737.38 $52,800

Total $96,790,652

CEPAR, Center for the Study of Population and Responsible Parenthood; IPV, intimate partner violence.
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another significant portion of the economic burden. Direct legal

services sought by IPV victims in Women and Family

Commissaries and institutional expenses by local nonprofits

and local authorities engaged in developing violence

prevention policies accounted for approximately $1 million in

2004. Assuming an equal investment in 2012, this amount

represents $1.8 million in 2012 (Table 5).

DISCUSSION

Violence against women has grave consequences for

women, their children, and society as a whole. Women who

experience violence suffer from a range of health problems,

which are both physical and mental, and their ability to

participate productively in public life is greatly diminished.

Specifically, violence reduces the capacity of victims to

contribute productively to the family, the economy, and public

life. It also drains resources from social services, the justice

system, healthcare agencies, and employers.29

The approximation presented in this paper is the first

economic burden estimate of IPV for Ecuador. This estimate

quantifies the burden associated with IPV injuries. Quantifying

the economic and public health burden allows the Ecuadorian

general public and authorities to understand the impact of the

disease relative to other diseases or illnesses and to set priorities

based on how diseases impact the functioning of the

population.

Our economic burden of IPV estimate is approximately

$109 million adjusted to the 2012 U.S. currency rate from a

societal perspective. This perspective includes all costs

regardless of who pays the costs and who experienced the

benefits. The largest cost category contributing to the economic

burden is the costs of healthcare services. Although the costs to

treat the injuries associated with IPV are substantial, we

recognize that these costs significantly underestimate IPV’s true

burden to society. First, less than 8% of women that suffer from

IPV seek help from any institution, including medical care and

legal aid services.19 Reasons for this include: barriers to

healthcare service access; victims’ distrust of institutions that

provide help or care; gender-based discrimination in legal and

medical care institutions; and lack of assurances of

confidentiality for victims. Second, we only had data from

public health clinics. Medical costs in private clinics and

hospitals were not available nor were data on mental healthcare,

emergency department (ED) visits, hospitalizations, outpatient

clinic visits to private hospitals, ambulance transport,

paramedic assistance, and services of physicians, dentists, and

physical therapists. Therefore, our economic burden estimates

represent only the tip of the iceberg when considering the true

economic burden of IPV to society. Even so, our results are

significant and similar to other economic burden of IPV studies

conducted in other parts of the world. For example, medical

care costs comprise nearly 70% of the total costs of IPV in the

study conducted in the U.S..12

We also consider our indirect costs to be an

underestimation of lost productivity. The main categories in

indirect economic costs are those related to time lost from

work, return-to-work costs (RTW), losses in productivity and

subsequent unemployment, and changes in occupation when

women suffer from IPV.9 The majority of these types of indirect

costs were not measured in our analysis. In addition, the value

used for loss of income per day was U.S. $5.50, which assumed

a minimum wage for all women. We did not have the

distribution of income of IPV victims to adequately extrapolate

different income losses based on socio-economic status.

The IPV economic burden estimated in this study can be

directly compared to the Ecuador government’s allocation of

funds in social investment programs. In 2004, the total budget

allocated to social welfare programs was U.S. $1.9 billion. The

majority of these funds went to education (67%), while health

received 21%, welfare programs 5%, employment projects 2%,

and 4% for housing projects.20 However, Grupo Faro has

reported that only 3% of these allocated resources were

Table 3. Total economic burden of intimate partner violence in

Ecuador, 2012 US dollars.

Productivity losses $10,642,087

Health costs $96,790,652

Judicial costs $1,801,454

Total $109,234,193

Table 4. Indirect costs from losses in productivity.

2012 US dollars

IPV 2003–2004 prevalence

(CEPAR 2004)

255,267

Average daily rate of minimum

wage (Banco Central del Ecuador

2004)

$5.50

Average days lost of work (CDC

2005)

7

Total $9,827,780 $10,642,087

CEPAR, Center for the Study of Population and Responsible

Parenthood, CDC, Centers for Disease Control and Prevention.

Table 5. Direct costs of legal services: Women and Family

Commissaries (WFC) public and nonprofit expenses.

2004

U.S. dollars

2012

U.S. dollars

WFC Personnel costs (Grupo Faro

2008 )

$905,075 $1,337,097

Capacity building of non-for profit

interventions (CEPAM 2008)

$314,295 $464,356

Total $1,801,454
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invested in programs that addressed women’s reproductive

health, gender inequality, and violence. Our estimation

represents twice this value for IPV alone. Additionally, it has

been reported that in 2004 governmental agencies in Ecuador

responsible for preventing and treating violence against women

spent less than U.S. $3 million.21 Our estimate of the economic

burden of IPV is close to 36 times greater than what was

invested in the prevention and treatment of IPV injuries.

LIMITATIONS

The results of this study must be considered in light of its

limitations. First, IPV prevalence was measured using self-

report, relying on the participants’ recollection of past events.

Although the standard approach for assessing intentional

violence is via self-reported anonymous questionnaires,

ENDEMAIN’s purpose was to assess maternal and infant

outcomes. Methodological considerations for assessing

domestic violence suggests that large surveys that are primarily

aimed at other issues underestimate the prevalence of violence

against women when compared to surveys specifically

dedicated to investigating violence against women.31 Second,

because access to economic data was difficult to obtain we

made many assumptions to gather enough information to make

the calculations in this study. Some of these assumptions

include: minimum wage of IPV victims, percentage of women

not seeking clinical care after an episode of violence and

percentage of women who self-treated their own injuries.

Further, this study was unable to differentiate the types of IPV

in estimating the costs. There are important consequences and

variations in costs that are dependent on the type of violence

experienced. Finally, this paper does not address the costs

associated with the consequences of witnessing IPV for

children in the household. Evidence suggests that children who

were exposed to domestic violence between parents are at an

increased risk of conduct disorders and accentuating a cycle of

violence between generations.32

CONCLUSION

Despite these limitations, this study presents, for the first

time ever, an estimate of the economic burden of IPV in

Ecuador. Given the tremendous economic impact of IPV in

Ecuador, $109 million in the 2012 U.S. currency rate, the

Ecuador government, not-for-profit organizations and civil

society organizations should draw on innovative approaches to

prevent IPV and to ameliorate the devastating economic and

human toll. These approaches should include community

dialogue and awareness and mobilization initiatives. Economic

burden estimates should be considered as one of these

innovations to inform the policy-making process, and as such,

improvements should be made to enhance the surveillance of

IPV prevalence, and to include costs of treating IPV in the

surveillance tools. The approximation of economic burden is

critical to Ecuador’s society to move forward the public policy

of violence prevention.

The asymmetry between the economic burden of IPV in

Ecuador and the amount that the government devotes to IPV

prevention efforts suggests the need for a greater role to be

played by the government and other actors in society in the area

of IPV prevention. The recognition of violence against women

as a violation of human rights implies a binding obligation of

the Ecuador government to prevent, eradicate, and punish

violence against women. Addressing violence against women

as a human rights issue encourages a multi-sectorial response

from the criminal justice, health, development, humanitarian,

and security sectors.5,30 The subject of domestic and gender-

related violence figures prominently on the public agenda;

however, political instability and constant changes of

Ecuadorian authorities inhibit the implementation of initiatives

aimed at enhancing women’s access to justice and healthcare

services, truncate progress and have a dampening effect. In

May 2008, the Ecuador Constitution was rewritten to include

specific wording that would guarantee women’s right to live

free from fear of violence and would prohibit any physical,

emotional, sexual, or moral coercion by adopting measures to

prevent, eliminate, and sanction any type of violence against

women, girls, and children. To date, these efforts have yet to

show an effect.
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Introduction Despite several recent studies documenting high rates of intimate partner violence (IPV)

among gay and bisexual men (GBM), the literature is silent regarding GBM’s perceptions of IPV within

their community. We examine GBM’s perceptions of same-sex IPV: its commonness, its severity, and

the helpfulness of a hypothetical police response to a GBM experiencing IPV.

Methods: We drew data from a 2011 survey of venue-recruited GBM (n¼989). Respondents were

asked to describe the commonness of IPV, severity of IPV, and helpfulness of a hypothetical police

response to IPV among GBM and among heterosexual women. We fitted a logistic model for the

outcome of viewing the police response to a gay/bisexual IPV victim as less helpful than for a female

heterosexual IPV victim. The regression model controlled for age, race/ethnicity, education, sexual

orientation, employment status, and recent receipt of physical, emotional, and sexual IPV, with key

covariates being internalized homophobia and experiences of homophobic discrimination.

Results: The majority of respondents viewed IPV among GBM as common (54.9%) and problematic

(63.8%). While most respondents had identical perceptions of the commonness (82.7%) and severity

(84.1%) of IPV in GBM compared to heterosexual women, the majority of the sample (59.1%) reported

perceiving that contacting the police would be less helpful for a GBM IPV victim than for a heterosexual

female IPV victim. In regression, respondents who reported more lifetime experiences of homophobic

discrimination were more likely to have this comparatively negative perception (odds ratio: 1.11, 95%

confidence interval: 1.06, 1.17).

Conclusion: The results support a minority stress hypothesis to understand GBM’s perceptions of

police helpfulness in response to IPV. While IPV was viewed as both common and problematic among

GBM, their previous experiences of homophobia were correlated with a learned anticipation of rejection

and stigma from law enforcement. As the response to same-sex IPV grows, legal and health

practitioners should ensure that laws and policies afford all protections to GBM IPV victims that are

afforded to female IPV victims, and should consider methods to minimize the negative impact that

homophobic stigma has upon GBM’s access of police assistance. [West J Emerg Med.

2013;14(4):354–362.]

INTRODUCTION

Recent studies suggest that gay, bisexual, and other men

who have sex with men (MSM) experience intimate partner

violence (IPV) at rates comparable to or higher than those

documented among women.1–3 Current estimates indicate that

approximately 25–50% of United States gay and bisexual men

report experiencing physical IPV and 12–30% report

experiencing sexual IPV.1, 2, 4–6 Despite a nascent increase in

IPV studies among MSM, same-sex IPV continues to be

markedly under-researched, particularly when compared to the

vast body of literature regarding male-perpetrator/female-

victim IPV. 7,8
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As the extent of same-sex IPV among gay, bisexual, and

other MSM is beginning to be documented in the literature,

many facets of IPV among MSM remain unaddressed.

Published studies have, in general, sought to determine IPV

prevalences, typologies, demographic correlates, and health

sequela.7 The literature is comparatively silent, qualitatively

and quantitatively, as to the experiences of survivors of same-

sex IPV. There is also a lack of studies as to the perceptions of

gay, bisexual, and other MSM regarding the extent of IPV in

lesbian, gay, bisexual, and transgender (LGBT) communities.

Specifically, we find no published studies that examine gay and

bisexual men’s perceptions of the commonness, severity, and

helpfulness of a police response to IPV within their

communities – areas that have been examined in great detail for

male-perpetrator/female-victim IPV. Indeed, it remains

unknown to what extent same-sex IPV is reported to any part of

the legal system; nor are there data regarding the experiences of

survivors of same-sex IPV who do contact the police.

What is known about perceptions of police response to

IPV comes entirely from research drawn from samples of

women. Although IPV is thought to be among the crimes most

commonly reported to law enforcement, it is estimated that a

minority of IPV survivors report to the police, and that only a

fraction of reported crimes result in the arrest of the perpetrator

of the violence.9,10–12 Indeed, the use of contacting the police in

preventing future victimization is in dispute, as is the efficacy

of so-called ‘‘no drop’’ policies in which perpetrators of partner

violence are always prosecuted.11–13 Not all women who

contact the police want their abusive partners to be arrested, and

women who do contact the police often fear reprisal in the form

of revictimization.14,15

Multiple researchers have examined what factors make

women more or less likely to contact the police in cases of IPV;

other have focused on the other areas of support, including

social support, that women access in addition to or in place of

police assistance.16,17 Several studies have outlined dilemmas

that IPV survivors face when choosing whether or not to

contact the police (e.g., possible removal of children from the

home, loss of economic resources, shame/humiliation from the

abuse becoming public) and barriers faced after the police have

been contacted (e.g., being disbelieved, having the situation

dismissed/minimized, being wrongly arrested after acts of self-

defense).14,18,19 Women’s satisfaction with police response

ranges widely in the literature, being categorized as negative to

neutral to slightly positive.20,21 Moreover, survivors of IPV

have been shown to be more likely to contact the police in cases

of future victimization if the response to their initial contact is

positive.22

Much has also been written about the role of police

legitimacy in influencing when and if survivors of IPV choose

to seek police intervention.23, 24 Police legitimacy, which in its

broadest conceptualization refers both to the authority afforded

to the police by the public as well as to the factors that influence

the affording of that authority, is understood as being

paramount to maintaining social order by encouraging law-

abiding behaviors, compliance with police directives, and

cooperation with investigations (e.g., reporting a crime).25

Central to police legitimacy is the role of procedural justice,

that is, whether or not actions taken by the police are viewed as

appropriate, fair, and just.25, 26 While little data exist regarding

perceptions of police legitimacy among gay and bisexual men,

unfair or homophobic treatment of gay and bisexual men by the

police could lessen the legitimacy of police and potentially lead

to reduced reporting of IPV. Indeed, this phenomenon has been

documented among lesbian/gay women, as anticipation of

homophobia and stigma by police officers during a police

response has been shown to contribute to a reluctance to contact

the police when experiencing IPV.14

In addition to the aforementioned lack of research

regarding IPV among gay/bisexual men, there is also a lack of

literature examining how other factors, such as factors unique

to the sexual minority status of gay individuals, would impact

the prevalence of, incidence of, or gay/bisexual men’s

perceptions of IPV. Meyer27,28 seminally theorized that all of

these other factors, when combined, could be understood as

minority stress. The theory of minority stress posits that the

excess stressors experienced by minority persons are both

unique to their minority statuses and additive in nature.

Minority stress theory, which now has empirical support in a

vast array of subjects, is described by Kaschak37 as creating a

‘‘double closet’’ – that is, LGBT persons who are experiencing

partner violence face discrimination borne from both

homophobia (internal and external) and from the stigma of

being a victim of partner violence.37–50

This study, therefore, has multiple objectives. First, we will

describe, for the first time in the literature, the perceptions of

gay/bisexual men regarding IPV within their communities,

both separately and in comparison to their perceptions for IPV

within heterosexual communities. Second, we will examine to

what extent both the internal and external forces of minority

stress impact gay/bisexual men’s perceptions of IPV, with a

particular focus on their understanding of the helpfulness of

contacting the police in the case of a hypothetical gay/bisexual

man experiencing IPV. A better understanding of factors that

influence these decision-making processes will enable all

parties that respond to partner violence, including law

enforcement agencies and community organizations, to

improve their policies and practices in order to reach and serve

gay/bisexual male survivors of IPV.

METHODS

Emory University’s ethics committee approved this study.

We systematically recruited sexually active MSM over the age

of 18 over 5 months in 2011 in Atlanta, Georgia, using venue-

based sampling.29 Venue-based sampling is a derivative of

time-space sampling in which sampling occurs within

prescribed blocks of time at particular venues. As a method to
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access hard-to-reach populations, venue-based recruitment is a

process by which a sampling frame of venue-time units is

created through formative research with key informants and

community members. To reach a diverse population of gay and

bisexual men in the Atlanta area, the venue sampling frame

used for this study consisted of a wide variety of over 160 gay-

themed or gay-friendly venues, including Gay Pride events, gay

sports teams events, gay fundraising events, downtown areas,

gay bars, bathhouses, an AIDS service organization, an MSM-

targeted drop-in center, gay bookstores, restaurants, and urban

parks.

Study staff briefly interviewed potential participants

outside venues, and eligible men were given information on

how to complete the study survey. Men were eligible for the

study if they reported identifying as gay/homosexual or

bisexual, being aged 18 or older, living in the Atlanta metro

area, and having had sex with a man in the previous 6 months.

Eligible men who were interested in study participation were

given a card with a unique identifier that unlocked a web-based

survey. The survey covered several domains and assessed

perceptions of 3 components of IPV among gay/bisexual men:

the severity of partner violence (‘‘How big of a problem do you

think partner violence is among gay/bisexual men?’’),
commonness of partner violence (‘‘How common do you think

partner violence is among gay/bisexual men?’’), and

helpfulness of a police response (‘‘If a gay/bisexual man were

experiencing partner violence and contacted the police, how

helpful do you think the police would be in assisting him?’’).
These 3 perceptions were also assessed for heterosexual

women. Each question was assessed using a 5-point Likert

scale, after which responses were coded into positive, neutral,

or negative – for example, in response to police helpfulness,

‘very helpful’ and ‘helpful,’ ‘neither helpful nor unhelpful,’ and

‘unhelpful’ and ‘very unhelpful.’

We quantified internalized homophobia using a subset of

20 items from the Gay Identity Scale, a validated scale that

assesses acceptance of homosexual feelings and thoughts, as

well as how open a respondent is about his homosexuality with

family, friends, and associates.30 From these data, we created an

index variable of internalized homophobia. No points were

added to the index for neutral responses to any scale item.

Positive point values were assigned to agreement with

internally homophobic sentiments, and negative points were

assigned for agreement with statements of gay pride. Thus,

increasing index score was correlated to a decreased amount of

pride and acceptance of homosexual thoughts, feelings, and

behaviors. We added 40 points to each scale to shift the range

from�40 - 40 to 0 - 80.

We assessed experiences of homophobic discrimination by

creating an index scale of reported responses to 11 possible

experiences of discrimination due to sexual orientation based

on previous studies: being made fun of as a child, experiencing

violence as a child, being made fun of as an adult, experiencing

violence as an adult, hearing as a child that gay men would

grow up alone, hearing as a child that gays are not normal,

feeling that your gayness hurt your family as a child, ever

having to pretend to be straight, experiencing job

discrimination, and having to move away from family.31

Respondents were awarded 1 point for each endorsed response,

creating a scale ranging from 0–11.

We assessed recent experience of sexual, physical, and

emotional IPV (i.e., within the past 12 months) using the short-

form Conflicts Tactics scale (R-CTS), an index of 11 different

forms of partner violence across 3 domains: emotional IPV

(being called fat or ugly, having something belonging to you

destroyed, being accused of being a lousy lover), physical IPV

(being threatened to be hit or to have something thrown at you,

having something that could hurt thrown at you, being pushed

or shoved, being punched or hit with something that could hurt,

being slammed up against a wall, being beat up, being kicked),

and sexual IPV (having threats used against you to force you to

have oral or anal sex).32–34 Participants who indicated that they

had experienced any item within an IPV category were

classified as having recently experienced that form of IPV;

forms of IPV were not mutually exclusive.

Differences in perceptions of IPV for heterosexual women

versus gay men were assessed using chi-square testing.

Specifically, a comparative analysis identified whether a

respondent held identical or disparate perceptions of each of the

3 facets of IPV. If a respondent indicated disparate perceptions,

we also recorded the directionality of this difference. Thus, a

participant who viewed IPV both among gay/bisexual men and

among heterosexual women as not a problem was coded as

having an identical response. We identified correlates of a

comparatively negative view of police helpfulness using

bivariate chi-square analyses and by creating a logistic

regression model. The model included age (18–24, 25–34, 35–

44, and .44), race/ethnicity (white non-Hispanic, African-

American/black non-Hispanic, and Latino/Hispanic or Other),

sexual orientation (gay/homosexual or bisexual), education

level (high school or less, some college or 2-year degree, or

college/university or more), employment status, and receipt of

emotional, physical, and sexual IPV in the past 12 months, with

the key covariates of interest being the indices of internalized

homophobia and homophobic discrimination.

RESULTS

Of 4,903 men approached during venue time-space

sampling, 2,936 (59.9%) agreed to be screened for the study,

71.3% of whom (n¼2,093) were eligible for study participation.

Of eligible men, 1,965 (93.9%) were interested in study

participation. A total of 1,075 men completed the survey; thus

21.9% of men approached and 51.4% of eligible men completed

the survey. Of all survey responses, 989 had complete data for

all covariates of interest and were included in the analysis. There

were no significant (a¼0.05) differences in either exposures or

outcomes based upon inclusion in analysis versus exclusion for
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incomplete data. The sample was predominately young (51%

under 35 years of age), gay-identified (11% bisexual-

identified), racially diverse (54% non-white), educated (48%

college or more), and part- or full-time employed (77%) (Table

1). Approximately one-quarter (24.3%) of the sample reported

positive HIV status, and 37.3% of the sample reported having 3

or more anal sex partners in the previous 6 months. Emotional

IPV was the most commonly reported form of IPV (24.5%),

while nearly one in 5 respondents (17.6%) reported recent

physical IPV and approximately one in 20 (4.5%) reported

recent receipt of sexual IPV.

We summarize respondents’ perceptions of IPV for both

gay/bisexual men and heterosexual women and the results of

chi-square testing in Table 2. Overall, all 3 IPV perceptions

differed significantly (p , 0.000). More respondents indicated

that IPV was very common or common among heterosexual

women than among gay/bisexual men; however, a minority of

respondents (11.4%) indicated that IPV among gay/bisexual

men was rare or very rare. Similarly, while IPV among

heterosexual people was more commonly endorsed as a big

problem or a problem compared to IPV among gay/bisexual

men (66.4% and 63.8%, respectively), few respondents viewed

IPV as not a problem or not at all a problem in either

community (5.1% and 8.0%, respectively). However, opinions

regarding the helpfulness of a hypothetical police response

ranged greatly. While more than 8 in 10 respondents (85.2%)

indicated that police would be helpful or very helpful to a

woman experiencing partner violence, only 3 in 10 respondents

(30.6%) endorsed this opinion for a gay/bisexual man

experiencing partner violence. Moreover, 39.5% of

respondents indicated that contacting the police would be

actually unhelpful or very unhelpful for a gay/bisexual man

experiencing partner violence, compared to only 4.8% of

respondents who indicated this would be the case for a

heterosexual woman who contacted the police.

When comparing perceptions of partner violence among

heterosexual women versus among gay/bisexual men, the

majority of respondents reported identical perceptions of the

commonality of IPV (82.5%) and the magnitude of the IPV

problem (84.3%) (Table 3). However, perceptions of police

helpfulness showed significant heterogeneity. Only 39.7% of

respondents reported identical perceptions of police

helpfulness when comparing gay/bisexual men and

heterosexual women. Of this majority with divergent

perceptions, 97.0% reported that contacting the police would be

less helpful for a gay/bisexual men experiencing partner

violence compared to a heterosexual woman experiencing

partner violence. Therefore, 59.1% of the sample in total

viewed the police as less helpful towards gay/bisexual men than

heterosexual women in cases of IPV.

We treated this comparatively pessimistic view of a

potential police response as the outcome in bivariate analyses

(Table 4). With the exception of HIV status, the outcome varied

significantly by all exposures, with older men (p,0.017), white

non-Hispanic men (p,0.000), employed men (p,0.000), gay/

homosexual men (p,0.000), and men with increasing levels of

education (p,0.000) more commonly holding the

comparatively negative view of police response. Perceptions of

police helpfulness did not vary significantly by recent receipt of

emotional, physical, or sexual IPV. Experiences of homophobia

had mixed effects: compared to their counterparts, men who

viewed the police as less helpful to gay/bisexual men

experiencing partner violence had significantly lower mean

scores on the internalized homophobia index (17.4 versus 20.8

respectively, p,0.000) and significantly higher scores on the

Table 1. Sample characteristics of survey participants (n¼989).

% n

Age

18–24 21.1 209

25–34 31.8 314

35–44 25.6 253

45þ 21.5 213

Race/Ethnicity

White non-Hispanic 46.8 463

Black/African-American non-Hispanic 40.1 397

Hispanic/Latino or other 13.0 129

Sexual orientation

Gay/Homosexual 89.5 885

Bisexual 10.5 104

HIV status

Negative 69.2 648

Positive 24.3 240

Unknown 6.6 65

Employment status

Employed 77.9 770

Unemployed 22.1 219

Education

High school or less 16.6 164

Some college or 2-year degree 34.5 341

College or more 48.9 484

Recent partner violence

No recent intimate partner violence 72.4 716

Recent emotional intimate partner violence 24.5 242

Recent physical intimate partner violence 17.6 174

Recent sexual intimate partner violence 4.5 44

Mean Std.

Homophobia indices

Internalized homophobia index 18.8 13.0

Homophobic discrimination index 5.7 2.7
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homophobic discrimination index (6.0 versus 5.2 respectively,

p,0.000).

The results of the logistic regression modeling are

summarized in Table 5. Black/African-American non-Hispanic

men had significantly lower odds of holding the comparatively

pessimistic view of police response compared to white non-

Hispanic men (odds ratio[OR]: 0.73, 95% confidence interval

[CI]: 0.53, 0.99). A dose-response effect was apparent in that

increasing education level was correlated to increasing odds of

reporting cynicism to police response. In other words, men who

had completed a 4-year college/university degree had odds of

perceiving that police would be more helpful to a heterosexual

female victim of IPV than to a homosexual/bisexual male

victim of IPV that were 2.5 times those of men without a high

school diploma. A similar finding was documented among men

who reported experiencing more forms of homophobic

discrimination over their lifetimes. Men with increasing scores

on the homophobic discrimination had accordingly higher odds

of harboring the negative opinion of possible police response to

a homosexual male victim of IPV (OR: 1.11, 95% CI: 1.06,

1.17). Similar to the bivariate analyses, respondents with

increasing scores on the internalized homophobia index had

significantly lower odds of having the comparatively cynical

view of police helpfulness, but this decrease was only

approximately 1–2% (OR: 0.99, 95% CI: 0.98, 1.00, p,0.033).

DISCUSSION

Several conclusions can be drawn from these novel results.

First, although it is only recently that same-sex IPV has become

the purview of researchers and public health interventionists,

Table 2. Distribution of perceptions of the commonness, severity, and helpfulness of a hypothetical police response for both gay/bisexual

men and heterosexual women.

Very common / Common Neutral Rare / Very rare Chi-square p-value

How common do you think partner violence is among. . .

. . .Gay/bisexual men 54.9% 33.7% 11.4% ,0.000

. . .Heterosexual people 66.4% 28.5% 5.1%

Big problem / problem Neutral Not a problem / not at all a problem

How big of a problem do you think partner violence is among. . .

. . .Gay/bisexual men 63.8% 28.2% 8.0% ,0.000

. . .Heterosexual people 66.4% 28.5% 5.1%

Very helpful / helpful Neither helpful nor unhelpful Unhelpful / very unhelpful

If a [. . .] were experiencing partner violence and contacted the police, how helpful would the police be in assisting him/her?

. . .Gay/bisexual man. . . 30.6% 29.8% 39.5% ,0.000

. . .Heterosexual woman. . . 85.2% 10.0% 4.8%

Table 3. Comparative perceptions of commonness of intimate partner violence (IPV), severity of IPV, and police helpfulness in response to

IPV for gay/bisexual men versus heterosexual people.

% n

How common do you think partner violence is among gay/bisexual men?

More common than respondent’s perception for heterosexual people 8.2 81

As common as respondent’s perception for heterosexual people 82.7 818

Less common than respondent’s perception for heterosexual people 9.1 90

How big of a problem do you think partner violence is among gay/bisexual men?

Bigger problem than respondent’s perception for heterosexual people 6.2 61

Same problem as respondent’s perception for heterosexual people 84.1 832

Less of a problem than respondent’s perception for heterosexual people 9.7 96

If a gay/bisexual man were experiencing partner violence and contacted the police, how helpful do you think the police would be in
assisting him?

More helpful than respondent’s perception for a heterosexual woman 1.5 15

As helpful as respondent’s perception for a heterosexual woman 39.4 390

Less helpful than respondent’s perception for a heterosexual woman 59.1 584

TOTAL 100 989
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gay and bisexual men perceive the severity of partner violence

in their community to be on par with the severity of partner

violence in the heterosexual community. This finding can be

contrasted to findings by McLaughlin and Rozee35 who found

that among lesbians, IPV was viewed as more common in

different-sex relationships than in same-sex relationships. As

all abusive male same-sex relationships involve an abusive

male partner, and the culturally dominant image of partner

abuse in heterosexual relationship portrays the male as the

exclusive perpetrator of violence, gay/bisexual men make

comparisons between male-female IPV and male-male IPV

more readily. Alternatively, emerging evidence indicates that

certain forms of IPV may be more prevalent in male same-sex

relationships versus female same-sex relationships;

respondents in this sample may have been reflecting their own

personal knowledge of IPV in their communities when making

these comparisons.36

While gay/bisexual men agree upon the commonness and

severity of partner violence, their perceptions of police

helpfulness in response to male-male partner violence are

negative overall. This result, combined with the finding that

men who reported more instances of homophobic

discrimination also viewed a hypothetical police response to a

gay/bisexual male victim of partner violence as poorer than that

for a heterosexual female victim of violence, suggest an

Table 5. Logistic regression results with odds ratios and (95%

confidence intervals [CI]). Regression outcome was reporting that

police would be less helpful towards a gay/bisexual man

experiencing IPV than towards a heterosexual woman experiencing

intimate partner violence (IPV). * Significant differences

Exposures Odds ratio (95% CI)

Age

18–24 Referent (1.0)

25–34 1.24 (0.86, 1.82)

35–44 1.26 (0.84, 1.88)

45þ 1.01 (0.66, 1.55)

Race/Ethnicity

White non-Hispanic Referent (1.0)

Black/African American non-Hispanic 0.73 (0.53, 0.99*)

Hispanic/Latino or other 0.77 (0.50, 1.17)

Sexual orientation

Gay/Homosexual Referent (1.0)

Bisexual 0.83 (0.52, 1.30)

Employment status

Employed Referent (1.0)

Unemployed 0.79 (0.57, 1.11)

Education

High school or less Referent (1.0)

Some college or 2-year degree 2.18 (1.46, 3.25)*

College or more 2.54 (1.69, 3.80)*

Recent partner violence

Recent emotional IPV 0.79 (0.54, 1.19)

Recent physical IPV 1.15 (0.72, 1.85)

Recent sexual IPV 0.77 (0.38, 1.57)

Homophobia indices

Internalized homophobia index 0.99 (0.98, 1.00)*

Homophobic discrimination index 1.11 (1.06, 1.17)*

pseudo R-squared 0.0639

Table 4. Bivariate analysis, percentages of respondents indicating

that the police would be less helpful to a gay/bisexual male victim of

intimate partner violence (IPV) than to a heterosexual female victim

of IPV and results of chi-square testing. * Significant differences.

Exposures n % p

Age

18–24 104 49.8 , 0.017*

25–34 191 60.8

35–44 161 63.6

45þ 128 60.1

Race/Ethnicity

White non-Hispanic 307 66.3 , 0.000*

Black/African American non-Hispanic 204 51.4

Hispanic/Latino or other 73 56.6

Sexual orientation

Gay/Homosexual 538 60.8 , 0.001*

Bisexual 46 44.2

HIV status

Negative 409 59.8 0.317

Positive 133 55.4

Unknown 42 64.6

Employment status

Employed 479 62.2 , 0.000*

Unemployed 105 48.0

Education

High school or less 61 37.2 , 0.000*

Some college or 2-year degree 202 59.2

College or more 321 66.3

Recent emotional IPV

No recent emotional IPV 452 60.5 0.101

Recent emotional IPV 132 54.6

Recent physical IPV

No recent physical IPV 490 60.1 0.137

Recent physical IPV 94 54.0

Recent sexual IPV

No recent sexual IPV 562 59.5 0.212

Recent sexual IPV 22 50.0

Total 585 59.1
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understanding of gay men’s perceptions of partner violence

within their community that is in line with Meyer’s theory of

minority stress.27,28 Specifically, gay men’s learned

expectations of stigma, prejudice, and rejection are likely being

fueled by both a heteronormative society that views

homosexuality as deviant and a hegemonic understanding that

women, not men, are victims of partner violence. As these

stressors are internalized by gay and bisexual men (and

compounded by the additional shame felt by victims of partner

violence for having experienced partner violence), this

homophobia fatigue serves only to further isolate IPV victims

in the ‘‘double closet’’ described by Kaschak.37

Another novel finding is that recent experience of IPV was

not correlated to a negative perception of police helpfulness in

the multivariate analysis. From the data, it is unknown whether

or not persons who recently experienced partner violence did or

did not contact the police; thus, it may be the case that persons

experiencing IPV who did contact the police received help from

them upon contact. Alternatively, if a respondent experiencing

IPV contacted the police and was unaided by them, he may

have applied this cynicism to both hypothetical situations

presented (and therefore would not have been classified as

having a disparate view). Furthermore, while 27.6% (n¼273) of

respondents were classified as having recently experienced IPV

per the R-CTS, 36.3% of these respondents (n¼99) reported

experiencing only emotional/psychological IPV. Previous

research with women has shown that, for a variety of reasons,

persons experiencing non-physical, non-sexual IPV are less

likely to contact the police than persons experiencing physical

and/or sexual partner violence.10, 14, 38 Additionally, same-sex

abusive behavior has been shown (among lesbian women) to

not be readily recognized as constituting IPV, another factor

that would impact the process of deciding to contact the

police.35

Indeed, minority stress (and in particular expectations of

stigma and rejection) can be applied to Liang et al’s39

framework for help-seeking processes among survivors of IPV.

First, the male victim of male-male IPV may delay recognizing

and defining that IPV is a problem in his relationship due to

cultural messaging that portrays the heterosexual woman as the

victim of IPV (to the exclusion of the gay/bisexual man).

Second, he may delay deciding to contact the police for

assistance due to his learned anticipation of homophobic

stigma and rejection, as such an anticipation may lead him to

view the police as less legitimate entity. This lack of

legitimacy, fueled by anticipation of homophobia, is supported

by empirical findings in the literature. Seelau et al40

demonstrated that while the victim’s sex, rather than his sexual

orientation, modifies an observer’s perception of the severity of

an episode of partner violence, IPV episodes are viewed as less

severe and less warranting of intervention when the victim of

the violence is male. Implicit in this gendered understanding of

partner violence is the idea that men (and not women) should

be able to defend themselves against an attacker.41, 42 Finally,

minority stress may impact the gay/bisexual male IPV victim’s

selection of support. Men who anticipate – and, indeed, may

have experienced – homophobic stigma and rejection from

police officers (an anticipation that is not entirely unfounded in

the wake of the Atlanta Police Department’s 2009 warrantless,

illegal raid of the Atlanta Eagle), may seek alternative sources

of support, such as friends and family, in lieu of legal

support.43

LIMITATIONS

The findings of this study are limited by its design. We

used venue-based sampling (VBS) to recruit participants, and,

while VBS has been shown to generate samples that are similar

to more classically rigorous recruitment methodologies, VBS

necessarily excludes potential study participants who do not

access venues during the sampling frame. The reported IPV

prevalence is likely underestimated; although the survey was

anonymous, respondents may have nonetheless been reluctant

to report being criminally victimized by their partners. As was

discussed previously, the survey instrument did not assess

whether or not survivors of IPV did or did not actually contact

the police for assistance, so the actual effectiveness of police

intervention in cases of male same-sex IPV (or in any cases of

IPV) is not here considered.

CONCLUSION

For all survivors of IPV, the ability to access police

assistance is imperative. The actual helpfulness of a police

response to a homosexual male victim of IPV is of secondary

concern: if he never seeks police intervention for anticipation of

futility and/or fear of rejection, whatever assistance the police

would have been able to provide him will not reach him. The

results of this study demonstrate that efforts must be made to

improve both the supply of police assistance (i.e., its quality

and effectiveness) and gay/bisexual men’s demand for this

assistance (i.e., their perceptions of its quality and

effectiveness, in order words, police legitimacy). While efforts

can be made to improve the training that police officers receive

in terms of how to respond to situations of partner violence,

police forces should attempt to increase their legitimacy by

communicating to the LGBT community that their reports of

partner violence will be taken seriously – and, internally, police

forces must ensure that policies are in place that ensure that

those reports will indeed be taken seriously. Community groups

that provide support to LGBT persons experiencing partner

violence can liaise with the domestic violence corps of their

local police forces in order to provide this sensitivity training.

As data are lacking, future research should analyze outcomes

for gay/bisexual IPV survivors who do enlist police support in

comparison to female IPV survivors who also access police

support. From a policy perspective, lawmakers should ensure

that the extra legal protections afforded to survivors of IPV,

such as protective orders, are available to persons experiencing
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IPV, regardless of gender or sexual orientation. A way to

achieve this end is to extend legal recognition of same-sex

partnerships – the right to marriage – to all same-sex couples

who desire it. Emergent evidence already indicates that legal

recognition of same-sex partnerships via marriage is correlated

with decreased mental distress, including decreased

internalized homophobia.44, 45 Extending the legal recognition

of marriage to same-sex couples may have the added benefit of

having law enforcement officials increasingly appreciate the

legitimacy of same-sex partnerships (and therefore the

legitimacy of any possible violence that may occur during those

partnerships), and will ensure that law enforcement is able to

protect all IPV survivors equally under the law. As the response

to same-sex IPV emerges in courthouses, police stations,

hospitals, clinics, and community centers, the homophobia

fatigue documented here among gay and bisexual men must be

considered by practitioners not only as a potential barrier to

success, but also as an opportunity for dialogue, modified

efforts, and collaboration.
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Introduction: Students aged 16–24 years are at greatest risk for interpersonal violence and the

resulting short and long-term health consequences. Electronic survey methodology is well suited for

research related to interpersonal violence. Yet methodological questions remain about best practices

in using electronic surveys. While researchers often indicate that potential participants receive multiple

emails as reminders to complete the survey, little mention is made of the sender of the recruitment

email. The purpose of this analysis is to describe the response rates from three violence-focused

research studies when the recruitment emails are sent from a campus office, researcher or survey

sampling firm.

Methods: Three violence-focused studies were conducted about interpersonal violence among

college students in the United States. Seven universities and a survey sampling firm were used to

recruit potential participants to complete an electronic survey. The sender of the recruitment emails

varied within and across the each of the studies depending on institutional review boards and university

protocols.

Results: An overall response rate of 30%was noted for the 3 studies. Universities in which researcher-

initiated recruitment emails were used had higher response rates compared to universities where

campus officials sent the recruitment emails. Researchers found lower response rates to electronic

surveys at Historically Black Colleges or Universities and that other methods were needed to improve

response rates.

Conclusion: The sender of recruitment emails for electronic surveys may be an important factor in

response rates for violence-focused research. For researchers identification of best practices for

survey methodology is needed to promote accurate disclosure and increase response rates. [West J

Emerg Med. 2013;14(4):363–369.]

INTRODUCTION

Electronic surveys are a widely used method of collecting

data from large samples in an efficient and timely manner. They

are advantageous in younger, more technology-savvy

populations, and for collecting data on sensitive topics in a

confidential manner.1,2 Research on topics related to

interpersonal violence may be facilitated through the use of

electronic surveys and the confidentiality and often anonymity

they offer to victims and perpetrators. Much of the existing

research compares electronic surveys to telephone or face-to-

face surveys, reports response rates, and compares responders

to non-responders. Yet methodological questions remain

regarding other factors (i.e. the sender and subject line of the

email communication) that may influence recruitment and

response rates.

Limited research explores methodological questions

associated with sample recruitment in electronic surveys. In

using electronic surveys, researchers must identify the best
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ways to get potential participants to the survey website and

complete the survey. Common strategies include notification

via email or postal mail,3–5 publicity campaigns,6 and use of a

third-party sampling company7 with much data on timing of

contacts.8 As public directories are not available for email

addresses, access to email addresses and listservs presents

challenges to researchers. Furthermore, based on the sender

and subject line, potential participants will make a choice about

whether or not to open the email and then in turn respond to the

survey. A key consideration involves the sender of the email,

which could be a university office, the researcher, or a survey

sampling firm. The purpose of this research was to describe the

response rates for violence-focused studies using survey

methodology. The primary aim was to examine differences in

response rates when the electronic survey comes from a campus

office, a researcher, or a survey sampling firm. A secondary

aim was to explore response rates for electronic and paper

survey administration at predominantly minority institutions.

BACKGROUND

Electronic surveys use computers and web-based

technology for subjects to participate in research. Electronic

surveys have become an increasingly popular method of

research as evidenced by the growing literature focused on

electronic survey methods. Both on-line capability and

equipment available to participants have continued to rise and

allow for greater access to electronic surveys.9 Electronic

surveys have been used by researchers in a variety of fields,

including health, policy research, and education. In particular,

electronic survey methods have been well suited for studying

sensitive behaviors,10,11 including interpersonal violence,3–5

especially among college students.

Benefits and Challenges of Electronic Surveys

Benefits to electronic surveys have been documented and

include lower financial resources, shorter response time,

researcher control of sample, and efficiency in data entry.9,12,13

Despite these benefits, internet access and response rates issues

are documented challenges of electronic surveys.14,15

Comparisons reveal that the response rates to electronic surveys

can be 11–20% less than those of other survey methods.16,17 In

contrast, response rates do not vary significantly between

electronic and mail surveys in most college student samples.17

College students are an ideal population for electronic

surveys as they are a homogenous group that can be targeted

within a known population, allowing for comparison of

respondents and the target population on key demographic

variables.7 Previous research using electronic surveys on

alcohol use and violence with college students suggests that an

acceptable return rate for electronic surveys of 30–35%, with

studies reporting response rates between 2% and 35%.3,6,8,18,19

Factors related to how participants were contacted and recruited

could account for the differences in response rate. While

researchers often indicate that participants received multiple

reminders to complete the survey, little mention is made of who

initiates the contact with potential participants.

College students are affected by the higher rates of

interpersonal violence seen among adolescents.20–22

Interpersonal violence is often unreported to campus officials

and associated with health, social, academic, and lifestyle

consequences, which makes the issue a priority area for

research investigation.23 Several studies on violence have used

electronic surveys. In studies on stalking, key differences are

seen in response rates. Reyns et al3 report that after receiving an

email sent from the university registrar’s office, 13.1% of

potential participants completed the survey, while Buhi et al19

report a 35% response rate with no mention of the sender of the

recruitment email. Amar et al4 describe an email sent by the

teacher’s assistant with no mention of response rate. Finally, in

a study on dating violence, Harned5 contacted students using a

mailed invitation to participate in an electronic survey and got a

response rate of 38%.5 In examining this group of studies, the

lowest response rate was found when the communication was

from someone outside of the study and in a central university

role. For scientists focused on violence research, identification

of best practices for survey recruitment is needed to increase

response rates and improve the quality of the data.

Recruitment Strategies

Methods of contacting potential participants in the

research literature include mail recruitment and use of a survey

sampling firm. Mail recruitment includes postal mail and

email, with a substantial body of research documenting

effective practices for postal mail recruitment strategies.8 Less

research has examined email recruitment, which is often a

mass email sent by either a campus office or the researcher.

Email methods of recruitment provide a mechanism to contact

eligible participants directly to invite them to participate in the

research. The findings on electronic survey response rates vary

in the existing violence literature with college students and

suggest that the sender of the recruitment may be an important

factor.3–5,19

A survey sampling firm can also be used to recruit

participants. These companies maintain lists of email addresses

of individuals who agree to receive survey invitations. Ramo et

al7 reported a firm’s list as an effective way to target eligible

participants.7 An advantage is the ability to obtain lists of

participants who clearly meet the sample inclusion criteria and

who have agreed to complete surveys sent by the firm. Because

recipients have theoretically agreed to receive email

solicitations from the company, they should be more likely to

open the email compared to individuals receiving emails from

other databases. Disadvantages include that often the company

is paid a fee to distribute the link, for each completed survey or

the individuals are paid for completing responses, which can

influence the quality of the responses and the costs of the

research.7 There is also the potential for subject burnout if they

receive too frequent survey requests. Surveys sponsored by

Electronic Surveys in Violence Research Sutherland et al
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academic and governmental agencies have higher response

rates than those sponsored by commercial agencies.16

Electronic Surveys and Historically Black Colleges or

Universities

Although college students are more likely to respond to

electronic surveys compared to the general public, with

younger, higher educated, and technologically-aware students

having the best response rates,1 these findings are not

consistent for all college students. Students who are African

American or Hispanic are less likely to respond than those who

are white or Asian Americans. Krebs et al24,25 conducted 2

large-scale web-based studies on sexual violence involving four

Historically Black Colleges or Universities (HBCUs). Their

response rates at HBCUs ranged from 15–32% with an average

rate of 25%.24 However, in a similar study conducted at 2 large

public majority universities the response rate was 42%.25 While

neither study discusses the methods used to recruit participants,

nor who made the contact with potential participants, the results

suggest racial differences exist in electronic survey

participation. It is important to examine these differences to

determine best practices for recruitment of diverse participants

in electronic survey research.

Electronic surveys are an important methodology for

collecting data on sensitive topics, such as violence

victimization and perpetration. Particularly for young, white,

educated, technologically aware students, electronic surveys

may be the best methodology to ensure an adequate sample for

analysis and representation. While evidence is growing on best

practices, methodological questions remain. The literature is

lacking on best practices for sending email communication to

potential subjects regarding research participation. This

research attempts to address the gap in the literature by

describing response rates of 3 violence-focused studies in

which the sender of the recruitment email varied.

Purpose

The purpose of this analysis is to describe the response

rates from 3 violence-focused research studies when

recruitment emails are sent from the researcher, a campus

office, or a survey sampling firm. A secondary aim was to

explore differences in electronic and paper survey

administration at predominantly minority institutions.

METHODS

Study 1: Fall 2009. Study 1 used a survey to conduct a study

examining female college students’ attitudes and beliefs

associated with reporting of interpersonal violence. Data

collection occurred at 5 university settings (Table 1). University

1 is a large private, university in the northeast with just under

10,000 undergraduates, of which 24% are minority. University

2 is a private historically black university in the south with

3,000 undergraduate students. Eighty percent of the students

are Black/African American students at University 2.

University 3 is a medium-sized private college located in the

Midwestern with an undergraduate enrollment of about 4,000

students, of which 27% are students of color. University 4 and 5

are located in the south. University 4 is a small, private secular

historically black university, and University 5 is a public

university with 5,000 undergraduate students and 19%

diversity.

Initially, both recruitment and data collection were to be

electronic at all 5 universities and all potential participants were

contacted by email for study recruitment. Participants at

Universities 1 and 3 received an email from the researcher’s

email address. At Universities 2, 4, and 5, a campus office sent

the emails to the participants. Each participant received an

email introducing the study, one containing the link to the

electronic survey, and 2 additional reminders to complete the

survey/thank you for participating emails.8 To increase

participation, respondents had the opportunity to enter a lottery

to receive gift cards after completing the survey. Qualtrics, a

secure web site, was the web-based program used. After limited

success at the 2 HBCUs, Universities 2 and 4, and discussions

with campus administrators, the recruitment strategy was

adapted. Trained research assistants approached potential

participants in campus venues at University 2 and 4 to complete

pencil and paper surveys.

Study 2: Fall 2010. Study 2 was designed to use a self-

administered survey to conduct a study examining perpetration

and victimization among male and female college students.

Data for Study 2 was collected from 3 different universities

(Table 1). University 1 and University 6 are both located in the

northeast; University 1 a private university, with almost 10,000

undergraduate (14.600 with both undergraduate and graduate)

students and University 6 a public university with 11,000

undergraduate students and 3,000 graduate students, 38% of

whom are minority. University 7, located in the southeast is a

public historically black university with 5,000 undergraduate

students. As was noted in Study 1, institutional constraints were

in a factor in Study 2 as well. Trained research assistants

approached potential participants at University 7. The dean of

students at University 1 provided researchers with a

representative random sample of students’ email addresses and

emails were sent to potential participants by the researcher. At

University 6, the Office of Student Affairs sent emails to a

random sample of potential participants. The emails sent from

both University 1 and 6 included a description of the study and

a URL link to the electronic survey where participants could

complete and submit the survey. Following principles outlined

by Dillman8, participants were to receive an introductory email

and reminders as described in Study 1.

Study 3: Fall 2012. Study 3 was designed to use an electronic

survey method to describe violent and coercive sexual

behaviors among a national sample of college men and women.

In order to obtain a national sample of college students, a
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national marketing firm that targets youth for both marketing

and research purposes was selected. We selected a firm that

reported a national database of over a million youth and could

provide gender and racial/ethnic diversity to the sample. The

firm we contracted with was the same firm used in the Sexual

Victimization of College Women study. 20 The firm was paid to

provide email notification regarding the research study to 4,500

college students. The researchers paid a fee to the firm to send

the emails (spam free), and additional fees were paid to ensure

adequate representations of gender, race/ethnicity, and age. As

in our other studies, the firm sent 4 separate emails. The only

difference in methods was that the emails came from the survey

sampling firm. The first email notified participants about the

upcoming email survey and the other emails were reminders to

complete the survey. A link to the survey was included in 3 of

the emails. No fees were charged for each completed survey nor

were participants paid for their responses. For consistency

purposes, the same email subject line (Subject) was used in all

three studies.

Measures

All three studies measured victimization, perpetration, or

both victimization and perpetration of interpersonal violence

using reliable and valid instruments. Study 1 used measures of

Theory of Planned Behavior,26,27 the Partner Abuse Scale,28,29

and the Abuse Assessment Screen.30 Items related to stalking

were also measured in Study 1. Study 2 and Study 3 used the

Sexual Experiences Survey (SES) Victimization and

Perpetration Version31,32 to measure sexual perpetration and/or

victimization. Past victimization was measured by the Sexual

and Physical Abuse History Questionnaire.33 As in other

violence research, sexual victimization/perpetration items were

placed at the end of a broader survey focused on general health

and relationships. Participants were also asked about

demographic information, alcohol behaviors, disordered

eating, and history of victimization. For all 3 of the studies, the

surveys were pre-tested with 10–15 diverse undergraduate

students, checking for flow of the survey and time for

completion. For all 3 of the studies discussed in this paper,

completion time of the survey was approximately 30–40

minutes.

Human Subjects Protection

The institutional review boards at the participating

universities approved each study. Due to the topic of the

studies, researchers and the institutional review boards ensured

that efforts for recruitment were appropriate. The consent

informed participants that they could decline to answer any

question or stop the survey at any time. The online survey had

an ‘‘Exit Survey’’ button on each page of the survey. Each

participant received information about the risks and benefits,

purpose of the study, and confidentiality. A list of resources

(national and local) related to violence and trauma was provided

to all participants. Per the institutional review boards’ request, if

participants exited the online survey before completing, the list

of resources was provided. For the study 3 only, national

resources were provided but students were also encouraged to

contact college health or student services are their specific

university/college.

RESULTS

For study 1, 11,640 students were contacted, resulting in

3,565 completed surveys (Tables 2 and 3). The overall response

rate for Study 1 was 30.6%. In examining the individual

universities, 4,000 students at University 1 were sent a

recruitment email from the researcher and the study had a

response rate of 42%. University 2 and 4 (HBCUs) used both

electronic and pen/paper methods and response rates of 22%

and 10%, respectively. Study 2 involved 3 universities with

7,000 students contacted for participation. Of the 7,000

students contacted, 1,970 completed a survey (response rate

28%). At University 1, potential participants (n¼ 2,500) were

contacted by the researcher and 1,100 students completed a

survey (response rate of 44%). In contrast, at University 6

potential participants (n¼ 2,500) were contacted through an

email sent by a campus office, and resulted in 439 completed

surveys (17%). Finally University 7, HBCUs used only pencil

and paper surveys, which had a response rate of 21%. For Study

3, a survey-sampling firm was used for recruitment. The firm

sent emails to 4,500 college aged students inviting them to

participate in a survey. Of the 4,500 students contacted, 85

‘‘opened’’ the email with 1 (, 0.01) student completing the

survey.

Secondary Aim

In Study 1, electronic recruitment was attempted at

Universities, 2 and 4, both HBCUs. The initial emails at both

universities were sent from the Dean of Students Office email

address. At University 2, email recruitment yielded 79 surveys

(4%) as compared to pen and paper recruitment of 358 surveys

(18%). At University 4, email recruitment yielded 6 surveys (,

1%) as compared to 10% using pen and paper surveys (n¼80).

Table 1. Universities by characteristics.

University

Number of

undergraduate

students Type Location

%

Minority

University 1 10,000 Private Northeast 24

University 2 3000 Private HBUC South 80

University 3 4000 Private Midwest 27

University 4 400 Private HBUC South 98

University 5 5000 Public South 19

University 6 11,000 Public Northeast 38

University 7 5000 Public HBUC Southeast 97

HBUC, Historically Black University or College

Electronic Surveys in Violence Research Sutherland et al
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Email recruitment consisted of 4 emails over a 2-week period.

After discussions with Student Affairs at both campuses, the

decision was made to collect pen and paper surveys. In the

recruitment process, trained research assistants advised

participants to complete only one survey.

In Study 2, in the early meetings, personnel at University 7

advised the research team that electronic surveys were not

successful in recruitment for previous studies. Based on the

team’s experience, the decision was made to only collect data

using pen and paper surveys.

DISCUSSION

The findings of this analysis suggest that the sender of the

recruitment email for electronic surveys (i.e. the survey

invitation) may have a role in response rates. It could influence

the recipient’s decision to open the email invitation, as well as

their decision to respond by completing the survey. Our

findings suggest that the researcher-initiated recruitment email

is a more successful method of recruiting participants than a

recruitment email sent by campus officials (Table 3). The

higher rate for researcher-initiated recruitment emails is

consistent with the limited research available in this area.19 In

our analysis, recruitment emails sent by a campus office had

lower response rates. This is consistent with previous research.3

However, most research studies using electronic surveys

provide no mention of the sender of the emails.

Several factors could account for the differences in

response rates. Email is a fast-growing form of communication

meaning that people receive large numbers of messages daily.

Decisions are made based on priority assigned to an email.

Often for college students, campus offices such as Deans of

Students and Academic Divisions send out multiple emails on a

wide range of topics that may or may not pertain to most

students. This could suggest that students could become less

sensitive and may not open all emails received from these

individuals or offices. For students who do open these emails,

the perceived threat to confidentiality could be a factor. The text

of the message was from the researcher but the return address

was from an administrative office. Having a campus official

associated with the study could produce concern about the

potential sharing of findings, despite information to the

contrary in the email describing the study.

On the other hand, an email from an unknown or

unrecognized sender may pique the curiosity of the recipient to

open it. An email sent from an individual on the same campus

may also bring a sense of closeness and not feel like an email

sent by an outsider. Further, the name of the individual may be

recognizable to students and could also prompt students to open

the email and respond to the survey. The threats to

confidentiality may not be associated with an email from, or

study participation with a researcher on the campus. For

individuals at another university, receiving an email from

Table 2. Response rate of universities.

Total number of

students contacted

Total number of

surveys completed

Response

rate

Recruitment email

(Researcher vs. campus

office vs. outside agency)

Study 1

University 1 4000 1713 42% Researcher

University 2a 2000 437 22% *

University 3 2840 1040 37% Researcher

University 4a 800 86 10% *

University 5 2000 289 14% Campus office

Study 2

University 1 2500 1100 44% Researcher

University 6 2500 439 17% Campus office

University 7a 2000 431 21% *

Study 3 4500b 1c 0.02% Outside agencyb

* due to institutional constraints pencil and paper surveys were done
a Historically Black University or College (HBUC)
b Researchers used a national marketing email list. The list of e-mail addresses was considered to be spam free.
c Marketing firm reported that 85 emails were ‘‘opened’’; only 1 electronic survey completed

Table 3. Comparison of email sender and response rates.

Response rates

Email sender % Mean (SD)

Researcher 37, 42, 44 41 (3.6)

Non-researcher

Institutional 14, 17 15.5 (2.1)

Outside agency 0.02 NA
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someone at another university with a name@university.edu

address may also pique the potential participant’s curiosity;

making it more likely they will open the email and then

participate in the research. The university email address may

connote a level of importance to the request.

Paper surveys at HBCUs had the next highest response

rates. This is consistent with findings from a meta-analysis

concluding that paper surveys were superior to email surveys.17

Paper surveys are typically distributed as correspondence from

the researcher. For example, the return address of the researcher

is on the envelopes or the survey responses are collected in

person from a member of the research team. This would not

produce confusion about who would receive the data.

Finally, the lowest rates were seen from the use of a survey-

sampling firm. While only one attempt was made at using the

sampling firm, the results were abysmal. This is not consistent

with other research using sampling firms for recruitment.

Ramo et al7, in their study comparing 3 recruitment methods,

reported that the survey sampling firm had the highest

recruitment compared to the other 2 methods (internet

advertisement and Craigslist). However, these researchers did

not provide the total number of potential participants contacted

by the firm or a response rate. Furthermore, Ramo et al7 also

paid a fee for each completed survey, which does create

additional costs. Similar to Study 3, the sender of the email

invitation was a survey-sampling firm, which recruits and

maintains a list of potential survey respondents. Presumably

because potential survey respondents have agreed to be

contacted by researchers or marketers, individuals should open

emails sent through the firm and complete the survey. This was

not the situation in our research, where few participants opened

the email invitation and even fewer completed the survey.

Possible explanations include that individuals may develop

burn out with the survey-sampling firm and the receipt of

emails. It is also possible that these mass emails are caught in

the spam filters of recipients, although the firm used in Study 3

ensured spam-free email addresses. As only one attempt was

made, further research is needed on this method of sample

recruitment.

The findings also suggest that pen and paper surveys are a

more effective way to complete research at HBCUs rather than

with electronic surveys. Our findings were similar to the work

of Krebs et al24,25 where more robust response rates were

associated with pen and paper survey administration than with

electronic surveys. A systematic review of factors affecting

response rates to web-based surveys found that African

Americans were less likely to participate.1 Reports from the

campus administrators at the 3 campuses used in this study

reported that the low turnout was because the campus internet

servers were not strong and prone to disruptions. Further, while

many college-aged individuals have internet access on their

phones or other devices, these devices may not remove this

barrier. Survey completion on these devices can be more

difficult due to the small screen size and differences in browser

capabilities on these devices vs. computers. However, African

Americans in general have lower participation rates in health

research than other racial/ethnic groups, and greater effort must

be made to identify a number of options, which improve

minority participation in research.34 More research is needed to

elucidate factors that enable higher response rates from African

American participants.

LIMITATIONS

The findings present a beginning description of differences

in response rates to electronic surveys based on who contacts

the subjects for study recruitment. The findings are limited by

the use of 3 studies at 7 universities from one research team.

Due to the smaller number of universities, we were unable to

determine the statistical significance of the different response

rates. An examination of the methods and response rates shows

higher rates with researcher-sent emails and lower rates with

institution-sent emails. However, with only 7 observations, we

did not have adequate power to conduct any meaningful

statistical analysis. The survey sampling firm had the lowest

rates. However, with only one observation, we are unable to

draw conclusions. The findings do suggest that differences

existed depending on how individuals were contacted; however,

more research is needed to fully understand the relationship of

sender to response rates in electronic surveys. One consistent

factor was that the same subject line was used in all 3 studies.

Different campus factors could have influenced the response

rates. For example, while the public campuses we used all

wanted to send the emails to the participants, the two private

HBCUs also wanted to send the emails. One public university

was in the Northeast and the other was in the Southern U.S.

Future research could explore institution-specific variations in

response rates to electronic surveys. Given the limited research

on this important topic; however, these findings offer some

insight into mechanisms for improving response rates to

electronic surveys and a rationale for considering paper and

pencil surveys in some cases. Research with students can

uncover factors that prompt them to participate in research and

to open emails regarding research.

CONCLUSION

In conclusion, this analysis represents a preliminary step

toward understanding the importance of the email sender in

electronic survey response rates. Our analysis found that

recruitment emails sent by researchers had better response rates

as compared to recruitment emails sent from campus officials.

Future research is needed to understand the influence of the

sender of recruitment emails in electronic surveys. College

students are at highest risk for interpersonal violence and the

need for quality data is critical. For scientists focused on

violence research in this population, identification of best

practices for survey methodology will promote accurate

disclosure, increase response rates, and ensure data quality.
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Introduction: Youth from low-income, urban backgrounds face significant challenges to maintaining 
a positive developmental trajectory. Dangerous neighborhoods and stressed relationships are 
common in these settings and threaten adaptation by weakening the natural assets that undergird 
resilience. African American girls in these contexts face specific, multiple risks, including gender 
stereotyping, violence, and sexual exploitation. The commercial sexual exploitation of children 
(CSEC) is a multibillion-dollar industry victimizing over 1 million children around the globe.1 The 
typical victim in 1 city in the southeastern United States is an African American girl 12-14 years old. 
There has been little research investigating the characteristics of girls placed at risk for CSEC and 
even less research on the personal perspectives of these girls. 

Methods: Over 3 school terms we provided preventive intervention groups for 36 African American 
middle school girls who were placed at risk because they lived in neighborhoods with high rates of 
interpersonal violence and CSEC. Two group leaders and a process recorder took detailed notes 
on each group session. Our focus on group conversations over a period of weeks increased the 
probability of recording spontaneous, open comments by the children and is a promising method 
with this population. The data were analyzed qualitatively and resulted in an account of the girls’ 
own views of the environmental challenges and personal experiences that may influence their 
development. 

Results: The girls’ language during the group sessions contained 4 themes: difficulty forming 
trusting relationships, frequent peer aggression, familiarity with adult prostitution, and sexuality as a 
commodity.

Conclusion: Our research shows how girls placed at risk for CSEC view their own lives. These children 
described violence and sexual exploitation and cited limited supports to protect them from these risks. 
Understanding the perspectives of these girls should generate future research and intervention strategies 
to support their coping and resilience. [West J Emerg Med. 2013;14(4):370–376.]

INTRODUCTION 
Youth from low-income, urban backgrounds face significant 
challenges to maintaining a positive developmental trajectory. 
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Dangerous neighborhoods and stressed relationships in 
these settings threaten adaptation by weakening the natural 
assets that undergird resilience. African American girls in 
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these contexts face the specific, inter-correlated risks of 
sexualization, ethnic stereotyping, and violence. The project 
described here used a unique approach to data collection by 
recording discussions held by low-income African American 
middle school girls participating in preventive intervention 
groups to enhance wellbeing. The purpose of the research was 
to learn how the girls themselves view risks and their assets to 
deal with them. Taking a narrative psychology approach, we 
argue that an individual’s psychosocial functioning is related 
to, and perhaps the result of, a life narrative, that is, his or her 
personal construal of lived experience.2

A Focus on Low-Income African American Girls
The sexualization of girls in American culture is a 

significant threat to healthy development. Sexualization 
refers to the inappropriate imposition of sexuality on a person 
and/or valuing a person only as an object of sexual desire.3 
A task force of the American Psychological Association3 
reports on the ubiquitous messages sexualizing girls that are 
reinforced by others, including parents and teachers. With 
repeated exposure over development, many girls internalize 
these attitudes.3-6 The results can include shame, anxiety, body 
dissatisfaction, low self-esteem, depression, and sexualized 
expectations of the future.3 Further, African American girls 
are stereotyped as “hypersexual” and in low-income urban 
environments they are more likely to experience abuse, early 
sexual activity, and early pregnancy. 7-14

Miller15 reports that African American girls in low-income 
neighborhoods are overlooked as victims of violent crime and 
often experience gendered aggression during routine events. 
These episodes range from harassment to assaults and are 
perpetrated by male neighbors. African American girls who 
have been exposed to violence are more likely than boys to 
report anxiety and depression.16 

One of the gravest manifestations of sexualization and 
interpersonal violence is the commercial sexual exploitation of 
children (CSEC), a multibillion-dollar industry that victimizes 
over 1 million children around the globe.1 CSEC includes 
practices by which a person, usually an adult, achieves sexual 
gratification, financial gain or advancement through the abuse 
or exploitation of a child, forcing children into activities 
such as prostitution, pornography, nude dancing, stripping, 
sex tourism, and trafficking for sexual purposes.17,18 Personal 
predictors of CSEC victimization include poverty, unstable 
housing, hostile family environments, runaway/truant/dropout 
status, emotional/behavioral problems, sexual abuse, and early 
sexual behavior.19,20 The typical victim in 1 southeastern city is 
an African American girl 12 to 14 years old.21

Despite the serious problems associated with CSEC, 
there has been very little research addressing this topic. 
While the environments that place children at risk have been 
described, little is known about the characteristics, coping, 
and resilience of children living in those environments. 
Prevention of sexual exploitation must begin with research 

on the early identification of children who are vulnerable and 
on the resources available to them.22 There are barriers to 
conducting such research. For example, it has been suggested 
that at-risk girls in impoverished circumstances have difficulty 
establishing trusting relationships.23 Thus, research using 
traditional interview strategies with this population may 
have serious limitations. Ongoing preventive intervention 
groups have the potential to establish trust. Research based 
on girls’ discussions in such safe settings may provide a more 
accurate view of their perceptions and contribute knowledge 
to prevention science in general and the prevention of CSEC 
in particular.

Rationale for Study
The goal of this research is to construct a systematic 

description of the students we served in a preventive 
intervention, African American urban middle school girls at risk 
of CSEC and interpersonal violence. Our goal was to enhance 
the scholarly literature regarding these students by listening to 
their narratives about personal strengths and weaknesses and 
about the challenges and supports in their environments. 

METHODS  
Context

Since 2007 our team has worked with a southeastern 
city’s urban schools affected by CSEC with approval by a 
local institutional review board. We assessed the specific 
needs of African American girls in middle school and 
designed and delivered an original prevention program 
to promote their healthy psychological development and 
reduce their risk for victimization. Using the Socioeconomic 
Mapping and Resource Topography (SMART) system (http://
smart.gismapping.info), we confirmed that the school sites for 
the project, described below as Schools 1 and 2, are located 
in high-risk neighborhoods. Combining 3 weighted census 
tract measures—the percent of persons living below the 
federal poverty line, the percent of persons receiving public 
assistance, and the percent of families with minor children 
that are female headed—the Community Disadvantage Index 
(CDI) is more reliable than any single indicator and normed 
to reflect the distribution of community disadvantage across 
census tracts in the United States. According to the SMART 
system, both of our intervention sites have a CDI score of 
10, indicating the greatest disadvantage. Furthermore, Priebe 
and Suhr36 identified these locations as having adult and 
juvenile prostitution arrests at especially high rates. Thus, 
young adolescent girls in these schools are placed at risk by 
cultural objectification, community disadvantage, community 
violence, and CSEC–related arrests in their neighborhood. 

To begin with, we visited these neighborhoods and talked 
with administrators, teachers, and afterschool staff about life 
in the local schools. We also researched culturally specific 
curricula for African American girls. Greater adherence to 
Afrocentric values is predictive of higher self-esteem and 
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perceived social support, and higher ethnic identity has been 
shown to have a direct relationship with higher sexual refusal 
efficacy in African American girls. 24,25 Although this review 
was informative, there are very few evidence-based prevention 
programs for African American girls, even fewer that focus 
on building strengths in resistance to the prevailing culture, 
and none that are specific to CSEC. 26 Therefore, we created a 
curriculum responsive to the community’s needs. By including 
content to enhance physical and emotional safety, both in and 
out of school, we addressed community threats while working 
to promote the social-emotional development of girls. Our 
curriculum included sessions on trust, relationships, decision-
making, and coping with negative stereotypes and emotions. 
We did not directly address sexualization, but, as discussed 
below, participants raised the issue.

Participants
The present study focuses on middle school girls who 

participated in our prevention curriculum during 3 school 
terms (Spring, Summer, and Fall of 2009). The setting for 
Spring 2009 was Middle School #1, a public school in an 
urban district. The setting for Summer 2009 and Fall 2009 was 
Middle School #2, another school in the same district. Both 
schools were located in high-risk neighborhoods, as described 
above. In both schools, 92% of the students were considered 
economically disadvantaged and 94% of the students were 
African American. The participants in our curriculum sessions 
each term were sixth, seventh and eighth grade African 
American girls (age in years M=11.04, SD =1.21) enrolled 
in a voluntary afterschool program at their school. The 
intervention sessions took place as part of the afterschool 
programming. Over the 3 terms, there were 36 participants (10 
girls meeting as 1 group during Spring 2009, 14 girls meeting 
as 2 groups in Summer 2009, and 12 girls meeting as 1 group 
in Fall 2009). Sessions met for 1.5-2 hours on a weekly basis 
for 8 weeks. 

Procedures and Instrumentation
Two graduate students facilitated each group and recorded 

their observations after the sessions using field notes. Two 
other graduate students served as process recorders (one 
recorder per group) and wrote their observations of the 
interactions, discussions and the curriculum throughout each 
session. These graduate students were either in training to 
become, or already were, certified school psychologists. Their 
training included advanced study in providing mental health 
services in schools, as well as qualitative and quantitative 
research methods. The written descriptions of each session 
(8 sessions per group X 4 groups = 32 sessions) consisted 
of transcribed spontaneous participant comments and 
observations of participant behaviors. We reviewed these notes 
weekly to make the intervention continuously responsive to 
the girls’ interests and needs. At the same time these notes 
were research data, and we were mindful of the contrast and 

synergy of the 2 purposes. The topics of the sessions and 
our interest in coping with risks affected the content of the 
discussions and thus the data collected. 

Data Analysis
The research team (2 university faculty members and 

the 4 students described above) met on a weekly basis while 
running the groups to process the collected data, implementing 
both open coding and selective coding using the constant 
comparative method.27,28 Open coding resulted in 8 codes with 
high inter-rater agreement (92% when creating codes and 96% 
when checking for coder drift). This report is focused on the 
subsequent analyses conducted using selective coding and 
pattern analysis procedures to examine the relationships among 
the codes.27,28  Selective coding was accomplished by having 
the team read through transcripts to seek integrating themes and 
by using the constant comparison method to identify a set of 
themes that occurred repeatedly throughout the transcripts. The 
entire research team provided feedback and reached consensus 
on the themes.29,30 Then the themes were applied to each 
transcript by 3 research assistants who reached 100% consensus 
about these coding decisions.29,30 This resulted in 4 integrative 
themes that are presented in the results section.

RESULTS
We identified 4 risk-related themes in the group 

discussions: (1) difficulty forming trusting relationships, (2) 
physical aggression in peer relationships, (3) familiarity with 
adult prostitution, and (4) girls’ sexuality as a commodity.  

Difficulty Forming Trusting Relationships 
We defined trust as the ability to rely on others to maintain 

confidentiality and alliances. The girls participating in this 
research described difficulty establishing trusting relationships 
with peers, teachers, and other adults in the community. For 
instance, at the beginning of the group process, the girls 
developed their own group rules. One participant indicated 
concern with the group rule that the girls trust the other group 
members; this student indicated that this was the most difficult 
rule to follow. Another girl could not name a single person 
she trusted. Further, some of the group members indicated 
that they could not trust the police. One girl related her 
experience in which a police officer failed to stop a man from 
masturbating in front of her. Some of the following illustrative 
quotes resulted when the girls were asked directly whom they 
trust: “Nobody.” “I don’t know.” “I don’t trust nobody because 
people is fake.” “We ain’t no family.” “I don’t have friends; 
I have associates.”  “… I don’t trust nobody.” One girl said: 
“You can’t trust all your Church members.”

The participants’ discussion about trust had particular 
implications for their relationships with other girls. 
Interestingly, the mistrust of other girls was often discussed 
with respect to their boyfriends. “Friends keep your secrets 
to themselves…they don’t try to sneak and talk to a guy you 
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like.” [Friends] “don’t tell secrets, lie, talk behind your back, 
fake.” “Your friend will not go behind your back and talk to 
your boyfriend.” “Friends don’t instigate or try to sabotage 
your relationship with another person.” 

 Girls also mentioned difficulty with adults. This was 
especially clear during a discussion about fathers. “My daddy 
broke a promise to me.” “ My daddy broke a promise to me. 
He say he gone give us money, then he say he gone be down 
here and he doesn’t come.” “Daddies are never there…My 
daddy’s … in jail. He said he was going to send me some 
money and he didn’t.” 
       Despite concerns about trust, the facilitators reported that 
over time some students formed positive relationships with 
them. Also, some girls stated that the trust-building exercises 
in the curriculum were a favorite. For example, one girl said: 
“I liked when we had to be in the circle and trust each other.” 
Another stated: “I would want to do more and different trust 
building games.” 

Physical Aggression in Peer Relationships
We defined physical aggression as hostile behavior, or 

threats of hostile behavior, intended to cause physical harm. 
Physical aggression could be witnessed by, initiated by, or 
directed against the girls. This theme reflected the participants’ 
perception that physical aggression was a common and 
significant feature of peer interaction. For example, one girl 
claimed to protect herself from peers at school by carrying 
a razor blade under her tongue. Students’ statements about 
aggression were supported by facilitator and process recorder 
observations of the girls and their environment. Some girls 
laughed at other girls in the sessions. Although they were 
reminded of the rules of group behavior, some occasionally 
struck each other. On one occasion during the afterschool 
hours, facilitators observed a boy openly carrying a gun on the 
school grounds. 

The following statements by the participants illustrate this 
theme. “You have to fight to get respect.” “If you are going 
to roll your eyes at someone, you should be ready to fight.” 
“If you talk about somebody behind their back you need to 
be ready to fight.” The discussion of physical aggression also 
included some recognition of the roles played by gangs. For 
example, one girl said: “I was bad. When I got here this girl 
tried me and I was about to fight her. This girl tried to get me 
to be in ‘Young Killer’s Clique’ because she said I can fight. I 
was like I ain’t no killer. I ain’t joining that.”

Familiarity with Adult Prostitution 
We defined prostitution as the practice of soliciting 

customers to pay for sexual acts. The students demonstrated 
familiarity with prostitution and the practices of prostitutes 
in their neighborhood, calling one neighborhood prostitute 
by name. One participant described an episode in which she 
accompanied her grandfather in the car to buy gas. While 
they were both inside the car, a prostitute knocked on the 

grandfather’s window to solicit him. The student described 
the conversation that ensued as the grandfather dismissed the 
prostitute, and she concluded by observing, “These girls offer 
something strange for a piece of change.” Other girls reported: 
“It’s a whole bunch of girls [prostitutes] at Metropolitan 
[Avenue]. I will be at the Chevron on Metropolitan, and they 
will knock on people’s windows.” “They will walk up to 
the prettiest cars. They will think, ‘if they can afford them, 
they can afford me.’ Sometimes the car will take them away. 
The security guards don’t say nothing. They young. Like 
twenties.” “If some of these girls don’t change the way they 
are right now then they are going to be like that.” “Me and 
my mom talk about some stuff like this. It might not be their 
intention to degrade themselves, but they might need quick 
money. They might start off doing something that’s legal then 
it turns illegal.” 

The participants also discussed their view of how girls can 
be lured into prostitution, referring to the techniques that men 
use in what they called the “boyfriend-to-pimp transition.” 
“Some guys you date will try to get you to do things and say 
they will never do this and that to you and before you know 
it you’re in the back of a car.” The students made it clear that 
they were aware of CSEC risks and of how pimps provide 
clothes, food, shelter, jewelry, and drugs to control girls. 
In some cases this knowledge came from their exposure to 
popular media.

Girls’ Sexuality as a Commodity 
We defined sexuality as values, ideas, or constructs about 

one’s sexual feelings, identity or behavior. During the sessions 
the participants described their own and others’ sexual behavior 
with boys in language suggesting that sexual involvement is 
expected and that girls see their sexuality as a commodity. The 
girls described their preference for wearing short skirts and 
tight clothing when going to peer gatherings outside of school; 
one stated, “I don’t want to look like no lil baby.” They also 
described the presence of older men lurking on the perimeter of 
the schoolyard and outside peer gathering spots. One girl stated 
that a strange man approached her on the street and said, “If I 
were your pimp, I’d let you wear lots of makeup.”

The girls reported heavy use of popular media, e.g., 
videos with sexualized depictions of females or with implied 
violence against females. Consistent with this exposure, when 
discussing news reports describing the severe beating of a 
popular female musician by her equally famous boyfriend, 
the girls argued that the beating was justified. “She was going 
through his phone. She should go to jail, too.” “His career is 
ruined and she has a CD coming out.” Their statements echo 
popular cultural values that devalue and objectify females.

This theme was especially clear when the girls described 
the activities at their local skating rink, where there is little to 
no adult supervision, low lighting, and the principal activity is 
sexual behavior. To describe the skating rink activities the girls 
used language derived from the adult entertainment industry. 
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For example, one girl noted that the main purpose of going to 
Metro (the skating rink) is to give boys lap dances (as is done in 
adult strip clubs), and she said if girls miss a week they might 
lose their “regular customer.” Another girl described how a boy 
will lie on his back and a girl will “do a split” on him. In one 
session the girls discussed the merits of stripping as a career. 
The general assessment of their activities regarding sexuality 
was summed up this way: “Whatever y’all do in the adult clubs 
is innocent compared to what happens at Metro.”

DISCUSSION
This research makes an important contribution to the 

literature, in part because there has been so little prior 
research about children at risk for CSEC. This investigation 
explored the perceptions of African American middle school 
girls who may be at risk of exploitation (rather than already 
victimized). Our findings add a unique perspective by using 
qualitative methods that highlight the voices of the girls 
participating in preventive intervention groups. One finding 
that seems particularly significant is that children who live in 
communities that place them at risk for sexual exploitation 
face the dual problems of chronic exposure to physical 
violence in relationships and routine exposure to sexualization 
and prostitution. 

Difficulty forming trusting relationships has been found 
in previous research to be a predictor of maladjustment.31-33 
Diminished trust is implicated in both physical aggression and 
sexualization. It seems likely that these variables influence 
each other recursively whereby aggression and sexualization 
reduce trust, and this in turn exacerbates those problems. 
Future research is needed to learn more about the level of trust 
experienced by girls, the factors that contribute to and inhibit 
the development of trusting relationships, and how the degree 
of trust experienced influences the physical aggression and 
sexual behaviors exhibited by girls. Over the course of their 
group meetings, the participants became more interested in 
trust exercises and developed a level of trust with the adult 
facilitators. We acknowledge that this change in their attitude 
may represent their desire to please the facilitators more 
than a change in their lives outside the group. However, it is 
possible that attempts to please adults in authority may be first 
steps toward more lasting behavioral change with others. We 
also note that we did not see similar shifts suggesting a social 
desirability bias in the other problem areas outlined.

The fact that trust emerged as a key variable in this 
investigation reinforces the use of a novel methodology 
to learn about the perceptions of these girls. Rather than 
conduct formal interviews where problems with trust may 
be exacerbated, we listened to their conversations in groups 
where they felt comfortable over a period of weeks. This is a 
unique methodology, clearly useful with this population, and it 
is recommended for future research. 

Another major theme was familiarity with adult 
prostitution. That these students knew a local prostitute by 

name suggests their proximity to criminal activity and thus 
their vulnerability to exploitation. Priebe and Suhr21 reported 
that areas with high levels of adult prostitution also have high 
levels of juvenile prostitution. Reinforcing this vulnerability 
was the girls’ discussion of their relationships with boys. The 
language they used frequently borrowed from both the legal 
and illegal adult sex industry, referring to boys as “customers” 
and to the boyfriend-to-pimp transition. 

Miller15 indicates that African American adolescent girls 
need outlets to discuss environmental threats as an aid to 
coping. However, discussion with family members is often 
not an option in stressed situations, and institutions are often 
distrusted. One of our intervention goals was to provide a 
safe context for girls to express concerns. Another was to arm 
girls against cultural assumptions about gender and ethnicity 
that contribute to their potential victimization. We wanted our 
participants to recognize their common interests in the face of 
shared community threats and to find support and trust in each 
other. It is important to underscore that this was accomplished 
in an afterschool program located in the participants’ schools, 
even though schools are among the areas of the environment 
that these girls distrust.

LIMITATIONS
Despite the important contributions of this investigation 

there were limitations that must be considered. First, a 
relatively small number of children participated in this 
research (N = 36). While this provided the opportunity to 
construct a richly detailed description, caution must be 
exercised regarding any generalization of these findings. 
Further, all the children participated in an afterschool program 
with their parents’ permission. Since parent involvement 
is widely considered a protective factor, these participants 
probably do not represent the most disadvantaged children in 
these neighborhoods. Second, although collecting data through 
an intervention group may have the advantage of overcoming 
distrust and may result in more open responses, this is an 
assumption that requires further investigation. It must be 
recognized that even with enhanced trust, the group format 
may influence the statements made by the participants based 
on their social awareness that they are in a group or based on 
their desire to please or appease the adult facilitators. Third, 
it should be noted that our curriculum directly addressed 
relationships, decision-making, and safety. Thus, the themes 
that emerged from the girls’ discussions were prompted 
by that content and should be interpreted in that light. Our 
curriculum did not directly address sexuality or prostitution, 
since these topics are off limits in many schools. Nonetheless, 
the girls chose to raise these issues in the group sessions. 
Further research is required to learn more about the contexts 
in which these students spontaneously discuss such issues.

CONCLUSION
Our study demonstrates how research and practice can 
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be used to strengthen each other. In this case the content and 
procedures used in this intervention combined with our use 
of field notes and process recording allowed us to collect 
systematic information from middle school girls about their 
experiences in relationships. Our findings have implications 
for enhancing our understanding of young African American 
girls who may be at risk for commercial sexual exploitation 
and for developing prevention interventions to support their 
healthy development. 
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Intimate partner violence (IPV) against women and child 
maltreatment (CM) have been traditionally addressed in 
isolation by researchers, policy makers and programs. In recent 
years, however, a growing body of research suggests that these 
types of violence often occur within the same household and 
that exposure to violence in childhood—either as a victim of 
physical or sexual abuse or as a witness to IPV—may increase 
the risk of experiencing or perpetrating different forms of 
violence later in life.1-4 Moreover, physical punishment of 
children is more common in households where women are 
abused and interventions that address child maltreatment may 
be less effective in households experiencing IPV.1-6

This evidence calls for greater recognition of the 
intersections between types of violence. We outline 4 specific 
gaps and present an integrated framework for moving the field 
forward with respect to the intersection of IPV and CM. 

1. NEED FOR CLARITY ABOUT WHAT 
CONSTITUTES CM AND IPV

Researchers disagree on how to define CM and IPV. 
Regarding definitions of CM, it is unclear if they should 
include behaviorally specific acts, the perpetrator’s intent, 
the actual experience of harm and what types of corporate 
punishments should be considered CM.7 Another question 
is when and how definitions of CM and IPV should include 
emotional abuse. Researchers often limit the definition 
of IPV to physical acts. However, evidence suggests that 
stressful household environments – such as those plagued by 
marital conflict and emotional intimate partner abuse – have 
serious harmful effects on children’s overall development. 

Unfortunately, defining and measuring “emotional abuse” 
pose serious challenges to researchers.9

2. NEED TO CLARIFY WHAT WE MEAN BY 
“INTERSECTION”

The intersection of CM and IPV takes many forms. Co-
occurrence can be loosely defined as IPV and CM taking place 
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during the same time period within a single family. However, 
there are questions about the degree to which definitions of 
co-occurrence should include awareness of co-occurrence 
by different family members, the definition of family, the 
definition of the time frame, and the most appropriate unit of 
analysis (e.g. the family, the child, the adult woman).

Even without specific co-occurrence, there are at least 4 
other ways in which IPV and CM may intersect. First, they 
may have similar short- and long-term physical, emotional, 
and socio-occupational consequences. Second, one type of 
violence may be a risk factor for the other. Third, IPV and CM 
may share risk factors and causal mechanisms. Fourth, some 
prevention and response strategies may be effective for both. 

3. NEED TO CONSIDER OTHER TYPES OF 
VIOLENCE THAT MAY ALSO CO-OCCUR WITH IPV 
AND CM

Researchers have persuasively argued that there is a 
need to consider multiple forms of childhood victimization 
(“poly-victimization”), including assaults, bullying and sexual 
victimization outside the family, CM by parents or caregivers, 
property victimization, and witnessing violence.10-13 Research 
shows that two-thirds of children who experienced any type of 
violence in the previous year had experienced 2 or more types, 
which further underscores that addressing the relationship 
between IPV and CM is an important start, but we should expand 
our focus to examine other forms of victimization as well.10,12

As the framework proposed in the figure shows, 
addressing poly-victimization and multiple forms of 
intersections may be complex but has the potential to produce 
a more complete range of the prevalence of an individual’s 
total exposure to violence.

4. NEED TO ADDRESS THE GAPS IN KNOWLEDGE 
ABOUT HOW TO IMPROVE PREVENTION AND 
RESPONSE TO IPV AND CM

As we move towards greater integration of research, 
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policy and programs addressing IPV and CM, the following 
important gaps in knowledge should be addressed.
 
a) The prevalence of different patterns of co-occurrence of 
CM and IPV

 In measuring the prevalence of co-occurrence, 3 
denominators are typically used – prevalence of co-occurrence 
in the general population, prevalence of CM in families in which 
IPV occurs, and prevalence of IPV in families in which CM 
occurs, each leading to quite different measures of prevalence. 
For example, in the United States, the lifetime prevalence of co-
occurrence of IPV and CM in the general population is 6%, and 
the prevalence of CM in families in which IPV occurs is 45%, but 
these may vary across countries.14-18

b) Consequences of co-occurrence
Literature is scarce on the consequences of co-occurrence 

of IPV and CM for the child victim and few studies have 
examined the long-term consequences specifically of co-
occurrence to adult victims. A key question is whether 
children who experience CM and exposure to IPV will suffer 
worse outcomes than those with fewer forms of victimizations 
by violent exposures.18-22 

c) Risk and protective factors
Risk factors specific to the co-occurrence of CM and 

IPV are not well understood, and less is known regarding 
protective factors and resilience in the aftermath of such 
co-occurrence. Several theories have informed this area, 
including social cognitive, developmental-ecological, 
personality disorder, and family systems theories leading 
to hypotheses about aggressive individuals and family 
stress.14,16,17 However, the process of understanding the 
interplay of risk and protective factors associated with the co-
occurrence of CM and IPV is still only in its very early stages. 

d) Strategies to prevent and mitigate consequences
The evidence regarding effective strategies that expressly 

target the co-occurrence of IPV and CM remains scarce. The 
presence of IPV can make CM prevention less effective.6 
However, CM can be successfully addressed in the context 
of IPV.23,24 Unfortunately, few rigorously evaluated programs 
have specifically targeted the co-occurrence of IPV and CM.

e) Intersections in the case of non-co-occurrence
With regards to the intersections of IPV and CM without 

co-occurrence, the evidence is limited. Few studies have 

Figure. Possible patterns of co-occurrence of intimate partner violence (IPV) and child maltreatment (CM).
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systematically compared the similarities and differences in 
the nature and severity of consequences of IPV and CM, for 
example. CM may be a risk factor for IPV later in life, but few 
studies have systematically compared the risk factors for CM 
and IPV and their relative strengths of association. 

It is imperative that we address CM and IPV with a 
new and integrated framework that addresses the needs and 
gaps outlined above. This is a particularly important issue 
for moving these fields forward and for providing better 
prevention interventions, medical care and services to victims 
of violence. It is also of particular importance that these issues 
are addressed for the benefit of international comparisons and 
collaborations. As such, we urge our fellow researchers to 
work with us to address these important issues.
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BACKGROUND
Motor vehicle collisions (MVC) are the leading cause of 

death for Americans ages 15 to 19.1 In 2009, the death rate 
for U.S. teenaged drivers was nearly twice that of all other 
drivers.2 Teenagers frequently do not use safety belts, making 
them more vulnerable to injuries.3 According to studies, the 
observed belt use among teens was 80% in 2008, the lowest 
of any age group with 56% of teenagers in fatal crashes 
unbuckled in 2009.4

The risk for death in a MVC is greater for rural teens. In 
2009, 60% of fatal crashes and 59% of fatalities involving 
teen drivers occurred on rural roadways.2 These higher rates 

can result from design elements including narrower lanes, 
soft shoulders, and tree-lined roadways, as well as behavioral 
factors and higher speed limits.5-6 Additionally, commuting 
longer distances exposes rural drivers to greater risk of 
crashing from drowsy driving.7,8,9 The remoteness of rural 
roads can delay the detection of crashes and the administration 
of medical care.8-11  

Rural teens are more likely to ride unrestrained than their 
urban counterparts.10 Rural teens are less likely to consider 
legal or physical consequences of driving unrestrained.11 
Observed safety belt usage rates of teens on high school 
campuses are generally lower than state rates or those of 

Georgia Department of Public Health, Atlanta, Georgia
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Introduction: The purpose of this study is to examine the relevance of non-specific safety belt 
use data for interventions to rural teens and to pilot a data collection project to provide more 
specific data to traffic safety stakeholders and educators in rural areas.

Methods: Twelve high schools in Southeast Georgia were used for observed safety belt data 
collection over a 16 month period. Observational surveys were conducted at the entrance to 
student parking lots of the studied schools in the morning or afternoon. Observers were trained 
and survey methods were standardized to maintain comparability between results.

Results: Observational surveys revealed a safety belt usage rate of 38.6% among high schools 
teens at the studied high schools. Safety belt usage rates ranged from 9.5% to 66.9%. Observed 
safety belt use for female vehicle occupants was 48.4% compared to 35.6% for males.

Conclusion: The observational survey results from this study support research showing that 
rural teens have lower safety belt usage rates than adults or urban teens. Despite efforts to target 
rural areas, programs must specifically target sub populations, especially rural male teens, in 
order to hold any traction. Because of the wide gap between measured safety belt use in rural 
Georgia (79.9%) and the studied rural high schools (38.6%), local program planners must assess 
actual safety belt usage in their high risk rural teen population in order to use accurate metrics for 
intervention and education efforts. [West J Emerg Med. 2013;14(4):380–383.]
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other age groups.12 Research on rural high school campuses 
is less extensive, but some studies indicate safety belt use 
among rural high school teens is even lower.13 It is of great 
importance for rural communities to conduct programs to 
prevent teen MVC. 

The observed safety belt usage rate in Georgia was 89.6% 
in 2010.14 Since passage of a primary safety belt law in 1996, 
belt use in rural Georgia increased from 62.9% to 88.2% in 
2011, 5% lower than the rest of the state, but consistent with 
a study by the CDC finding rural belt use higher in states 
with primary safety belt laws.15 In 2009, the rate of rural teen 
drivers unbelted in crashes was 42.3 per 10,000 licensed 
drivers compared to 24.0 for urban teens (Table 1). 

The rate of rural Georgia teens who are unbelted in 
crashes is an ongoing problem and indicates low belt use for 
this population. Because state level observational reports do 
not break down seatbelt use by age demographic, traffic safety 
stakeholders and educators in rural areas may use incomplete 
or inappropriate data as metrics to focus interventions on most 
at risk groups. At 88.2%, seatbelt use in rural Georgia is up 
10.1% over the last 10 years, according to available data.16 
This study sought to collect specific and relevant data for 
evaluating and planning for rural sub-populations.

METHODS
High schools for data collection were located within the 

22-county Southeast Region Rural Roads Initiative (RRI). 
The RRI is a cooperative program between the Georgia 

Department of Public Health and the University of Georgia, 
funded by the Georgia Governor’s Office of Highway Safety 
(GOHS), aimed to decrease deaths and injuries on rural 
roads.17 Southeast Georgia is populated by small towns located 
in largely unpopulated areas. Population density is often one 
half to one third of the state average. All counties in this area 
are above the state average for people living under the poverty 
rate, and except for one with a large state university, all 
counties have education rates lower than the state average.

We chose 12 high schools based on a convenience 
sample of counties with established community mobilization 
groups. Selected schools had personnel who were previously 
connected to the Rural Roads Initiative. Observational safety 
belt surveys were conducted at the entrance to student parking 
lots of the studied high schools by staff from the Rural Roads 
Initiative, members of community mobilization groups, and/or 
students from the high schools over a 16-month period from 
September 2009 to January 2011. Surveyors were to observe 
at least 100 vehicles where possible, and report the safety belt 
usage of drivers and front seat passengers with gender as a 
variable. We based our survey instrument on one used by the 
University of Oklahoma for their state observational study.18 
If safety belt usage could not be determined, the vehicle 
occupants were not counted.

Observers located in safe areas where they could see 
vehicles entering the student parking lots. Surveys were 
conducted one time per school in either the morning or 
afternoon. RRI staff trained students and volunteers on 

Table 2. Observational survey results with 1,538 vehicle occupants.

High school Date observed Vehicle occupants 
observed

Female safety belt 
usage rate

Male safety belt 
usage rate

Overall safety belt 
usage rate

1 Sept 2009 136 39.1% 25.4% 25.7%
2 Sept 2009 135 20.0% 13.8% 17.0%
3 Sept 2009 95 37.5% 17.9% 29.5%
4 Oct 2009 84 17.1% 4.1% 9.5%
5 Oct 2009 121 67.1% 66.7% 66.9%
6 Feb 2010 73 17.5% 6.1% 12.3%
7 Dec 2009 55 21.4% 22.2% 21.8%
8 Feb 2010 64 39.4% 45.2% 42.2%

9 Oct 2010 124 60.3% 52.5% 55.6%
10 Oct 2010 128 63.2% 43.7% 52.3%
11 Nov 2010 481 55.0% 38.5% 45.9%
12 Jan 2011 42 52.4% 9.5% 31.0%

Table 1. 2009 Georgia unbelted teen crashes, injuries and fatalities (Source: Georgia Department of Transportation).

Rural teens Urban teens
Unbelted crash rate per 10,000 licensed Drivers 42.3 24.0
Unbelted Injury rate per 10,000 licensed Drivers 21.5 8.7
Unbelted fatality rate per 10,000 licensed Drivers 1.1 0.2
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observation methods, the observation instrument, and 
recording procedures. RRI staff members were present for all 
observations to ensure survey integrity. Observational survey 
methods were consistent in all cases.

RESULTS
Observational surveys revealed a safety belt usage rate 

of 38.6% among high school teen drivers and front seat 
passengers at 12 rural high schools in southeast Georgia 
(Table 2). A total of 1,538 teenage vehicle occupants were 
observed driving into or out of student parking lots. Of these, 
593 were wearing safety belts, and 945 were not restrained.

Observed safety belt use for female teenage vehicle 
occupants was higher than males at 10 of 12 high schools 
participating in this study. Overall, female occupants had a 
safety belt usage rate of 48.4% compared to 35.6% for males.

DISCUSSION
In Georgia, overall rural seatbelt usage rates were raised 

10.1% over the past 10 years due to state level legislation, 
enforcement and educational efforts. Recently, the National 
Highway Traffic Administration (NHTSA) performed Rural 
Seatbelt Use Demonstration Projects across rural areas of the 
country, including Georgia.19 Although Georgia results are 
not yet published, the Wyoming Demonstration Project raised 
rural belt use from 61.2% at the start of the initiative to 72.2% 
at the conclusion.20 The current study indicates that even with 
such rural-specific traffic safety initiatives, high risk sub-
populations may not change.

Teen drivers, especially males, in Georgia rural areas are 
perhaps the most susceptible population to vehicle crashes 
for both behavioral and environmental reasons. The local, 
specific and relevant observational data gathered in this study 
is needed for health professionals and other stakeholders to 
design programmatic efforts to reach this sub-population and 
reduce morbidity and mortality resulting from traffic crashes.

LIMITATIONS
Seatbelt surveys were conducted primarily by local 

stakeholders and students with no previous experience with 
observational studies. The program lacked a second set of 
observers at each location to derive a measure of observer 
reliability and internal validity. Because observers were visible 
in most cases, students could have buckled up just prior to 
entering schools grounds only on observation days. Sample 
sizes from schools varied based on student populations. Schools 
chosen for observations were based on convenience sampling 
and access to reliable observers in the immediate area.

CONCLUSION
The observational survey results from this study support 

research showing that rural teens have lower seatbelt usage 
rates than adults or urban teens. The gaps between overall 
teen and adult belt use, rural and urban belt use, and rural and 

urban fatality rates suggest the need for traffic safety efforts in 
rural high schools to prevent the perpetuation of existing high 
risk behaviors.

The current study illuminates disparities that exist in 
Georgia between rural seatbelt use data reported at the 
state level and actual seatbelt use data gathered from local 
observations. At the state level, rural belt use was 88.2% in 
2011, which is a 10.1% increase over the last 10 years. The 
state report also does not include age demographics in its 
analysis. Based on the results of seatbelt observations in rural 
southeast Georgia high schools, which measured seatbelt use 
at 38.6%, this state level data is not appropriate or applicable 
for local interventions. In order to base seatbelt intervention 
programs on suitable data tailored to sub-populations, local 
programmers must go into the field to observe their own 
communities. 
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Introduction: A 2009 National Academies of Sciences report on child mental health prevention 
and treatment concluded that screening for mental health risk is an essential component of service 
delivery. To date, however, there are few practical assessments available or practices in place 
that measure individual child risk, or risk aggregated at the school or community level. This study 
examined the utility of a 30-item paper and pencil student self-report screener of behavioral and 
emotional risk (BER) for surveying community risk among 7 schools. 

Methods: In 2010, 2,222 students in 3 middle and 4 high schools in a medium-sized school district 
in Georgia were administered the Behavioral and Emotional Screening System Self-Report Child/
Adolescent form (BESS Student). The BESS is designed to measure 4 sub-syndromal BER factors 
for developing mental health disorders: inattention/hyperactivity, internalizing, school problems, 
and personal adjustment. Analysis of Variance and Chi Square analyses were used to assess the 
association between adolescent self-reported BER as an indicator of school BER, grade level, child 
ethnic identification and gender, socioeconomic status, and special education placement status.

Results: BESS scores differentiated well between schools for overall BER and special education 
status, as well as between grade levels, ethnicity, and gender groups. One high school, known by 
the school administration to have numerous incidents of student behavior problems, had the most 
deviant 4 BER domain scores of all 7 schools. Girls rated themselves as having a higher prevalence 
of BER (14%) than boys (12%); middle school students reported fewer difficulties than high school 
students.

Conclusion: Middle and high school students were capable of identifying significant differences in 
their own BER across schools, suggesting that universal mental health risk screening via
student self-report is potentially useful for identifying aggregated community risk in a given school 
that may warrant differential deployment of mental health prevention and intervention strategies. 
BESS results reliably identified individual mental health risk associated with special education 
placement, which is documented to lead to poor school outcomes such as school dropout and lack 
of enrollment in post-secondary education. [West J Emerg Med. 2013;14(4):384–390.]
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INTRODUCTION
Child and adolescent mental health disorders are known 

to be associated with, or increase the risk for, numerous poor 
school and life outcomes for children and adolescents, including 
suicidal ideation and attempts, academic underachievement 
and school dropout, substance use and disorders, and physical 
fighting or victimization by a weapon.1-4 A preventive approach 
to mitigating associated impairment, morbidity, and poor 
outcomes in school settings has been advised for at least 4 
decades.5 The widespread adoption of preventive models, 
methods, and procedures for achieving this goal, however, has 
remained nascent in U.S. schools.6

Schools have long been identified as the community 
context of choice for delivering preventive mental health 
services. As major societal institutions, schools provide an 
organizational structure that reaches more children with 
more continuity than primary care, or any other child and 
family service setting.7 Schools, however, are for the most 
part unprepared to provide preventive mental health services 
due to limited staff training, a competing focus on and time 
commitment to educational service delivery, and a lack of 
assessment methods for delivering services such as universal 
screening, which is a necessary component of any preventive 
mental health service delivery program.8, 5, 9, 3

Universal screening is the first step in any preventive, 
secondary prevention, or early intervention program for 
mental health problems.9 A National Academies of Sciences 
report identified 4 levels of prevention including, 1) universal 
prevention where community risk factors, such as school safety, 
are of interest, 2) selective prevention where high risk groups, 
such as children exposed to maternal depression, are identified 
for services, 3) indicated prevention where screening for 
behavioral and sub-syndromal symptoms is used to identify 
children for early intervention services (defined as behavioral 
or emotional risk (BER), for the purposes of this study), and 
4) assessment for detection, diagnosis, and treatment of a 
mental health disorders.3 In this report, the goals of universal 
screening were defined as: 

The goals and design of these initiatives should be 
targeted to relatively narrow and specific purposes, for 
example, (1) improving school success for struggling 
students, (2) preventing bullying and student harassment, 
(3) improving teacher and peer relationships, (4) 
increasing school safety and security, or (5) learning to 
regulate and control behavior. (p. 230) 

Although the results of the study could inform all of these 
goals, the school administrators in the present study requested 
surveillance screening for risk factors associated with goals 
3 and 4, due to their concerns about an overall level of 
misbehavior in some schools that was adversely affecting 
teacher and student morale and culminating in incidents 
of violence in the schools. In one of the high schools in 
particular, several incidents of student violence on campus 
caused alarm and growing concerns about the safety of the 
students and teachers.

A central impediment to the adoption of universal 
screening measures for school-based screening of large 
groups of children has been the practicality of such 
measures, especially the associated personnel costs and test 
administration time that competes directly with the demand 
for academic instructional time.10 Although newer screening 
measures such as the one used in this study require only a few 
minutes per child, the practicality of screening thousands of 
adolescents in numerous schools is yet to be determined.11,12 
However, emerging evidence suggests that some of the 
barriers to feasibility can be overcome with administrative 
support and planning prior to implementing a universal 
screening program.12

Behavioral problem surveillance measures, such as the 
Youth Risk Behavior Survey (YRBS), have been in use for 
some time.13,14 This measure assesses student perceptions of 
the frank expression of behavior problems (e.g. smoking, 
sexual activity, etc.), rather than risk per se.4,14 Mental 
health risk or BER tests represent a relatively newer class 
of measures that assess a different construct, the predictors 
of mental health disorders, special education placement, or 
behavioral problems such as those assessed on the YRBS or 
its variants, including the California Healthy Kids Survey 
(CHKS).15,10 A recent study by Dowdy and colleagues provides 
empirical evidence of the difference between the YRBS and 
BER constructs.4 They found that supplementing the CHKS 
with a self-report measure of sub-syndromal BER, the same 
measure used in the current study, significantly increased 
the prediction of cigarette, marijuana, and alcohol use, binge 
drinking, physical fighting, threatening or injury by a weapon, 
skipping school, and serious consideration of suicide as 
measured by the CHKS.4

Based on this evidence, we expected a self-reporter 
screener to be a useful tool for assessing school-level BER. 
Thus, the current investigation sought to determine:

1.	 Whether or not a brief adolescent self-report screener 
of BER could be used universally in middle and high 
school with little concern about interference with 
instructional time or other practical concerns.

2.	 If the screener would produce score differences between 
schools that were consistent with school administrator 
concerns, which predicted that some schools were 
characterized by more adolescent BER than others.

3.	 Whether or not demographic variables such as child 
race/ethnicity, gender, SES, or grade level were strongly 
associated with screener scores.

4.	 If individual screener results demonstrated discriminant 
validity by assessing their association with classification 
as eligible for special education programs due to the 
presence of severe behavioral and emotional problems 
or diagnosed mental health disorders.

METHODS
Sample

Data were collected from 3 middle and 4 high schools 
in a mid-sized city in the Southeastern United States. The 
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school district requested universal screening for each of 
the participating schools because of concerns that student 
misbehavior was beyond the typical rate. At the time of 
screening, the school district had been recently cited for 
substandard student academic achievement. In addition, several 
incidents of school violence had occurred on the campus of 
one of the high schools. The sample collected included 2,222 
adolescents in the eighth through 12th grades, ranging from 
198 in grade 12 to 725 in grade 9. Females constituted 53% of 
the sample. The ethnic/racial group sample sizes were 1,701 
African-American, 456 White, 32 Latino, and 26 Other. Sample 
sizes by school ranged from 95 to 849 (median = 205). The 
school district has a high poverty rate, with 76% of students 
in the present study being eligible for a free or reduced- price 
lunch. Approximately 6% of the sample, or 139 adolescents, 
were classified as special education eligible.

Procedure and Instrument
The Behavioral and Emotional Screening System (BESS) 

Student Form was administered to all students in groups, 
usually in homerooms, by school district employed school 
psychologists and school psychology doctoral students. 
Administration amounted to approximately 15 minutes per 
classroom, including the reading of instructions from a script, 
completion of forms, and collecting forms from all students. 
Total administration was less than 1 hour total per middle 
or high school since all data were collected at the same time 
interval, in most cases during the homeroom period. The 
data collection, entry, cleaning, file preparation, and analyses 
were either conducted or supervised by a post-doctoral fellow 
supported by the Georgia Measurement and Assessment 
Training (GMAT) program (funded by grant number 
R324B080D06 from the Institute of Education Sciences, US 

Table. Descriptive statistics: factor score means and standard deviations for 4 Behavioral and Emotional Screening System factors by school.

School Hyperactivity Internalizing School problems

Adjustment factor Factor Factor Factor

Middle school 1 Mean 3.3684 1.7209 1.6852 1.7966

N 147 147 146 147

Standard deviation 0.50167 0.51180 0.49201 0.55487

Middle school 2 Mean 3.2468 1.6737 1.7022 1.6825

N 95 95 95 95

Standard deviation 0.53925 0.47835 0.51825 0.47582

Middle school 3 Mean 3.1277 1.8622 1.8493 1.9603

N 105 105 105 105

Standard deviation 0.58581 0.54774 0.53887 0.60221

High school 1 Mean 3.2878 1.8114 1.7980 1.9635

N 205 205 205 205

Standard deviation 0.53559 0.52631 0.54994 0.57015

High school 2 Mean 3.3764 1.6854 1.6355 1.9460

N 368 368 368 368

Standard deviation 0.47221 0.46557 0.45389 0.51496

High school 3 Mean 3.2300 1.8855 1.7607 1.9912

N 849 849 848 849

Standard deviation 0.54561 0.55194 0.49715 0.55366

High school 4 Mean 3.3151 1.8172 1.7385 1.9836

N 453 453 453 453

Standard deviation 0.50231 0.54746 0.46482 0.51579

Total Mean 3.2820 1.8105 1.7356 1.9521

N 2222 2222 2220 2222

Standard deviation 0.52681 0.53454 0.49409 0.54514



Volume XIV, NO. 4 : August 2013	 387	 Western Journal of Emergency Medicine

Dever et al	 Middle and High School Mental Health Risk

Figure 1. Factor score means for 4 Behavior and Emotional Screening System by school.

Figure 2. Factor score means and standard deviations for 4 Behavior and Emotional Screening System factors by student grade.
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Department of Education). This study was approved by both 
the local school district institutional review board (IRB) and 
the IRB of the university of the lead researcher.

The BESS Student is a brief screening measure completed 
by students to identify BER among youth aged 8 through 18 
years.16 It assesses a wide range of behavioral problems and 
strengths, including internalizing problems, externalizing 
problems, school problems, and adaptive skills. The BESS 
requires no explicit training, has 30 items, and can be 
completed in 5 minutes or less per student. Use of theory and 
factor analysis to develop the measure resulted in the inclusion 
of more internalizing items than other screening measures of 
this length, and a 4-factor solution, including an assessment 
of inattention/hyperactivity, internalizing problems, school 
problems, and personal adjustment.16,17

Students are given 4 rating options—never, sometimes, 
often, or almost always—for each item and the sum of the 
items generates a total T-score with higher scores reflecting 
a higher level of BER.16 The scoring rubric or risk level for 
BER is as follows: (a) a T-score of 20-60 suggests a “normal” 
level of risk; (b) 61-70 suggests an “elevated” level of risk; 
and (c) 71 or higher suggests an “extremely elevated” level of 
risk. The risk level classification cut-scores were developed to 
maximize sensitivity and specificity, and results suggest that 
sensitivity, specificity, positive predictive value, and negative 
predictive value were generally high.16

Student responses on the BESS may be entered by hand 
or via scanner with computer software, as was done for 
this investigation. The software report includes raw scores, 
T-scores, and percentiles based on a normative sample that 
closely matched U.S. Census population characteristics. The 
existence of validity scales has been cited as a particular 
advantage of the BESS by independent reviewers.9

BESS split-half reliability estimates range from 0.90 to 
0.97. Test-retest reliability estimates are high, ranging from 
0.80 to .91. Inter-rater reliability estimates range from 0.71 to 
0.83. The concurrent validity of the BESS was examined by 
administering the items with other social-emotional measures: 
Achenbach System of Empirically Based Assessment 
(ASEBA, 0.71–0.77), Conners’ Rating Scales (CRS, 0.51–
0.78), and Children’s Depression Inventory (CDI, 0.51). 

RESULTS
As stated in the procedure, the BESS self-report screener 

of BER was administered universally in 3 middle and 4 
high schools with little interference with instructional time. 
Therefore, there was some evidence to support our first 
hypothesis that screening could be carried out practically and 
efficiently in schools.

Descriptive statistics for the sample by school are 
shown in the Table. In order to test whether the screener 
would produce score differences between schools that were 
consistent with school administrator concerns, an Analysis 
of Variance (ANOVA) comparing schools was conducted. 
This ANOVA revealed statistically significant differences 
in the 4 factor scores among the 7 schools with F values 
ranging from 4.73 for the Internalizing factor to 8.20 for the 

Hyperactivity factor, and all tests being significant beyond 
p < 0.001. These results supported the a priori predictions 
of the school administrators in that the high school that had 
experienced increases in school violence (High School #3) 
and its feeder middle school (Middle School #3) had the 
highest means on the deviant factors and the lowest means for 
the Adjustment factor. However, as demonstrated in Figure 
1, these statistically significant differences across school by 
factor were small.

The third question of interest was whether or not 
demographic variables, such as child race/ethnicity, gender, 
SES, or grade level, were strongly associated with screener 
scores The ANOVA by child gender was statistically 
significant for only the Adjustment (F = 6.79, p < 0.009) 
and Internalizing factors (F = 25.35, p < 0.000), where girls 
obtained higher scores on each. BESS scores also differed 
significantly by grade level for all four factors; Adjustment 
(F = 3.87, p < 0.004), Inattention/Hyperactivity (F = 6.23, 
p < 0.001), Internalizing (F = 2.82, p < 0.24), and School 
Problems (F = 6.99, p < 0.000). Figure 2 plots means for 
the 4 factors by grade level. These data reveal a trend for 
self-reported problems to increase in high school over levels 
reported by eighth graders.

Socioeconomic status produced the most non-significant 
findings in that free or reduced lunch eligibility status, 
unlike the other demographic variables, did not produce 
any statistically significant differences between the BESS 
factors. BESS results for student ethnicity, by contrast, did 
differ for the African American and White groups. All four 
BESS factors differed for these 2 groups (p <0.000) with 
White students reporting more deviance and fewer positive 
adjustment skills. The results for the other 2 groups were too 
small to interpret with confidence.

In relationship to our fourth research question, special 
education status was linked statistically to only 2 of the 
BESS factors; Adjustment (F = 60.10, p < 0.001) and 
Internalizing (F = 47.30, p < 0.001). Special education status 
was not a significant predictor of Inattention/Hyperactivity 
or School Problems in the present study.

All of these analyses were repeated using BESS 
classification scheme as the outcome variable. The BESS 
BER classification system as noted earlier has 3 levels: 
normal, elevated, and extremely elevated risk. These 
results were similar to those found using factor scores. For 
example, no differences were found between BESS factors 
by SES, more White adolescents were classified as elevated 
and extremely elevated in risk than African-American 
adolescents, and girls (13.5%) acknowledged a higher 
prevalence rate of risk than boys (11.5%). In comparisons 
where ANOVA results were significant, all Chi Square 
tests of differences in proportions were also statistically 
significant.

DISCUSSION
This study suggests that student self-report screening 

results may provide schools and community stakeholders 
with systematic data about mental health risk that may be 
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used to both address and monitor the mental health needs 
of adolescents in school. These data may also be used, as is 
the case with the BESS analytic software, to disaggregate 
BER status for different levels of analysis, and prevention 
and intervention planning, including the classroom, 
school, sub-district, and school district levels, and even 
region and state levels, if desired. Comparisons can then 
be made across levels of analysis and service delivery to 
determine where significant BER exists, whether there are 
Inattention/Hyperactivity, Internalizing, or School Problems, 
or an absence of strengths as assessed by the Adjustment 
factor. This “targeting” of systems in need of change or 
improvement based on data holds the potential to, for the 
first time, focus prevention and intervention efforts based on 
evidence.

While a full cost and practicality analysis of this 
measure and methodology was not undertaken for the 
purposes of this study, the ability to gather these individual 
student data from an entire school taking less than 1 hour 
of instructional time per academic year using a relatively 
low-cost screening instrument portends greater practicality 
than has been the case in the past. Brown and Grumet,1 for 
example, used clinical interviews to survey suicide risk in 
13 middle and high schools in the Washington, D.C. area. 
They found that 45% of adolescents screened positive 
for “previous suicide attempt or ideation, symptoms of 
depression or anxiety, and/or other emotional problems.” 
Their screening program, however, was cumbersome due to 
the use of clinical interviews, and it produced cost estimates 
for the program at about $242 per child, an untenable 
figure for large and small school districts alike. In contrast, 
universal screening using a quick and affordable instrument 
such as the BESS does appear to provide a practical solution 
for gathering self-report BER data universally.12, 18

Furthermore, information gathered by the universal 
screening program implemented in the present study was 
able to provide score differences between schools that 
were consistent with school administrator concerns, which 
predicted that some schools were characterized by more 
adolescent BER than others. Using data to guide their 
decisions, school administrators and stakeholders can use 
the data gathered from a universal screening program to 
drive school and community interventions based on the 
areas of need. Although statistically significant, the practical 
significance of these small differences should be assessed. 
However, as all of the 7 schools in the present study were 
selected due to anticipated elevations in BER, generally 
similar levels of BER across schools was not entirely 
surprising. The small nuances across schools could help 
administrators prioritize the types of interventions necessary, 
and triage schools and individuals in order to best focus the 
limited resources that are available for such intervention.

Differences in BER were found across demographic 
variables of interest, including gender, grade, and race/
ethnicity. Overall, females reported greater internalizing 
problems and lower levels of adjustment. High school 

students, particularly those in the ninth grade, reported lower 
levels of adjustment and higher levels of BER as compared 
to eighth grade students. Therefore, transitional difficulties 
from middle school to high school might help to explain this 
increase in BER. White students reported more BER than 
their African American peers. Future studies should continue 
to examine this finding; White students were the minority 
group in the schools of interest in the present study, so it 
could be that out-group status is more predictive of BER 
than membership in any one particular racial/ethnic group. 
Finally, those in special education reporter higher levels of 
internalizing problems and lower levels of adjustment than 
their peers who were not in special education.

Good surveillance data are prerequisite for initiating 
public health models of service delivery for children with 
BER inside or outside of school.19 The BESS and other 
newer instruments may be more suitable for providing 
data due to a variety of factors, including their ability to 
gather BER data for a wide age range (preschool through 
high school) and the availability of student, teacher, and 
parent forms. By contrast, the Youth Behavior Risk Survey 
and other methodologies fail to include a comprehensive 
assessment of sub-syndromal psychiatric symptoms or risk 
factors. The National Survey on Drug Use and Health and 
National Health and Nutrition Examination Survey are both 
collected at age 12 and above, and both include only a small 
sampling of psychiatric questions.

LIMITATIONS
The sample sizes for this study among particular 

demographic subgroups were sometimes minimal. Although 
screening was conducted universally, the sampling did not 
include all children in a school due to student absences and the 
exclusion of some classrooms due to disability classifications 
that prevented participation. Sample sizes were not adequate 
to conduct some important analyses, such as including a 
Latino sample in the ethnic group comparisons.

Due to time limitations only one screener was used. 
Although the BESS has supportive reliability and validity 
evidence, it is relatively new. A clear “gold standard” among 
such school-based screening measures has yet to emerge 
based on consensus use; therefore, more research is needed 
regarding the choice of screening assessment. It is too early 
for a test or few tests to become the standards of practice 
since the use of BER screeners, particularly student self-
report screeners, is still uncommon in U.S. schools.

CONCLUSION
Use of a student self-report screener to identify mental 

health or behavioral and emotional risk among adolescents in 
schools produced results confirming the suspicions of school 
district administrators; one middle and one high school 
displayed more risk than others in the district. Although 
this is not a typical study of discriminant validity for a new 
measure it is a proxy that served the needs of school district 
administrators. This study offers some evidence that newer 
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screeners may allow for greater implementation of mental 
health risk surveillance consistent with well-established 
public health practices and needs.
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Introduction: Recent research suggests that gay and bisexual men experience intimate partner 
violence (IPV) at rates comparable to heterosexual women. However, current screening tools used 
to identify persons experiencing IPV were largely created for use with heterosexual women. Given 
the high prevalence of IPV among gay and bisexual men in the United States, the lack of IPV 
screening tools that reflect the lived realities of gay and bisexual men is problematic. This paper 
describes the development of a short-form IPV screening tool intended to be used with gay and 
bisexual men. 

Methods: A novel definition of IPV, informed by formative Focus Group Discussions, was derived 
from a quantitative survey of approximately 1,100 venue-recruited gay and bisexual men. From 
this new definition, a draft IPV screening tool was created. After expert review (n=13) and cognitive 
interviews with gay and bisexual men (n=47), a screening tool of six questions was finalized. A 
national, online-recruited sample (n=822) was used to compare rates of IPV identified by the novel 
tool and current standard tools. 

Results: The six-item, short-form tool created through the six-stage research process captured a 
significantly higher prevalence of recent experience of IPV compared to a current and commonly 
used screening tool (30.7% versus 7.5%, p<0.05). The novel short-form tool described additional 
domains of IPV not currently found in screening tools, including monitoring behaviors, controlling 
behaviors, and HIV-related IPV. The screener takes less than five minutes to complete and is 6th 
grade reading level.

Conclusion: Gay and bisexual men experiencing IPV must first be identified before services can 
reach them. Given emergent literature that demonstrates the high prevalence of IPV among gay and 
bisexual men and the known adverse health sequela of experiencing IPV, this novel screening tool 
may allow for the quick identification of men experiencing IPV and the opportunity for referrals for 
the synergistic management of IPV. Future work should focus on implementing this tool in primary 
or acute care settings in order to determine its acceptability and its feasibility of use more broadly. 
[West J Emerg Med. 2013;14(4):391–401.] 

INTRODUCTION
Recent studies suggest that gay and bisexual men 

experience intimate partner violence (IPV) at rates that are 
substantially higher than those experienced by heterosexual 
men. Rates of IPV among gay and bisexual men are 

Emory University, Rollins School of Public Health, Hubert Department of Global Health, 
Atlanta, Georgia

comparable or higher to those among heterosexual women.4-6 

Although the majority of data on IPV among gay and 
bisexual men are drawn from cross-sectional samples of 
United States (U.S.) men, and existing studies vary widely 
in their definitions of violence, the existing data suggest 
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that approximately 25-50% of gay and bisexual men report 
experiencing physical IPV over their lifetimes, and 12-
30% report experiencing sexual IPV.1-6 Fewer studies have 
measured perpetration of IPV among gay and bisexual, 
but existing estimates range from 12-36%7, suggesting the 
victimization and perpetration often exist synergistically in 
male-male relationships.

A wealth of evidence has indicated that IPV, experienced 
and/or perpetrated, is correlated both with acute physical 
effects (e.g., trauma), sustained physical effects (e.g., 
substance abuse, sexually transmitted infections), and adverse 
mental health outcomes (e.g., suicidal ideation, depression, 
chronic mental illness).8-10 These associations have been 
found in diverse settings and populations, and although such 
evidence is primarily drawn from heterosexual populations, 
similar associations are beginning to be documented among 
gay and bisexual men.11-15 Of particular importance to this 
population is emergent evidence demonstrating a link between 
IPV and risk for human immunodeficiency virus (HIV) 
infection, as men who have sex with men (MSM) worldwide 
continue to be disproportionately affected by the HIV 
epidemic.16-20

Many national medical organizations, governmental 
agencies, and advocacy groups have recommended universal 
or routine IPV screening for women and the clinical value of 
screening for IPV in emergency departments and ambulatory 
settings has been endorsed by the American Medical 
Association.21,22 The vast majority of tools currently used 
to screen for IPV were developed for use with heterosexual 
women; recently there have been calls for further research to 
develop a valid, brief screening tool to identify male victims 
of IPV in acute settings.23 Additionally, there is currently a 
lack of screening tools that are developed specifically for use 
with or gay and bisexual men. Recent studies have shown 
that the lack of availability of appropriate resources, and 
perceptions that providers do not understand the experiences 
of gay and bisexual victims of IPV, plays a significant role 
in same‐gender IPV victims’ decisions to remain silent about 
their experiences of IPV.24

In this paper we describe the development of an IPV 
screening tool for gay and bisexual men. There are currently 
no universal screening tools solely addressing gay and bisexual 
men, and this study represents a significant response to calls for 
more inquiry into this area.25 Previous research has suggested 
that the type of violence experienced by gay and bisexual 
men is categorically different from IPV experienced by 
heterosexuals;26 hence screening tools are needed that capture 
IPV as experienced by this high-risk group. The development 
of a gay- and bisexual-specific IPV screening tool has the 
potential to improve screening and service provision for a 
population that currently experiences high level of IPV and is 
under-served by current IPV prevention efforts, and may add 
to our understanding of how IPV is uniquely perceived and 
experienced by gay and bisexual men in the U.S. 

STAGE 1: UNDERSTANDING THE DEFINITIONS OF 
IPV AMONG GAY AND BISEXUAL MEN 
Methods

In this stage, we aimed to identify how gay and bisexual 
men defined IPV, to establish whether IPV was defined 
differently to the measures commonly used to measure IPV 
in heterosexual populations. Two sources of data were used: 
focus group discussions with gay and bisexual men, and a 
venue-based sample (VBS) of 1100 gay and bisexual men. 
Both data sources were collected in Atlanta, Georgia. VBS is 
a derivative of time-space sampling, in which sampling occurs 
within prescribed blocks of time at previously-identified 
venues at which hard-to-reach populations congregate with 
greater frequency than elsewhere.27 In order to reach a diverse 
population of gay and bisexual men in the Atlanta area, the 
venue sampling frame used for this study consisted of a 
wide variety of over 160 gay-themed or gay-friendly venues, 
including gay pride events, gay sports teams events, gay fund-
raising events, downtown areas, gay bars, bathhouses, an 
AIDS service organization, and urban parks. Study recruiters 
stood adjacent to the venue, drew an imaginary line on the 
ground, and approached every nth man who crossed it; n 
varied between one and three depending on the volume of 
traffic at the venue. Knowledge of expected traffic at each 
venue was based on our previous experience of recruiting at 
each venue. If he agreed to be screened, he was then asked 
a series of eight questions to assess his eligibility. Men were 
eligible for study participation if they reported being 18 years 
of age or older, being male, identifying as gay/homosexual 
or bisexual, living in the Atlanta Metro Area, and having 
had sex with a man in the previous six months. Eligible men 
were then read a short script that described the study process. 
This method was first used to recruit men for focus group 
discussions. 

In total, 7 focus group discussions (FGDs) were held: 
3 with Caucasian respondents, and 4 with Black/African-
American respondents. FGDs were stratified by race to 
examine if there were racial differences in the perceptions and 
definitions of IPV. Each FGD lasted approximately 1 hour, and 
discussion centered on understanding definitions of IPV. The 
question guide was based on the short-form CTS questions.28 
Respondents were asked if they would consider each item 
to be IPV if it were to occur in a male-male relationship. 
Further questions examined participant’s definitions of sexual, 
physical, and psychological IPV and controlling/stalking 
behaviors. Discussions were recorded and transcribed, with 
analysis conducted in MAXQDA. The focus of the analysis 
was on identifying definitions of IPV, and on examining racial 
variations in definitions of IPV. As a result, 30 different forms 
of IPV were identified, which were then used to create the 
survey questions in order to examine the perceptions of and 
experience of IPV among the sample of 1000 gay and bisexual 
men in Atlanta.

Of 4,309 men approached, 2,936 (59.9%) agreed to 
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be screened for the survey. Of these, 2,093 (71.3%) were 
eligible for study participation. Men were eligible for study 
participation if they reported being 18 years of age or older, 
being male, identifying as gay/homosexual or bisexual, 
living in the Atlanta Metro Area, and having had sex with 
a man in the previous six months. Of eligible participants, 
1,965 (93.9%) were interested in study participation. A 
total of 1,074 men completed the survey; thus 21.9% of 
men approached and 51.4% of eligible men completed the 
survey. Approximately one-third (33.7%) completed the 
survey at a venue, while the remaining two-thirds (66.3%) 
of respondents completed the survey at home. A total of 
912 men had complete data for all the IPV questions in the 
survey and were included in the final analysis. There were 
no differences in age, race, HIV status or sexual orientation 
between participants who took the survey and participants 
with complete information on IPV who comprise the final 
analysis sample. Additionally, there were no differences 
in age, race or sexual orientation between men who were 
eligible for the study and men who chose to participate in the 
survey.

The self-administered, iPad-based survey contained 
several domains of questions regarding demographics (e.g., 
age, education, and race) and recent sexual behavior with male 
partners. To measure IPV, the survey included 30 items taken 
from the FGDs: participants were asked if they considered 
each one of the items to be IPV (yes/no), and if they had 
experienced it from or perpetrated it against a male partner 
in the past 12 months. The survey also included the short-
form CTS and the binary questions based on the Center for 
Disease Control and Prevention (CDC) definitions measuring 
the experience and perpetration of physical and sexual IPV. 
VBS resulted in a diverse sample: 48% white non-Hispanic, 
40% Black/African-American non-Hispanic, and 12% Latino/
Hispanic or other. The mean age was 34.5 (+/- 10.6) years, 
with the majority reporting at least some college education 
(51.1%), current employment (78.9%), negative HIV status 
(69.3%) and homosexual sexual orientation (90%).

Results
While more than 90% of respondents agreed that 

hitting, punching, kicking, rape, slapping and intentional 
damage to property were forms of IPV, fewer than 40% of 
participants reported that preventing the victim from seeing 
his friends or family, putting the perpetrator’s sexual needs 
before the victim’s, asking/telling the victim to act straight 
around others, criticizing the victim’s clothes, or calling the 
victim fat were considered IPV. Definitions of IPV tended 
to focus more on physical and extreme forms of sexual IPV, 
whereas controlling behaviors were less likely to be viewed 
as IPV. Tests for statistical differences in the proportion 
reporting of each item as IPV by race were performed. 
Latino/Other men reported an average of 20 of 30 items as 
IPV and Black/African-American men on average of 19 

of 30, both significantly higher than the mean 17 reported 
by white men (Latino/Other versus White p<0.012, Black/ 
African American versus White p<0.003). There were clear 
racial variations in the definitions of IPV: Black/African-
American participants were significantly less likely than 
White respondents to report that hitting (p<0.023), punching 
(p<0.012), kicking (p<0.004), rape (0.045), slapping 
(p<0.005), intentionally transmitting HIV (p<0.002) and 
intentional damage to property (p<0.001) were forms of 
IPV. Conversely, Black/African-American and Latino/
Other men were more likely to report than White men that 
doing something sexual for which you hadn’t given consent 
(Black/ African American p<0.023, Latino/ Other p<0.019), 
preventing someone from seeing their family or friends 
(Black/ African American p<0.017, Latino/ Other p<0.007) 
, refusing to wear a condom during sex (Black/ African 
American p<0.005, Latino/ Other p<0.034) , name-calling 
(Black/ African American p<0.046, Latino/ Other p<0.027) 
, and cheating (Black/ African American p<0.016, Latino/ 
Other p<0.039) were forms of IPV. Black/African American 
and Latino/Other men were also more likely to report than 
White men that controlling behaviors, such as demanding 
access to a cell phone or email (Black/ African American 
p<0.017, Latino/ Other p<0.019), reading text messages 
or email (Black/ African American p<0.035, Latino/ Other 
p<0.042) , and preventing someone from seeing his friends 
were forms of IPV (Black/ African American p<0.018, 
Latino/ Other p<0.035). 

STAGE 2: UNDERSTANDING THE DOMAINS OF IPV 
AMONG GAY AND BISEXUAL MEN 
Methods

Rotational factor analysis was conducted with the survey 
data to identify which of the 30 items were to be included 
in the IPV-GBM scale (Table 1). The factor structure of the 
IPV-GBM scale was determined using principal components 
analysis with oblique rotation using a promax solution. The 
factor analysis was conducted for the total sample, and then 
separately for White and Black/African-American respondents 
to assess racial variations in scale content. There were 
insufficient numbers of Latino/Other respondents to allow 
factor analysis to be performed for this group. Reliability 
of the scales was assessed by calculating Cronbach’s alpha 
to assess the internal consistency of the items. Adequate 
reliability was indicated if Cronbach’s alpha was >0.70. 

Results
 The factor analysis yielded 5 unique factors with 

eigenvalues >1.0: physical and sexual IPV, monitoring 
behaviors, controlling behaviors, HIV-related IPV, and 
emotional IPV. The same five factors were identified for each 
racial group, although the content of the factor varied by race. 
Five items did not load into any factor: name-calling, refusing 
to wear a condom during sex, revealing the victim’s sexual 
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Table 1: Factor analysis of definitions of intimate partner violence among gay and bisexual men. Data are from a venue-based self-
completed survey with gay and bisexual men, 2011 (N=912).

Items Factor Loading
All men White men Black men

Domain 1: Physical & Sexual
Eigenvalue (Proportion of Variance Explained) 9.6985 (0.3233) 9.21088  (0.3070) 10.20997 (0.3403)

Combined Cronbach Alpha 0.8458 0.8167 0.8987
Slap you 0.8312 0.8044 0.8836
Punch you 0.8272 0.7655 0.8756
Hit you 0.8289 0.7715 0.8769
Kick you 0.8272 0.7655 0.8775
Push you 0.8567 -- 0.9021
Force you to do something sexually that you didn’t want to do 0.8717 -- 0.9035
Rape you 0.8322 0.7883 0.8793
Damage your property (for example, break a TV or cell phone) 0.8458 0.8368 0.8894

Domain 2:  Monitoring 
Eigenvalue (Proportion of Variance Explained) 4.16566 (0.1389) 3.80936 (0.1270) 4.04978 (0.1350)

Combined Cronbach Alpha 0.9226 0.9279 0.9148
Demand access to your cell phone 0.9022 0.9031 0.8997
Demand access to your email 0.8983 0.9015 0.8918
Read your text messages without your knowledge 0.8944 0.9013 0.8837
Read your email without your knowledge 0.8928 0.9002 0.8829
Repeatedly post on your social networking pages 0.9345 0.946 0.9186

Domain 3: Controlling 
Eigenvalue (Proportion of Variance Explained) 1.76858 (0.0509) 1.73009 (0.0577) 1.95378  (0.0651)

Combined Cronbach Alpha 0.8860 0.8864 0.8869
Prevent you from seeing your family 0.8531 0.8522 0.8573
Prevent you from seeing his family 0.8606 0.8683 0.8541
Prevent you from seeing your friends 0.8435 0.8384 0.8452
Prevent you from seeing his friends 0.8569 0.8559 0.8618

Domain 4: HIV-related 
Eigenvalue (Proportion of Variance Explained) 1.47115 (0.0490) 1.56658 (0.0522) 1.44745 (0.0482)

Combined Cronbach Alpha 0.8512 0.8476 0.8326
Lie to you about his HIV status 0.716 0.6995 0.7931
Not tell you he had HIV before you had sex 0.7156 0.683 0.7886
Intentionally transmit HIV to you 0.8999 0.9122 0.8000
Cheat on you -- -- 0.8031
Put his sexual needs before yours -- -- 0.8349

Domain 5: Emotional 
Eigenvalue (Proportion of Variance Explained) 1.25644 (0.0419) 1.138720 (0.0462) 1.25642 (0.0419)

Combined Cronbach Alpha 0.7152 0.7607 0.6994
Call you fat 0.6707 0.7207 0.6422
Ask or tell you to “act straight” around certain people 0.5996 0.699 0.5844
Criticize your clothes 0.6031 0.6898 0.5924
Put his sexual needs before yours -- 0.7092 --

Total Chronbach Alpha for All Domains Combined  0.9060 0.8960 0.9147
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orientation to others (“outing” him), doing something sexually 
for which the victim had not given his prior consent, and 
unintentionally transmitting HIV to the victim. The following 
five domains of IPV among gay and bisexual men were 
identified.

Physical and Sexual IPV. This factor was comprised of 
slapping, punching, hitting, kicking, pushing, coerced sex, 
rape, and damage to property. However, for Black/African-
American respondents, pushing and coerced sex did not load 
into this factor. The factor explained 32% of total variance 
for the total sample: 31% for white men and 34% for Black/
African-American men.

Monitoring Behaviors: The same items loaded for all groups: 
demanding access to a cell phone, demanding access to email, 
reading text messages or email(s) without knowledge, and 
repeatedly posting on victim’s social networking pages (e.g., 
Facebook, Twitter), explaining approximately 14% of total 
variance.

Controlling Behaviors: Again, the same items loaded for all 
groups: preventing a victim from seeing his family or friends, 
and preventing victim from seeing his partner’s family or 
friends, explaining approximately 5% of the variance.

HIV-related IPV: For the total sample the items loading in this 
factor were lying about HIV status to a partner, not revealing 
positive HIV status to a partner before sex, and intentionally 
transmitting HIV, which collectively explained 5% of the total 
variance. 

Emotional IPV: For the total sample the following items 
loaded: calling the victim fat, asking/telling the victim to 
“act straight,” and criticizing the victim’s clothes, explaining 
approximately 4% of the variation. 

Among the total sample, the most commonly experienced 
forms of IPV in the past 12 months were criticizing of clothes 
(emotional IPV), reading text messages without permission 
(monitoring behavior), and pushing/shoving (physical and 
sexual IPV). The least commonly experienced forms of IPV 
were rape (sexual IPV), preventing victim from seeing his 
family (monitoring behaviors), and intentionally transmitting 
HIV (HIV-related IPV). 

STAGE 3: INITIAL DEVELOPMENT OF THE IPV 
SCREENING TOOL 
Methods

The 5 domains of IPV were then used as the basis for 
the development of the short IPV screening tool. The first 
stage involved a comparison with existing IPV screening 
tools. The comparison focused on content and format (e.g., 
number of questions/length) of existing tools. Only 2 existing 
short-form screening tools (HITS model and short-form CTS) 

are validated for use with men. The HITS model contains 
4 questions and the short-form CTS contains 20 questions. 
Rabin et al,29 found that of 21 screening tools for IPV, the 
mean number of items was 4.2. Our aim was to include each 
of the 5 domains of IPV identified by men in the survey as 
a separate construct on the screening tool to ensure that the 
tool was comprehensive in its definition of IPV for gay and 
bisexual men. 

Results 
The first draft of the short-form tool consisted of 5 

questions addressing the behaviors associated with the 5 
unique factors of violence yielded through the factor analysis. 
The short-form tool questions were based on the 5 domains 
of IPV, although the short-form tool slightly modified the 
grouping of IPV factors.  Although the factor analysis yielded 
physical and sexual IPV as one factor, we created separate 
questions for sexual and physical IPV.  To maintain the 
brevity of the tool as a whole, we combined monitoring and 
controlling behaviors into one question. We also considered 
whether to phrase the questions in yes/no or frequency 
forms. While both the HITS model and short-form CTS use 
frequency forms, we determined that the detection of any 
violent experience within a relationship was a more important 
measurement than the frequency at which it occurred and 
therefore decided to phrase each question in a yes/no format. 
For each domain we created a screening construct that 
comprised multiple questions. For example, for physical IPV 
the screening construct was: In the past year, have arguments 
in your relationship escalated into any of the following: 
destruction of property, grabbing, restraining, pushing, 
kicking, slapping, punching, threats of violence or other acts 
of physical intimidation?

STAGE 4: EXPERT REVIVEW OF SCREENING-TOOL
Methods 

The first draft of our tool was revised through an expert 
review process.30-32 We contacted 13 individuals from 8 
organizations that work on issues of IPV among gay and 
bisexual men. Six of the eight organizations are based in 
the Atlanta area.  Experts were asked whether each of the 
constructs in the tool constituted violence, and were asked to 
suggest changes to the content and wording of each question. 

Results
The main changes suggested by the experts included: the 

inclusion of physical intimidation as well as actual acts of 
physical IPV, and the expansion of controlling and monitoring 
to include financial control and workplace monitoring. 
The major change was the addition of a sixth question that 
examined threats of IPV within relationships, and included 
items measuring whether the respondent felt threatened or 
isolated within their relationship, or whether others had raised 
questions about his safety in the relationship. 
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Table 2: Results of cognitive interviewing of human immunodeficiency virus (HIV) screening tool. Data are from individual interviews 
conducted with gay and bisexual men at Gay Pride venues, October 2012 (N=48).

HIV screening tool questions
Do you find this 

question to be 
understandable?

Do you 
consider the 

examples 
listed in this 
question to 

be violent 
behaviors?

Do you find 
this question 

insulting or 
offensive?

Would you be 
comfortable 

answering this 
question during a 

medical visit?

Yes % (N) Yes % (N) Yes % (N) Yes % (N)

In the past year, has your partner pressured or forced 
you to do something sexual that you didn’t want to 
do? Examples may include any of the following: oral 
or anal sex, having sex with others, having sexual 
partners outside the relationship, or any other sexual 
activity that made you feel uncomfortable.

93.7 (45) 77.1 (37) 2.1 (1) 97.9 (47)

In the past year, has your partner refused to wear 
a condom even after condom-use was requested? 
Have you suspected or confirmed that your partner 
lied to you about their HIV status, or intentionally tried 
to transmit HIV to you?

91.7 (44) 87.5 (43) 2.1 (1) 95.8 (46)

In the past year, have arguments in your relationship 
escalated into any of the following: destruction of 
property, grabbing, restraining, pushing, kicking, 
slapping, punching, threats of violence or other acts 
of physical intimidation?

95.8 (46) 100 (48) 2.1 (1) 95.8 (46)

In the past year, has your partner insulted, criticized, 
threatened or yelled at you in any way? Examples 
may include the following: using slurs, calling 
you names, calling you fat, criticizing your sexual 
performance, criticizing your clothing, asking you to 
act more masculine or threatening to out you.

97.9 (47) 87.5 (43) 2.1 (1) 95.8 (46)

In the last year, has your partner prevented you from 
communicating with or seeing your friends/family/
coworkers? Monitored or demanded access to your 
cell phone, email, social networking sites, finances or 
spending?

97.9 (47) 72.9 (35) 0.0 (0) 93.8 (45)

In the last year, have you ever felt afraid, threatened, 
isolated, trapped or like you are walking on eggshells 
as a result of your relationship? Have your friends or 
family raised concerns about your safety within your 
relationship?

95.8 (46) 81.3 (39) 2.1 (1) 93.8 (45)

STAGE 5: COGNITIVE INTERVIEWING WITH GAY 
AND BISEXUAL MEN
Methods

 We aimed to conduct cognitive interviews with 45 
local gay and bisexual men recruited at an Atlanta Pride 
event, with the aim of examining understanding of the 6 
questions used in the tool among the target population. A 
VBS sampling approach was used: men were asked about 
their gender identity, sexual orientation, age, and race. Men 
were asked to read the screening tool and provide feedback 
on the questionnaire’s clarity and ease of administration. In 
total, 48 cognitive interviews were conducted. Although larger 

sample sizes would clearly be desirable for this process, we 
argue that given that our screening tool items were generated 
from focus group data, were then derived from a large random 
sample of 912 gay and bisexual men, and the product was then 
subjected to expert review, that a sample of 48 for cognitive 
interviewing is sufficient to allow us to test the cognition of 
the tool constructs among our target audience. 

Results
Over 90% of participants reported that each item on 

the screener was easy to understand; although participants 
reported that the questions around HIV-related IPV were the 
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Table 3. Intimate partner violence (IPV) screening tool for gay and bisexual men.
Constructs of IPV for gay and bisexual men Responses

Q1: Have arguments in your relationship escalated into any of the following: destruction of property, 
grabbing, restraining, pushing, kicking, slapping,  punching, threats of violence or other acts of physical 
intimidation?

Q2: Has your partner pressured or forced you to do something sexual that you didn’t want to do? 
Examples may include any of the following: oral or anal sex, having sex with others, having sexual 
partners outside the relationship, or any other sexual activity that made you feel uncomfortable.

Q3: Has your partner pressured you to have sex without a condom after you asked to use a condom? 
Or do you suspect that your partner has lied to you about their HIV status, or intentionally tried to 
transmit HIV to you?

Q4: Has your partner insulted, criticized, threatened or yelled at you in any way? Examples may include 
the following: using slurs, calling you names, calling you fat, criticizing your sexual performance, 
criticizing your clothing, asking you to act more masculine or threatening to out you

Q5: Has your partner prevented you from communicating with or seeing your friends/family/coworkers? 
Or monitored or demanded access to your cell phone, email, social networking sites, finances or 
spending?

 Q6: Have you ever felt afraid, threatened, isolated, trapped or like you were walking on eggshells 
within your relationship? Or have your friends or family raised concerns about your safety within your 
relationship?

YES         NO

YES         NO

YES         NO

YES         NO

YES         NO

YES         NO

most difficult to understand (92% found it understandable). 
Common concerns were that the question was too long and 
complex, and participants offered alternative wording to ease 
comprehension. While 100% found the question relating to 
physical aggression to represent violence, only 72.9% found 
the question relating to monitoring and controlling behaviors 
to represent violence. Many participants has stated that 
violence is defined by the use of physical force and the use 
of pressuring, verbally aggressive, monitoring or controlling 
behaviors did not constitute violence, but rather constituted 
abusive behaviors. More than 93% of participants reported 
that they would be willing and comfortable in answering each 
of the questions during a medical visit, and 98% reported that 
they would not be offended by being asked these questions 
during a medical visit.

Based on feedback from the cognitive interviewing, 
we revised the question related to HIV-related IPV and the 
question related to the threat of IPV in the relationship. For the 
final screening tool, we also reordered the questions so that the 
question related to physical aggression went first, followed by 
the question related to sexual violence. The resultant screening 
tool is shown in Table 3.

STAGE 6: NATIONAL SURVEY OF IPV AMONG GAY 
AND BISEXUAL MEN
Methods:

 In order to examine whether the screening tool would 
identify the same prevalence of IPV as commonly used 
measures of IPV, we conducted a survey with an online-
recruited sample of gay and bisexual men. Banner ads were 

placed on Facebook for 12 consecutive days in November 
2012. In that time, the ads were shown to 432,632 men and 
received 6,687 clicks: 1,739 (26%) consented to take the 
survey and 1436 (83%) began the survey. Of those consenting, 
37 (2%) were under 18 years old, 15 (0.08%) reported a 
gender other than male, 335 (19%) had not had sex with a man 
in the past 6 months, and 15 (0.08%) lived outside the US. In 
total, only 1146 (80%) men completed the survey. Given the 
aim of comparing prevalence of IPV across the 2 measures 
of IPV, the analysis was restricted to participants who had 
completed both IPV sections. This produced a sample of 
822 (72% of those who completed the survey). There were 
no differences in age, race, education or sexual orientation 
between men who completed all sections of the survey and 
men with missing data for either of the sets of IPV questions.

Ethical approval for the survey was provided by Emory 
University institution review board. Respondents were 
shown an electronic consent form, and had to click ‘consent 
to take survey’ to proceed to the survey. The survey was 
hosted by Survey Gizmo, and responses to the survey were 
restricted to 1 per IP address to prevent multiple submissions 
from the same computer. Respondents were asked to report 
both experiencing and perpetrating physical and/or sexual 
intimate partner violence in the previous 12 months. Standard 
CDC definitions of IPV were used.42 For physical violence, 
respondents were asked if any of their partners attempted 
to hurt them, including “pushing, holding you down, hitting 
you with a fist, kicking, attempting to strangle [you], [and/
or] attacking you with a knife, gun, or other weapon.” 
Experiences of sexual violence included instances in which 
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a partner “used physical force or verbal threats to force you 
to have sex when you did not want to.” The same criteria 
were used to measure reporting of perpetration of physical 
and sexual violence. Participants were also asked to answer 
all 6 questions on the short-form tool. Statistical tests for the 
proportion reporting each form of IPV by race/ethnicity, age 
and education were conducted.

Results
The prevalence of IPV among all respondents using 

the new IPV screening tool was 30.78%, compared to only 
7.5% captured by the standard CDC IPV questions (Table 4). 
Using the new IPV screening tool, the most common forms 
of IPV experienced were emotional and physical IPV (18.5% 
and 12.4%), while the least common were HIV related IPV 
(3.3%), sexual IPV (6.3%), and monitoring and controlling 
behaviors (9.4%). In contrast, using the standard CDC IPV 
questions, 6.6% reported experiencing physical violence while 
2.3% reported experiencing sexual violence from a partner. 

Using the new IPV screening tool questions, we found 
statistically significant differences in the experience of 
physical IPV (p<0.013) and HIV-related IPV (p<0.023) 
by race/ethnicity, and a statistically significant difference 
in the prevalence of sexual IPV by age (p<0.309). There 
was a statistically significant difference in the reporting of 
monitoring or controlling behaviors by age (p<0.026) and 
education level (p<0.019). The reporting of emotional IPV did 
not vary by any of the demographic characteristics. 

DISCUSSION
Integration of IPV screening into routine health 

services has been recommended and operationalized for 
many years;21-22 however, little research has examined the 
integration of IPV screening into routine health care for gay 
and bisexual men. Routine screening increases identification 
of victims of IPV.33 Training health care providers on 
the experience of IPV among gay and bisexual men and 
encouraging routine screening of male clients for IPV may 
provide an opportunity to reach men who are experiencing 
IPV, and to provide counseling, referrals and linkage to 
prevention services.

In this current study, we outlined the initial development 
of a short-form screening tool to screen for IPV among gay 
and bisexual men. The screening tool was based on definitions 
of IPV drawn from a sample of gay and bisexual men, and 
refined through expert view and cognitive interviewing. 
Participants largely conceptualized IPV as including physical 
violence and extreme sexual coercion, items that are included 
in screening tools used for heterosexual populations. However, 
the new tool captures areas of IPV not included in other 
measures that gay and bisexual men reported as constituting 
IPV. These included HIV-related IPV, monitoring behaviors 
(such as observing emails/texts) and controlling behaviors 
(including limiting access to friends or family), suggesting 

that IPV is conceptualized differently among gay and bisexual 
men than it is among heterosexual populations.

A significant difference between our new scale and those 
previously used for heterosexual populations is the addition 
of more items measuring IPV. Obviously, the addition of 
more items to a scale it likely to yield a higher prevalence of 
the overall construct. This was seen when the new screening 
tool identified a significantly higher prevalence of IPV in a 
national sample of gay and bisexual men than traditionally 
used measures of IPV. This may suggest that the inclusion 
of items in an IPV screening tool that more closely reflects 
the lived experiences of gay and bisexual men – many of the 
new items were suggested by participants in FGD in response 
to the items commonly included on screening tools— may 
lead to a more accurate, although higher, estimation of the 
prevalence of IPV. Of course, it is also possible that these 
additional forms of IPV are also prevalent in heterosexual 
populations, and the higher prevalence is merely the product 
of the addition of more items to a scale. However, without a 
comparable sample from a heterosexual population we are 
unable to confirm this at this point. The next stage in this line 
of research is to apply the scale a heterosexual population in 
a similar environment and compare the overall prevalence of 
IPV and the prevalence of each domain of IPV between gay 
and bisexual men versus heterosexuals. 

There are a number of limitations to the current study. For 
the FGDs, the survey sample of 912 gay and bisexual men, 
and the cognitive interviewing relied on venue-based sampling 
rather than random sampling. However, there is increasing 
evidence that this form of sampling produces a sample of 
similar diversity as is found with random sampling methods35. 
For stage 5, the survey was recruited through banner 
advertisements on Facebook. This online recruited sample is 
unlikely to be representative of the general gay and bisexual 
population of the U.S. For stages 1, 2 and 4 the data are 
specific to the metro-Atlanta area, and there may be regional 
differences in how gay and bisexual men experience and 
conceptualize IPV. For stages 1, 2 and 4 the samples include 
small numbers of racial/ethnic groups other than White or 
African American/Black: this limited the ability to draw useful 
conclusions about IPV in other racial/ ethnic groups. 

The current work sets the foundation for several pieces of 
further research. First, comparable data from a heterosexual 
sample is needed to assess the extent to which these new IPV 
scale items are gay and bisexual specific. The results presented 
here should be viewed as the first stages in the creation of 
an IPV screening tool for gay and bisexual men. The results 
have highlighted how gay and bisexual men conceptualize 
IPV, have illustrated several racial variations in the definition 
of IPV, and have condensed the definition of IPV into 6 scale 
items that gay and bisexual men largely agreed constituted 
IPV and would appropriate in a clinical/medical setting. 
However, further sensitivity and specificity analysis are 
needed utilizing a larger sample of gay and bisexual men 
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to examine the extent to which the new scale captures the 
experience of IPV. 

CONCLUSION
The results presented here provide encouraging evidence 

for a new, more accurate, tool for screening for IPV among 
gay and bisexual men in the U.S. The tool is intended for use 
by health care providers, as is standard practice with the tools 
currently used to screen heterosexual women for IPV. The 
tool consists of 6 short questions which, during our cognitive 
interviewing process, men reported willingness to answer 
during a medical visit. The screening tool requires a 6th grade 
reading level and takes less than 10 minutes to administer; 
similar characteristics to many existing IPV screening tools. 
Given the increased attention to IPV among gay and bisexual 
men, a screening tool based on more accurate measures 
of IPV that are grounded in the lived realities of gay and 
bisexual men is vital. Further work is now required to test this 
screening tool on larger samples of gay and bisexual men, and 
to explore the extent to which the screening tool is applicable 
to other racial/ethnic groups and is acceptable to both health 
care providers and clients. 
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Introduction: Child maltreatment (CM) is a significant public health problem that increases 
following natural disasters. Ecological approaches have been used to study these complex 
phenomena, and the current research fits within this perspective by conducting qualitative 
interviews with disaster response and family-serving community agencies. The purpose of the 
study was to identify whether or not community agencies identified CM as an issue that is relevant 
for disaster planning and response and their perspectives on risk and protective factors for CM 
risk following disaster.  

Methods: Agencies (n=16) from 2 geographical areas participated - one that recently 
experienced a natural disaster (Louisiana (LA), n=7) and one that had not (Georgia (GA), n=9). 
Agency representatives completed semi-structured telephone interviews (n=16) and follow up in 
person focus groups (n=14).  Theory-driven, thematic analyses were completed.  

Results: Results suggested that community agencies agree that post-disaster environments 
increase the risk for CM and that CM prevention has a role in disaster response planning.  Risk 
and protective factors were identified according to Bronfenbrenner’ s ecological framework.  

Conclusion: Study results support the need to include CM prevention efforts within disaster 
planning and provide guidance for future research to inform such efforts. [West J Emerg Med. 
2013;14(4):402–408]

Georgia State University, School of Public Health, Atlanta, Georgia
Georgia State University, Department of Psychology, Atlanta, Georgia

INTRODUCTION
General population studies indicate that a significant 

proportion of people in the United States experience natural 
disasters.1 Children are a vulnerable population requiring special 
consideration during and following disaster.2A recent nationally 
representative study of U.S. youth indicated that 13.9% reported 
lifetime natural disaster exposure, with 4.1% reporting exposure 
in the past year.1 Comprehensive disaster response planning 
for children addresses the basic needs of nutrition, shelter, 
sanitation, and clothing, as well as mental health consequences 
related to disaster exposure. 2-4 Absent, however, is disaster 
planning and prevention related to disaster-related secondary 
intentional injury risk, such as child maltreatment (CM).  

Data suggest that CM incidence rates can increase 
following natural disaster. Specifically, Keenan et al5 found 

*
†

that rates of intentional child traumatic brain injury increased 
in the 6 months post Hurricane Floyd. Similarly, Curtis et al.6 
found that following 2 of 3 disasters studied, the incidence and 
confirmation of child abuse reports was higher 3 and 6 months 
following disaster. Children who experience maltreatment or 
abuse are at great risk for deleterious behavioral, academic, 
psychological and health problems.7-10 Given the increase 
in CM following disaster, and the pervasive impact of CM, 
research on disaster response and CM prevention efforts is 
warranted. This area of research is especially relevant for 
medical professionals working in emergency medicine, as 
children are often seen in medical settings post-disaster and, 
thus, these professionals could serve as important contributors 
to disaster planning and coordinated response efforts targeting 
CM prevention.11
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Bronfenbrenner’s ecological systems framework,12 
which emphasizes a broad contextual approach to human 
development and risk and resilience to stress, has been applied 
to both post-disaster risk13 and child maltreatment risk.14 
This framework describes multiple contexts that make up a 
child’s ecological system, which vary in their proximity to 
the child and include the macrosystem (cultural values and 
beliefs), the exosystem (processes that take place between 
multiple contexts, one of which does not directly involve 
the child but has implications for child development), the 
mesosystem (linkages between proximal ecologies within 
which the child develops), and the ontogenic level (factors 
within the individual that impact developmental adaptation).14 
Factors within different ecologies can increase the risk for 
CM post-disaster. For example, disaster might directly impact 
family microsystem factors that have been associated with 
CM, such as parental stress, mental health and substance 
abuse15, or parenting behaviors.16 Disasters also have the 
potential to disrupt higher order ecologies, by decreasing the 
availability of important community resources that provide 
CM prevention and disaster response services. No research 
exists on this topic to date. 
 
Purpose of Current Study

To date, there has been a paucity of research examining 
whether disaster planning should include CM prevention/
intervention, policy, and resources. The purpose of this 
exploratory study is to further explore the association between 
CM and disaster by soliciting the opinions of representatives 
of community agencies who have been involved in disaster 
prevention, or providing services to children and families. 
Participating organizations were located in the capital cities of 
2 states--one with extensive experience with natural disaster in 
recent years (Baton Rouge, Louisiana), and one with relatively 
less experience (Atlanta, GA). Several exploratory research 
questions were addressed that impact various ecological 
contexts: Do community agencies perceive a relationship 
between CM and disaster? What have participants relevant 
experiences related to CM in post-disaster environments? 
Should CM be addressed in disaster planning? Are there 
recommendations for programming and policy related to CM 
in disaster planning and post-disaster environments? Who 
are the most important professionals to include in disaster 
planning and response to assist with targeting CM efforts?

METHODS
Participants

The current study, funded by a collaborative grant from 
the Centers for Disease Control and Prevention and Georgia 
State University, included 16 representatives of stakeholder 
agencies in Louisiana and Georgia. To identify relevant 
organizations, members of the research team contacted experts 
in child welfare in each state and conducted internet searches. 
In each state, attempts were made to recruit representatives 

from pediatric medicine, child and adult mental health, child 
protection, CM prevention, disaster planning, and schools. 
A research team member attempted to recruit each agency of 
interest via an email or a voice message that explained the 
purpose of the study. In total, 27 agencies were contacted about 
study participation. Specifically, 11 contact attempts were made 
to agencies in Louisiana, and contact was successful with 7 
agency representatives, all of whom consented (3 female, 4 
males). Organization representatives were located in Baton 
Rouge or New Orleans and worked in pediatric medicine, child 
and adult mental health, child protection, and CM prevention. 
In Georgia, 16 agency contact attempts were made, 9 of which 
were successful. All 9 representatives who were successfully 
contacted consented (6 females, 3 males). Representatives were 
from agencies in metro-Atlanta that focused on education, 
disaster response and preparedness, child and adolescent 
mental health, CM prevention, and pediatric medicine. All 
agency representatives held Director or Co-director leadership 
positions. Further information describing the agencies is 
excluded to protect confidentiality.

Study Measures
A semi-structured interview, consisting of 22-27 

questions, served as the primary mode of data collection for 
this study. The research team developed an initial draft of 
the interview and vetted it with 2 experts in CM and disaster 
research for review. Following review, the research team 
incorporated recommendations and finalized the measure, 
which included semi-structured and open-ended questions. 
Question topics included: Agency mission and focus of 
work, Agency roles related to CM and disaster planning, 
Experiences related to the connection between disaster and 
maltreatment, Opinions regarding the need to address CM in 
disaster planning, Opinions on the types of professionals who 
should be involved in the planning and response efforts, and 
recommendations for improving the current programming and 
policy related to CM during a disaster and within the post-
disaster environment. 

Procedures
We conducted research over a 2-year period. Procedures 

were conducted separately and sequentially for the 2 study 
sites; with Louisiana agencies participating in Year 1 and 
Georgia agencies in Year 2. Research team members contacted 
agencies of interest by phone or email to explain the purpose 
of the study. Interested respondents (those who replied or 
responded to recruitment email on phone call) were informed 
about the purposes and procedures of the project, and asked to 
consent to the study, which was approved by the Georgia State 
University Institutional Review Board.

All agency representatives (n=16) who responded to 
initial recruitment agreed to participate in this study were 
asked to complete a 1-hour telephone interview. Following 
the interview, participants were invited to an in-person 
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group meeting that included all participating agencies within 
that particular state (e.g., separate meetings for agencies in 
Louisiana and Georgia).  

Telephone Interview. Following consent, a telephone interview 
was scheduled. Study participants were sent a hard copy of 
the interview questions prior to the interview. Interviews 
were conducted by one of the 4 research team members. All 
participants gave permission for the telephone interview to 
be audio recorded. The interview continued until responses 
were collected for all the interview questions, usually about 
an hour. All interviews were transcribed and reviewed by each 
participant for accuracy. 

Follow-Up Group Meeting. Group meetings were held to 
bring the stakeholder agencies within each state together to 
review the interview data collected, provide feedback about 
conclusions drawn by the investigative team, and to discuss 
collectively whether there were additional recommendations 
for CM efforts in the aftermath of disaster. These meetings 
were held in centralized locations for participating agencies 
and were led by the 2 principal investigators. All participants 
agreed to participate in the groups; however, on the day of 
the scheduled group, one organization representative in each 
state cancelled, leaving 6 participants in Louisiana and 8 in 
Georgia. All group-meeting attendees were reimbursed $100 
for the 3 hours of time devoted to participation in the project 
(1 hour for interview, 2 hours for group meeting).  

Interview Design and Data Analysis
We used a theory driven approach to analyze semi-

structured interviews. First, audio-recorded interviews were 
transcribed. 17 Second, the PIs and two graduate research 
assistants read the raw data independently and generated 
codes from theory that were used to identify themes within 
and across participants. Specifically, each member of the 
research team extracted responses that represented different 
levels of the ecological model theory 12 which was selected 
as the classification system for these data based on the work 
of Weems and Overstreet.13 Each ecological context was 
operationalized as follows: 1) Macrosystem- participant 
responses reflect cultural values and beliefs at the policy level 
that impact children; 2) Exosystem- responses that reflect 
a relationship between 2 or more contexts, and includes 
1 context that does not directly involves the child, but 
impacts child development; 3) Mesosystem- responses that 
reflects linkages between proximal child/family contexts; 
4) Microsystem- responses that directly represent contexts 
in which the child develops. Because of the nature of the 
study participants, interview and focus group questions did 
not include ontogenic level content, and this context was 
not operationalized for the study. Third, the 2 PIs developed 
lists of codes, which were then matched and integrated into a 
single codebook. When coding discrepancies arose, they were 

resolved through discussion and enhanced definition of codes. 
For codes that could not achieve consistency of agreement, 
the codes were dropped.17 The final list of codes, constructed 
through a consensus of team members, consisted of a 
numbered list of themes that related to CM prevention in the 
aftermath of disaster. Excerpts from participants’ interviews 
have been selected to illustrate identified themes. Finally, the 
interview themes identified by the researchers were presented 
to participants in Louisiana and Georgia, during the group 
meeting for discussion and feedback. We coded feedback and 
included it in the final themes presented in the results section. 

RESULTS
Overall, participants agreed that disaster exacerbates risk 

factors for CM. For instance, a Louisiana (LA) participant 
indicated that following Hurricane Katrina, “People don’t 
have the resources they did before…Just knowing the stressors 
that cause abuse and neglect, there was a natural thought that 
it would go up much higher than normal.” No participants had 
implemented or knew of any agencies that had implemented 
CM prevention programming as part of disaster response, and 
all agency representatives agreed that it could and should be 
incorporated.

Themes identified according to ecological context are 
presented below. Illustrative quotes identified by state only to 
protect confidentiality. 

Macrosystem Factors 
Culture of Disaster Response: Short-term versus a long-
term view. GA and LA participants consistently reported that 
the culture of disaster response is to serve the immediate, 
basic needs of impacted individuals. As one LA participant 
indicated, “The focus is really on the crisis intervention and 
the immediacy of needing housing and financial assistance 
and not much care to the larger picture of the trauma, the 
psychological trauma and familial trauma that is taking place.” 
Similarly, a GA participant stated, “The mental health needs 
[and protection] of children is really secondary to finding 
shelter and food.” Participants emphasized both a short- and 
long-term view for disaster recovery: “Years later [post-
Katrina], most of the money is gone, and yet…our mental 
health needs in our population have skyrocketed. [There is] 
more acting [out], more substance abuse, dual diagnosis, more 
mental health than we’ve ever had in our kids before, that 
needs to be addressed (LA participant).” 

The impact of policy (or lack thereof) in the every phase of 
disaster planning. Participants from both states stressed that 
for CM to be addressed, policy decisions would need to be 
put in place for all phases of disaster planning (preparedness, 
response, and recovery). One GA participant noted the 
importance of involvement by community and state family-
focused agencies in the preparedness phase of disaster 
planning. “First and foremost would be communication, to 
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somehow help communities plan ahead and not just react 
to the disaster, but think carefully about building protective 
factors and preventive things…both long term and short term.”  
Related to response and recovery, participants discussed the 
importance of establishing the appropriate funding streams 
for handling CM. Participants noted that there is increased 
attention to providing funding for substance abuse/mental 
health issues post-disaster, and that it could be beneficial to 
include CM prevention as part of this funding mechanism. 

Exosystem Factors. 
Connecting Displaced Families to New Communities. In both 
states, participants shared stories about families displaced by 
disaster who struggled with getting connected to community 
resources. One LA participant suggested, “When families 
are displaced, they have limited knowledge of available 
community resources and have lost records. It would be 
nice to have a preplanned central location for families to 
report to learn about available financial, job, housing, and 
health information.” This could be a requirement for disaster 
preparedness committees in every community to help reduce 
the stress of relocated families.

Community Support for Parents. Participants agreed that 
providing support to parents is essential to reduce the CM risk 
post-disaster. Participants suggested that states or communities 
could identify a coalition of prescreened child professional 
volunteers who would be ready to offer family and child 
services after disaster, or opportunities for subsidized child 
care post disaster. A GA participant stated “… there is a huge 
resource that we don’t provide that we could do a better job 
of, and that’s subsidized child care... after a community-wide 
trauma one of the things that would help the community to 
heal would be to automatically be able to help parents taking 
care of their kids so they can their lives back together.” 

Help for the Helpers. In disaster aftermath, many service 
professionals are dealing with their own personal loss and 
disaster-related stressors, which reduces their capacity to 
help others: “We had some staff in trailer parks…staff wasn’t 
eligible for congressional relief, which was frustrating 
because we could help your case load, but we couldn’t help 
you (LA).” Additionally, many helpers are displaced to other 
communities or are reassigned as a part of disaster plans. One 
LA participant reported that of the “staff of 1,800 employees 
in Office of Child Services, 900 of them went to shelter duty, 
600 evacuated, so that left 300 to do the daily work of the 
agency for almost 3 solid months after Katrina. So the impact 
on us as the caregiver was huge.” Participants emphasized the 
need for plans and policy that would allow for creative ways 
to enhance qualified providers to serve families, especially 
during the initial response phase in which disaster affected 
providers are in need, to help implement the necessary 
interventions for the most vulnerable children and families.  

Mesosystem
Existing Community Agency Relationships make a Difference. 
Participants across both states discussed the importance of 
preexisting relationships among child and family serving 
agencies. One LA participant stated, “One of the reasons 
that we did have the successes that we did is because of the 
trust and collaborative networks that were in place before 
[Katrina].” Another LA participant reported how much 
agencies relied on one another, post disaster: “[for] 6 months 
or so after the hurricane, we met several times per week…
individuals and teams…were invited to discuss issues that 
were going on in the community and how we could provide 
assistance. So we had everyone from representatives of the 
schools, mayor’s office, state capital, department of public 
health, hospital administrators to private practitioners, 
attending these debriefings.” 

Rethinking Agency Roles and Finding Creative Ways to 
Work Together Post-Disaster. Participants across both states 
recognized the need for family-serving agencies to be very 
flexible and adaptable in the response and recovery period 
post-disaster. Participants from LA reported that funding was 
provided for mobile, multi-disciplinary medical and mental 
health care to Katrina impacted families. One participant 
described, “In immediate aftermath, there must be options for 
mobile care. Transportation is a huge issue and so services 
must switch gears to outreach. Mobile medical care should 
receive outside funding so that they can offer services to 
anyone and are not reliant on insurance reimbursement.” 

Participants discussed the importance of including trusted 
agencies in disaster response, including schools and faith-
based agencies “…the school system typically is one that is 
viewed as a partner with families, one that is seen as a positive 
resource (GA).” and “…people will trust their spiritual 
leaders…I would think that would be a good mechanism for 
getting out to people, to say you know it’s so normal and 
so natural after something of this magnitude for depression 
and acting out behavior…I think faith based is a great idea 
because they do so much for people in a concrete basis and 
are the natural place for people to go (GA).” The group 
highlighted the need for planning for such approaches during 
the preparedness phase and establishing policy, such that each 
organization would have an organized plan for implementation 
in disaster circumstances.

Microsystem
Strain on Parent-child relationships. Participants noted the 
many challenges parents may face post-disaster. One LA 
participant stated that, “caregivers are like a rubber band that 
is stretched just about as far as it can go…adults literally don’t 
have time to have it in them to provide what the children 
need ’cause they’re in such a bad place….” Participants also 
reported that parents may often not have the time to spend 
engaging in positive interactions with their children and that 
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negative interactions may increase. As one LA participant 
stated, “People [are] so frenetic or busy that they don’t have 
time [to deal with their children]… People are too much in 
survival mode to be worrying about keeping kids in line [using 
positive discipline methods], and this results in a reliance on 
excessive discipline.” Similarly, such “survival mode” could 
also place parents at risk for emotional and physical neglect.

Participants also discussed that child mental health 
symptoms may go unrecognized by parents and lead to 
increased risk of maltreatment. As an LA participant stated, 
“[when child problem] behavior is starting to show up 3 to 
6 months after the traumatic event, parents or others tend to 
think it’s related to something else, so it’s misdiagnosed.” 
Similarly, a GA participant stated, “parents [post-disaster are] 
trying to survive and the mental health needs of their children 
is secondary to finding shelter and food…[when] the housing 
issues had been settled, and the daily substance issue had 
been settled, then the mental health issues started to manifest 
themselves.” Participants stressed that psychoeducation about 
common parental responses to trauma and how to be good 
assessors of their children’s well-being is essential. 

Child Supervision and Safety. Participants noted their concern 
for children who reside post-disaster in shelters, non-familial 
support systems, or homes with multiple adults. They reported 
that parents are often so preoccupied that they many not 
consider how such environments may increase risk for their 
children. One LA participant disclosed “I used to work [in a] 
juvenile correction facility and there was a little kid in there 
– he was only like 13 – and he was in there for shaken baby. 
He had been left to babysit a whole gaggle of kids with no 
understanding of how to care for them.” Participants indicated 
that disaster preparedness at the family level should include 
planning for childcare and supervision in circumstances 
where a primary caretaker would be unavailable to parent 
(temporarily or permanently) due to the disaster. 

Increases in Overall Family Risk Related to CM Perpetration. 
Participants noted that several individual-level risk factors for 
maltreatment increased post-disaster. Specifically, participants 
noted that there were significant increases in adult mental 
health problems, divorce, parent incarceration, and parent 
substance abuse following disaster. Participants also noted 
how these types of issues tend to occur more often in the 
recovery phase versus the response phase, again highlighting 
the importance of those involved in disaster planning to view 
recovery as long-term term. For example, one LA participant 
stated, ‘[from]1- 6 months[post-disaster, parents are focused 
on] trinity of recovery: house, job, school…Six-nine months 
post is when you begin to see increases in divorce from all 
stress, and alcoholism…”

DISCUSSION
Prior research identifies a link between post-disaster 

environments and increased rates of CM. 1,5-6 For over a 
decade, there has been a call for improving and expanding 
what is considered appropriate disaster response planning.18 
There has been very little attention to whether or how such 
planning should include CM prevention, intervention, 
policy, and potential intervention resources. The purpose of 
this exploratory study was to identify community agency 
perspectives on risk and protective factors for CM at various 
levels of the ecological system in post-disaster environments, 
so to inform disaster-planning efforts and directions for 
future research. This issue is especially relevant to medical 
professionals because they are first-line responders to disaster, 
as well as intricately involved in the post-disaster recovery of 
communities, and, thus, are in a unique position to advocate 
for protecting children from intentional injury post-disaster.  

Qualitative data collected in this study indicated themes 
at various levels of the ecological framework. At the macro-
level, study participants had strong reactions regarding the 
current culture of disaster response policy and programming, 
which, as identified in work by Smith and Wenger,19 
emphasizes the management of short-term federal assistance 
rather than a systematic identification of community needs and 
the development of a comprehensive strategy for long-term 
recovery. Recent work has shown the long-term mental health 
impacts of Hurricane Katrina, with one study indicating that 
nearly 30% of participants continue to report disaster related 
psychological distress 3.5 and 4.5 years post- hurricane.20 
These compelling data have led to recommendations for 
policy change in post-disaster mental health response.21 
Current findings should serve as an impetus for the funding 
of more comprehensive, longitudinal research examining 
CM outcomes post-disaster, to help quantify whether similar 
initiatives and efforts are needed to target CM in such 
circumstances. 

At the exosystem level, participants discussed how 
challenges that emerge at the community level can ultimately 
impact or disrupt contexts that directly involve the child. First, 
participants had strong opinions about how communities could 
be prepared for working with displaced families if such a need 
were to arise. Specifically, it was suggested that communities 
maintain up-to-date community resource guides as part of 
disaster planning to assist displaced families. Community 
support for parents was also strongly recommended. 
Innovative ideas for volunteer-led or subsidized child care 
were discussed. Such efforts take time, coordination, and 
funding; thus, future program development work is needed 
to best identify the most effective community procedures 
for providing these types of services. However, such an 
effort could be a very important way to prevent CM in post-
disaster circumstances, by providing overstressed parents a 
reprieve at times they might need it most. Lastly, data at the 
exosystem level also suggested a significant need for policy 
that provides support to community helpers (i.e., clinicians, 
medical providers, shelter staff, community resource staff) 
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who are responsible for delivering recovery services, and, 
ultimately, those who could provide service delivery for CM 
prevention and intervention efforts. Community helpers often 
suffer tremendous personal losses as the result of a disaster; 
equal to or greater than those families they were serving. 
Identifying ways to develop local provider capacity is critical 
to prevention and intervention programming success. Funding 
streams to subsidize communities that lose personnel should 
also be considered. 

Themes that emerged at the mesosystem level, focused 
on the relationships between community agencies that serve 
families during the disaster planning and preparedness 
phases, as well as in response and recovery. For instance, the 
perceptions of several Louisiana participants was that having 
pre-existing relationships among family-serving agencies 
allowed for quick and efficient successes related to the needs 
of youth in the aftermath of Katrina. Cooperation among such 
agencies allows for the combination of resources without 
duplication, which is an imperative first step in post-disaster 
response and recovery. A second theme that emerged for this 
context was rethinking agency roles and finding creative 
ways to work together in the post-disaster environment. Most 
relevant to the medical community, mobile units for health 
and mental health services obtained through grant funding 
following Katrina were reportedly very effective and may 
provide a unique venue for assessing and responding to CM 
risk in the community post-disaster. Protocols delineating 
procedures that worked effectively, as well as those that failed, 
would be very helpful to future recovery efforts. Ultimately 
researchers are encouraged to study the cost-effectiveness 
of such planning and recovery efforts, in order to determine 
what should become standards for best practices in these 
circumstances. 

Lastly, at the microsystem level, participants across 
both states agreed that parents’ post-disaster experience 
significant stress, have little time, energy or capacity to invest 
in a nurturing parent-child relationship, provide inadequate 
supervision, and engage in negative coping behaviors (i.e., 
substance abuse, criminal behavior, mental health issues, and 
intimate relationships). Approximately 80% of maltreatment is 
perpetuated by caretakers within the family;22 thus, it is critical 
to consider brief, immediate interventions that can target 
parental stress and related factors, as a primary prevention 
method for reducing CM risk post-disaster. Interventions 
available at multiple ecological levels for parents and families 
will likely have the greatest public health impact. 

LIMITATIONS
Although a diverse group of child and family serving 

agencies was represented in this study, overall, the number 
of participants was small, the types of agencies recruited 
across states were not consistent, and participants held 
administrative roles, which likely impacted responses. 
Qualitative data collected from practitioners “on the ground” 

may have resulted in different themes and recommendations. 
Additionally, no information was collected from families, 
which made it difficult to identify relevant themes and 
recommendations at the ontogenic level. Clearly, there are 
important prevention efforts that could target the individual 
child risk of CM post-disaster. Lastly, because there were only 
16 participants representing agencies across 2 states, these 
results are limited in their generalizability. 

CONCLUSION
In conclusion, findings from this exploratory study 

suggest that community agencies working with families and 
in disaster preparedness recognize the potential importance 
of addressing CM prevention as a part of disaster planning 
and recovery. These findings warrant further exploration of 
the risk factors, across the ecological framework, that directly 
impact CM incidence rates in post-disaster circumstances. 
Longitudinal research is also needed, specifically to identify 
the trajectories that result in greatest risk for CM following 
disaster, so that relevant policy and programming can be 
put in place for the highest risk families. As future research 
reveals more about this topic, a comprehensive list of 
recommendations and guidelines for dealing with CM, similar 
to what was outlined for child mental health by The National 
Center for Disaster Preparedness, should be developed. 
Specific recommendations for how medical personnel working 
in emergency medicine can play an instrumental role in 
disaster planning efforts should also be considered. Efforts to 
increase physician awareness and recognition of the physical 
and mental stressors that could most increase risk for CM and 
other forms of intentional injury of children in post-disaster 
circumstances are an important next step.
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