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Conclusions and Future Work

• Sequential game, $ rounds, % arms, binary reward;

• At time &, select arm '#, observe reward (# ∈ 0,1
• Minimize the cumulative regret:

- . $ = $!∗ − - 2
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Feedback function: ℙ "# = 1 7# = Feedback(θ, 7, 9)
• 7: positive votes ratio

• 9: total votes received 

Prob (# = 1 = !

Private experience ((#)
≠ Feedback ("#)  

Can Amazon learn item’s quality while only having 

access to the biased feedback "4,… , "#?

• User feedback is biased by the average feedback of the 

arm. Particularly, the feedback function has the form: 

ℙ "# = 1 7# = Feedback(θ, 7#, 9#) = L(θ, 7#)

Key Observation: 7#M4 = 7# − N#M4 7# − L !, 7# + P#M4

7#M4 =
#QRMSR
#M4 = 7# −

4
#M4 7# − L !, 7# + L !, 7# − "#

• Given current history information of item 9#, 7# , the 

update rule of 7#M4 is given as follows:

Learning rate Martingale noise

Stochastic Approximation: 7#M4 = 7# − N#M4 ∇QU(!, 7#) + P#M4

∇QU(!, 7#) = 7 − L !, 7

• Result 1 7# almost surely converges to a deterministic value in 

the set of VW = 7: 7 − L !, 7 = 0 , ℙ lim
#→\

7# ∈ VW = 1

Theoretical Result

• Result 2 [Convergence rate]: In the order of ](1/&_̀a)
ℙ |7# − 7∗| ≥ d ≤ exp (fgfR)

](#_ha)

Algorithm Avg-UCB:

• Maintain a quality estimator for each arm [Result 2]

• Compute the confidence interval of each arm [Result 3]

• Select the arm with highest upper confidence

• Apply UCB 

- . $ = ] (ln $)_̀a

∆jklm_̀ag4

where ∆jkl= min∆n , p̅q = rst{1, 1/(2p̅)}, p̅ = inf xQmU = ∇Q(7 − L !, 7 )

• Result 3 [Smoothness of L]: unique mapping between item 

quality and converged 7#:  L y!#, 7# = 7# unique solution of  y!#

Below focus on the case when G is strongly convex

more biased, 

p̅q increasing, 

more regret.

• Given history information (9, 7), users update their 

beliefs about the arm quality in a Bayesian manner:

ℙ "# = 1 7# = Feedback(θ, 7#, 9#) =
r! + 97
r + 9

r ≥ 0: the weight that users put on private experience.

when r = 0, L !, 7, 9 = 7: totally biased; when r → ∞,L !, 7, 9 = !: unbiased

Theoretical Result
• Result 1 lim

{→\
7# converges almost surely to a random variable 

which has non-zero variance: lim
#→\

7# ~Beta(r!,r(1 − !))
when r → ∞, the Beta distribution will shrink to a Dirac delta function 

which has the point mass exactly in !.

[Impossibility Result]: There exists no bandit algorithm that 

can achieve sublinear regrets!

• Taking interventions to re-design the information structure.

•What’s the minimal intervention we can do to get over this 

impossibility result?

• Two-level policy: consider binary choice in information design

• either showing no history information [in First $~, Apply UCB]

• or showing all history information to users [Present best arm in 

next $ − $~ rounds.]

As longs as � = Ω(1/ln($)) : - . $ = ] �$4g~ln($)

Investigate two natural class of models:

• Avg-Herding model:  Positive results

• Beta-Herding model: Negative results

A small change on information structure leads to dramatical 

difference in learnability. 


