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ABSTRACT 

In this paper, we describe the TRECVid 2011 
semantic indexing system first developed at the NTT 
Cyber Communication Laboratory Group in 
collaboration with Zhejiang University. In addition 
to adopting the traditional features of color, edge, 
texture, and bag-of-visual-words (BoW) based on 
Scale Invariant Feature Transform (SIFT) 
descriptors, we focus more on selecting web data for 
training set construction due to the challenges 
imposed by the serious distribution of data 
mismatching in different domains. In order to utilize 
the semantic properties of TRECVid target data to 
make the selected web data more adaptive to the 
target domain, we propose introducing pseudo 
relevance feedback (PRF) into the automatic 
selection of high quality training data from the vast 
amounts of noisy and open web resources. 
Experimental results demonstrate the effectiveness 
of our proposed web data selection approach. 
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1. Introduction 

Nowadays, large volumes of image and video data 
are published online. It has been estimated that the 
number of web images will amount to more than 650 
billion by the end of this year, and the May 2011 rate 

of 48 hours/min of videos uploaded to YouTube was 
double that of two years ago. At the same time, an 
enormous number of rich tags associated with these 
web images and videos have also become available 
online. How to utilize these abundant web resources to 
improve concept-based video retrieval is becoming a 
very important research topic in the multimedia 
research community field, since this retrieval 
procedure offers promising ways to annotate video 
contents automatically at very low manual labeling 
cost during the training process [1, 2].  

However, online web images and videos are open 
and noisy datasets that cover a wide range of 
unpredictable contents and their data distributions are 
quite different from those of any of the closed datasets 
(e.g., TRECVID dataset) publicized each year. Under 
these circumstances, switching knowledge among 
different domains is liable to greatly reduce the 
performances of concept detection systems. This is 
because the existence of distribution mismatches 
aggravates the well-known problem of semantic gaps 
between low-level visual features and users’ semantic 
interpretation of visual data [3]. Consequently, data 
selection from the Web is an especially challenging 
problem for the training of effective concept detectors 
[1, 2].  

In the rest of this paper, we first review related 
work on web data selection in concept detection in 
Section 2. We then introduce our system’s framework 
in Section 3 and describe its feature extraction method 
in Section 4. In Section 5 we elaborate on the details 
of our proposed web data selection method based on 
pseudo relevance feedback. Classifier training and 
experimental analysis are respectively discussed in 
Sections 6 and 7. Finally, in Section 8 we offer 
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concluding remarks and a mention of future work to 
be done. 

2. Related work 

Our work is related to several research topics, 
including web image learning, canonical image 
selection from the Web, and transfer learning. 

Unsupervised learning from web images has 
attracted much research interest [1, 2, 4, 5, 6]. Most 
currently existing methods for exploring the rich web 
resources adopt the framework of traditional web 
image retrieval methods, such as merely inputting a 
keyword to search engines. Although such methods of 
directly gathering images from noisy websites can 
collect a large number of web images automatically at 
very low manual cost, they merely exploit textual 
features and do not at all consider the visual properties 
of images or video frames [1]. 

To exploit the visual properties of web images, 
Fergus et al. used object names to collect web images 
to model visual concepts as a constellation of parts 
through a probabilistic representation called 
TSI-pLSA [6]. Kennedy et al. employed K-means 
clustering on landmark images from both textual and 
visual features [7] for web canonical image selection. 
Top-ranked images from the top-ranked clusters were 
selected as the representative views.  

For video concept learning, however, it is 
insufficient to use canonical web images retrieved 
from textual features to construct training sets due to 
the visual differences between web images and 
TRECVid video frames such as image resolution, 
object salience, and background complexity [1]. 
Therefore, our previous work focused on how to 
leverage region-based features to alleviate the visual 
differences in [2] due to the careful observation that 
related images share common regions despite their 
different size and location. Recently, we searched for 
a cross-domain adaptation technique, namely transfer 
learning in [1] after the region-based training data 
selection from the Web.  

Using only low-level features for mining visual 
models may lead to reduced quality in visual model 
extraction due to the existence of semantic gap [2] and 
data mismatch problems, which can also be seen from 
the “negative transfer” effect in the transfer learning 
field. This effect means that the introduction of source 
domain data reduces learning performance in the 
target domain [8]. Additionally, concept detection 

may not acquire good results using region- or 
object-based features due to difficulties in detecting 
the corresponding regions and objects in test samples 
[9]. 

From the above considerations, we argue that it is 
natural to explore semantic properties for absorbing 
complementary training samples from the Web to 
improve visual concept learning performance.  

It has been widely recognized [10] that in the field 
of interactive search of images and videos, relevance 
feedback can reduce the semantic gap effectively with 
the direct intervention of human interpretation. In past 
years of research, pseudo relevance feedback (PRF) 
has shown great potential in the information retrieval 
field [11]. The main idea is to automate the relevance 
feedback process without human intervention through 
automatic extracting of query expansion examples 
from the top-ranked retrieval results [11].  

Therefore, to utilize the semantic properties of 
TRECVid data, we propose introducing PRF into the 
process of automatically selecting training samples 
from large scale noisy web images.  

3. System overview 

In developing this year’s video concept detection 
system, we investigated how to utilize the semantic 
properties of TRECVid target data to make the 
selected web data more adaptive, and propose 
introducing PRF into the automatic selection of high 
quality training data from the vast amounts of noisy 
and open web resources.  

Figure 1 depicts the system’s framework. As shown, 
the system’s procedure comprises the following major 
steps: 

(1) Feature extraction. We use two kinds of visual 
keyframe features that are widely adopted by 
TRECVid participants, i.e., global and local. Global 
features [9, 12] include color histogram, color 
correlogram, color moments, edge histogram, 
co-occurrence texture, and wavelet texture grid. 
Bag-of-visual-words (BoW), the most widely adopted 
local feature, is based on a visual vocabulary of visual 
words clustered by a set of SIFT features [13] and is 
weighted by various schemes (such as the traditional 
TF and TF-IDF) and the widely used soft-weighting 
scheme, which has been demonstrated to be more 
effective than the traditional ones [12,14]. To make 
full use of our experience in region-based features 



 

accumulated in previous work, we focus more on local features than global features. 

 

Fig.1 Our video semantic indexing system framework 

 

(2) Classifier training. We use a support vector 
machine (SVM), specifically LibSVM [15], for 
building up the concept detector. During training, 
cross-validation is important for optimizing SVM 
parameters, such as the cost parameter C in 
soft-margin SVMs and the width parameter g of the 
Gaussian kernel for SVM classifiers [12]. Since 
cross-validation strongly influences system 
performance [16], we spent a lot of time on it although 
it is very time consuming. In this step, two kinds of 
classifier training processes are conducted. One is that 
SVM classifier is trained only using TRECVid data in 
case of runs 1, 3, 4. The other is that classifier is 
trained using TRECVid data and web data in case of 
run 2, which first trains classifier with TRECVid data, 
then using it web images crawled from the Internet are 
selected according to the content of TRECVid data, at 
last the classifier is retrained by combining TRECVid 
data and the selected web data. 

(3) Web data selection. This mainly consists of 
three parts, i.e., web image search and crawling, and 
PRF-based selection. We first use concept-related 
keywords to retrieve items from the Internet through 
the Google search engine. We then use the concept 
classifiers trained over the TRECVid development set 

for PRF after crawling down all the textually retrieved 
web images. 

Next, we will detail the system’s feature extraction 
method, which includes global and local BoW features 
and classifier training, and our proposed PRF-based 
web data selection method. 

4. Feature extraction 

Low-level visual features are mostly extracted on 
keyframes (only one keyframe is extracted for each 
shot). 

4.1 Global feature extraction 

We extract six visual global features [17] for each 
keyframe of the video shots. The basic visual features 
are:  

(1) Color histogram [17]. This is a 166- 
dimensional histogram, a global representation of a 
keyframe, which is based on the distribution of pixels 
in a uniformly partitioned hue, saturation, and value 
(HSV) color space.  

(2) Color correlogram [18]. This feature was 
proposed to characterize the spatial correlation 
between pairs of identical color pixels. The HSV color 



 

components are quantized into 36 bins and the 
distance metric into four odd intervals, resulting in a 
144-dimensional descriptor (36×4). 

(3) Color moments [19, 20]. To further incorporate 
spatial relationships into the color content, a keyframe 
is partitioned into a 5×5 grid and each patch is 
represented using the first three moments of the color 
distribution in LAB color space, i.e. the mean, 
standard deviation, and the third root of the skewness 
of each color channel. The color moments for each 
patch are then concatenated to form a 
255-dimensional feature vector. In our implementation 
we pre-compute the transformation coefficients for 
color moment feature extraction, which can provide 
speed up to five times greater than that of the 
traditional extraction method. 

(4) Edge histogram [17]. This is a localized edge 
histogram from a 5-region layout consisting of four 
corner regions and a center overlapping region, 
represented as a 320-dimensional vector with 8 edge 
direction bins and 8 edge magnitude bins based on a 
Sobel filter (64-dimensional) for each grid. 

(5) Co-occurrence texture [17]. This is a global 
texture represented as a normalized 96-dimensional 
vector of entropy, energy, contrast, and homogeneity 
extracted from the image gray-scale co-occurrence 
matrix at 24 orientations. 

(6) Wavelet texture grid [17]. This is a localized 
texture feature where the images are decomposed 
using a family of basis wavelet functions. Haar 
wavelet transform is used to extract the normalized 
variances in the 12 sub-bands at each level on the 3×3 
grid to form a 108-dimensional (3×3×12) vector. 

4.2 Local feature extraction 

We used the default Difference of Gaussian (DoG) for 
keypoint detection and Scale Invariant Feature 
Transform (SIFT) descriptors [13] for feature 
description. For visual vocabulary construction, we 
randomly selected about 1,000,000 keypoints from the 
whole data set. We then used the fast K-means 
clustering described in [21] to construct a visual 
vocabulary of 500 visual words. Given a keyframe, we 
used the soft-weighting scheme proposed in [12] to 
weight the significance of each word in the keyframe 
since this scheme has been reported to have 
performance superior to that of the traditional TF-IDF 
weighting scheme. 

We used the results of collaborative annotation [22] 
for initial training on the TRECVid development set. 
The distributions of positive and negative samples are 
shown in [23]. 

5. Web data selection 

5.1 Web image search and crawling 

First, we carefully designed the keywords related to 
each concept (50 Lite concepts in total) according to 
the NIST definition. For example, query “sport 
stadium” for the concept “058 Stadium”, “buildings 
skyline” for “068 Cityscape”, and “natural landscape” 
for “153 Landscape”. We then used these 50 queries 
to search with the Google search engine. Finally, we 
collected the top-3000 ranked web images for each 
concept. Finally, we gathered more than 135,000 web 
images after removing the very similar images. 

5.2 PRF-based web data selection 

After finishing the first-round (initial) training of 
the 50 Lite concepts and collecting the web images, 
we used the PRF to automatically select the top-500 
ranked web images according to the detection scores 
of the initial-training SVM classifiers. We then added 
the refined web images to the TRECVid development 
set and retrained the detectors.  

Since detecting individual classifiers on the basis of 
one feature may be not accurate, it is necessary to 
coordinate the detection of all the classifiers using our 
six extracted global features and the BoW local 
feature for PRF. We therefore use the rank positions 
obtained by using all seven feature SVM classifiers to 
select “true” pseudo positive samples as much as 
possible. This is similar to the method proposed in [24] 
for use in within-domain TRECVid concept detection. 
To coordinate the seven individual SVM classifiers, 
we compute the score of a test instance t in the 
downloaded web image set according to the rank 
position [Position(t)] of the detection result list 
returned by each classifier as:  
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where M is the set of seven detection result lists 
returned by the seven classifiers (six global features 
and the BoW local feature), || ||M =7, TN  is the 

total number of test samples for the downloaded web 
image set (i.e., the size of the detection result list, here 

3000TN  for each concept), and ( )iPosition t  is the 



 

rank position of the test sample t in the result list. The 
rank positions are sorted in descending order 
according to the detection scores returned by a given 
feature classifier. 

   After re-ranking all the test samples according to 

the above Scoret  calculated over the seven feature 

classifiers, we selected the top-500 ranked web images 
for the TRECVid development set and retrained the 
detectors. 

6. Classifier training 

In our experiments, we used all the kernels 
provided by the LibSVM [15], and 10-fold 
cross-validation to select the two optimal key 
parameters, i.e., cost parameter C and Gaussian kernel 
width g. Our preliminary experiments indicate that the 
RBF kernel is superior to the other two kernels, so we 
used the RBF kernel for the subsequent experiments. 

7. Experimental result analysis 

We submitted four runs in total. The description 
and MAP of each run are shown in Table 1 below.  
Although our InfMAP are very low due to this being 
our first participation (i.e., without prior experience), 
we can conclude from this table that: 

(1) PRF-based web data selection improved the 
performance (run 2 against run 3), which indicates 
that our proposed method can effectively select web 
images of good quality, apparently without any 
“negative transfer” effect. 

(2) The RBF kernel is a little better than the Linear 
kernel despite the latter’s better efficiency in training 
(run 3 against run 4). 

(3) Adding the BoW feature did not result in any 
improvement in performance over that of the global 
features. This is inconsistent with other widely 
accepted conclusions and needs further investigation.  

 

Table 1 Description and InfMAP of our SIN runs 

Description 
Submitted run InfMAP 

With web data Feature Kernel 

A_NTT-SL-ZJU_1 0.0182 No 6 global features RBF 

A_NTT-SL-ZJU_2 0.0190 
PRF-based web data 

selection 
6 global features + BoW RBF 

A_NTT-SL-ZJU_3 0.0182 No 6 global features + BoW RBF 

A_NTT-SL-ZJU_4 0.0174 No Color histogram + BoW LINEAR 

 

8. Conclusion and future work 

Since data distribution differs greatly between web 
data and TRECVid target data, developing a method 
for acquiring high quality training data from the vast 
amounts of web data is of great importance for video 
concept detection. To address this issue and to utilize 
the semantic properties of TRECVid data, we propose 
introducing pseudo relevance feedback (PRF) into the 
training sample selection process. 

Several issues are worthy of further investigation. 
One of these is how to use the rich web tags 
associated with images and videos to avoid laborious 
manual annotation for training concept detectors. 
Most important of all will be focusing on how to 
incorporate the cross-domain transfer learning 
technique to alleviate the domain change problem. 

The “divide and conquer” strategy in the sparse 
ensemble learning framework proposed in [14] offers 
a promising part-by-part domain adaption method. In 
particular, a large number of small, effective 
individual classifiers can be trained in the ensemble. 
Furthermore, for web images retrieved by textual 
methods only a small number of related classifiers 
(guaranteed by the ensemble’s sparsity) are invoked 
for PRF-based selection. This kind of adaptive PRF 
selection can be very efficient and effective since all 
unrelated or noisy samples in the TRECVid 
development set are excluded from the selection of 
current web images. 
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