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1 Semantic Indexing

We aim at developing a high-performance semantic indexing system using Deep Convolutional Neural
Networks (CNNs) and Gaussian mixture model (GMM) supervectors [7, 8, 9]. This year, we introduced
Deep CNNs pre-trained on the ImageNET dataset to our system at TRECVID 2013, which uses GMM
supervectors corresponding to six types of audio and visual features. Our best result was 28.1% in terms
of Mean InfAP, which was ranked third among participating teams in the semantic indexing task. Note
that the Deep CNNs improved Mean InfAP from 26.0% to 28.1%.

1.1 Deep Convolutional Neural Networks

We use deep Convolutional Neural Network (CNN) trained on the ImageNET LSVRC 2012 dataset
to extract features from video shots. A 4096-dimensional feature vector is extracted from the key-frame
of each video shot by using the CNN. As shown in Figure 1, the CNN has seven layers as proposed in
[39]. The first to fifth layers are convolutional layers, in which the first, second, and fifth layers have
max-pooling procedure. The sixth and seventh layers are fully connected. The parameters of the CNN
is trained on the ImageNET LSVRC 2012 dataset with 1,000 object categories. Finally, from each key-
frame, we extract a 4096-dimensional feature at the sixth layer to train an SVM for each concept in the
Semantic Indexing task.

1.2 GMM Supervectors

1.2.1 Low-Level Feature Extraction

The following six types of visual and audio features are extracted from video data.

1. SIFT features with Harris-Affine detector (SIFT-Har)
Scale Invariant Feature Transform (SIFT) proposed by Lowe [10] is a local feature extraction method
that is widely used for object categorization since it is invariant to image scaling and changing
illumination. The Harris-Affine detector [11], which is an extension of the Harris corner detector,
improves the robustness against affine transform of local regions. SIFT features are extracted from
every other frame, and principal component analysis (PCA) is applied to reduce their dimensions
from 128 to 32.

2. SIFT features with Hessian-Affine detector (SIFT-Hes)
SIFT features are extracted with the Hessian-Affine detector [11], which is complementary to the
Harris-Affine detector. The combination of several different detectors can improve the robustness
against noise. SIFT features are extracted from every other frame, and PCA is applied to reduce
their dimensions from 128 to 32.

Figure 1: Deep Convolutional Neural Network



3. SIFT and hue histogram with dense sampling (SIFTH-Dense)
SIFT features and 36-dimensional hue histograms [12] are combined to capture color information.
SIFT+Hue features are extracted from key-frames by using dense sampling (100x100 grid with 3
scales). PCA is applied to reduce dimensions from 164 to 32.

4. HOG with dense sampling (HOG-Dense)
32-dimensional histogram of oriented gradients (HOG) are extracted from up to 100 frames per
shot by using dense sampling with 2x2 blocks. PCA is applied but dimensions of the HOG features
are kept to 32.

5. LBP with dense sampling (LBP-Dense)
Local Binary Patterns (LBPs) [13] are extracted from up to 100 frames per shot by using dense
sampling with 2x2 blocks to capture texture information. We follow the procedure in [13] to extract
LBP features. PCA is applied to reduce dimensions from 228 to 32.

6. MFCC audio features (MFCC)
Mel-frequency cepstral coefficients (MFCCs), which describe the short-time spectral shape of audio
frames, are extracted to capture audio information. MFCCs are widely used not only for speech
recognition but also for generic audio classification. ∆ MFCCs, ∆∆ MFCCs, ∆ log-power and ∆∆
log-power are extracted in addition to the MFCCs. Here, “∆” means the derivation of the feature.
The dimension of the audio feature is 38, including 12-dimensional MFCCs.

1.2.2 Gaussian Mixture Models

Gaussian mixture models (GMMs), whose probability density function (pdf) is given by

p(x|θ) =
K∑

k=1

wkN (x|µk, Σk), (1)

are used to model video shots. Here, x is a local feature, θ = {wk, µk, Σk}K
k=1 is a set of GMM parameters,

K is the number of Gaussian components (vocabulary size), wk is a mixture coefficient, and N (x|µk, Σk)
is a Gaussian pdf with a mean vector µk and a covariance matrix Σk.

The GMM parameters are estimated for each shot under the maximum a posteriori (MAP) criterion.
The MAP solution for GMM means, namely MAP adaptation, is given by
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where XF = {xi}n
i=1 (F ∈ {SIFT-Har, SIFT-Hes, SIFTH-Dense, HOG-Dense, LBP-Dense, MFCC}) is a set of

feature vectors extracted from a shot, τ is a predefined hyper-parameter, and θ̂(U) is the parameter for a
universal background model (UBM). The UBM presents how the features are distributed in the general
case: therefore, the parameter θ̂(U) is estimated by using all features in the training set.

1.2.3 Fast MAP Adaptation

The fast MAP adaptation technique [7, 8] reduces computational costs for calculating posterior prob-
abilities cik in Eq. (2) by constructing a tree-structured GMM. The basic idea of the tree-structured
GMM is to cluster Gaussian components and approximate them with a single Gaussian. Each leaf node
corresponds to a Gaussian component of the UBM, and each non-leaf node has a single Gaussian that
approximates its descendant Gaussian components. See [7, 8] for details.

1.2.4 GMM Supervector Representation

After video shots are represented by GMMs, GMM supervectors are extracted by combining normal-
ized mean vectors as
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1.3 Late Fusion

Support vector machines (SVMs) with the following RBF-kernel are used to train discriminative
models for each semantic concepts.

k(XF,X ′
F) = exp

(
−γ‖φ(XF) − φ(X ′

F)‖2
2

)
, γ =

1
d̃
, (4)

where d̃ is the average distance between two GMM supervectors or two features from the CNN. Here,
annotations are obtained from the collaborative annotations [4]. Finally, trained discriminative functions
are linearly combined as

f(X) =
∑

F∈F
αFfF(XF), 0 ≤ αF ≤ 1,

∑

F

αF = 1. (5)

where F = {CNN, SIFT-Har,SIFT-Hes,SIFTH-Dense, HOG-Dense,LBP-Dense, MFCC}. Combination
coefficients αF are optimized on a validation set.

1.4 Video-Clip Scores

The relationship between shots are useful for detecting semantic concepts. For example, Safadi et al.
[14] proposes a re-ranking method to re-evaluate scores of video shots by using shot-score distributions.
In our re-ranking method, we define a video-clip score as the maximum value of shot scores among all
the shots in a video clip:

smax = max
i

si (6)

where si(i = 1, 2, · · · , n) are shot scores for a video-clip that consists of n shots. Our final score for
ranking shots is given by

s′i = (1 − p)si + psmax (7)

where p is a probability of appearance of a semantic concept in a video clip given by

p = r

〈
#(positive shots in a video clip)

#(shots in a video clip)

〉
. (8)

where r is a scaling parameter. The final score s′i gets closer to smax as the concept appear more often
(e.g. an anchorperson in a news video). It gets closer to the original shot score si for concepts appear in
few times (e.g. a bus in a street video).

1.5 Experimental Conditions

Mikolajczyk’s implementation [11] was used to extract SIFT-Har and SIFT-Hes features. SIFT++
[15] was used to extract SIFTH-Dense features. HTK [16] (speech recognition toolkit) was used to extract
MFCC. The sum of calculation time (for PCA projection, MAP adaptation, and SVM prediction) was
reduced from 2.47 sec to 1.00 sec (59.5%) by using the fast MAP adaptation technique. The calculation
time was measured by using a Intel Xeon 2.93 GHz CPU. The Caffe toolkit [40] is used to extract feature
vectors from a CNN.

The following four runs are submitted to the TRECVID 2014 semantic indexing [1, 2, 3].

TokyoTech-Waseda 4

This run used GMM supervector SVMs with the six types of features described in Section 1.2.1. The
number of Gaussian components was K = 512 for the visual features, and K = 256 for the audio feature.
The UBMs were trained using 1,000,000 samples. Optimal tree structures for the UBMs were selected
as to minimize computational costs for MAP adaptation (see [7, 8]). The hyper-parameter τ for MAP
adaptation was set to 20.0. Weights αF for fusion are optimized on IACC 1 B dataset. The scaling
parameter r for video-clip scores is set to 0.9.

TokyoTech-Waseda 3

This run uses the same features as the baseline method. Training samples are randomly selected three
times for each feature, and all detection scores are averaged.



Figure 2: Overview of results of the semantic indexing task in TRECVID 2014. Our best result was
Mean InfAP of 28.1%. Our four runs are colored in black.

Figure 3: InfAP by semantic concept.

TokyoTech-Waseda 2

This run introduces Deep CNNs to the baseline method. Late fusion, in which detection scores from
Deep CNNs and the baseline system are averaged, is used for this run.

TokyoTech-Waseda 1

This run optimizes a weight in late fusion on the TRECVID 2013 dataset.

1.6 Results

Figure 2 shows the overview of results of the semantic indexing task. Our best result by the run
of TokyoTech-Waseda 1 was 28.1% in terms of Mean InfAP, which is ranked 7th among all runs and is
ranked 3rd among participating teams. TokyoTech-Waseda 2 to 4 achieved Mean InfAP of 28.0%, 26.2%,
and 26.0%, respectively. There was no significant difference between the run 1 and 2.

Figure 3 shows InfAP by semantic concepts. One of our runs achieved the best performance for
“Baby”, and “George Bush”. For these semantic concepts, audio information captured by our MFCC fea-
tures improved the detection performance. Deep CNN improved AP by more than 3.0% for “Quadruped”,
“Baby”, “Computers”, “Airplane”, “Bicycling”, “Boat Ship”, “Flags”, and “Classroom”. This shows that
increasing the number of samples helps improving detection accuracy since these concepts are included
in the ImageNet dataset.



1.7 Conclusion

We proposed a high-performance semantic indexing system using a deep CNN and GMM supervectors
with the six audio and visual features. Our best result was 28.1 % in terms of Mean InfAP, which was
ranked third among participating teams in the semantic indexing task. Our future work will focus more
on the spatio-temporal analysis based on neural networks.

2 Multimedia Event Detection

We apply GMM supervectors and SVMs to the MED task. This year, we added dense trajectory
with MBH features to our system at TRECVID 2013. Five types of appearance features, color features,
motion features, and audio features are used in this year. We submitted runs under the condition of
EvalFull, noPRF with 10Ex and 100Ex for the Pre-Specified task and the Ad-Hoc task. Under the
condition of 100Ex, our results ranked 9th among 12 teams for the Pre-Specified task, and 6th among 11
teams for the Ad-Hoc task. Under the condition of 10Ex, our results ranked 10th among 12 teams for
both Pre-Specified and Ad-Hoc

2.1 Features

We use the following five types of features: appearance features (HOG-SP), color features (RGBSIFT-
SP), motion features (HOG-VP and IDT), and audio features (MFCC).

Appearance

• Dense HOG features with spatial pyramids (HOG-SP)
We use histogram of oriented gradients (HOG) features [22], which are sampled densely from 4× 4
grids of image frames. Each HOG feature has 32 dimensions, and PCA is applied to it without
dimensional reduction.
We apply spatial pyramids [24] to HOG features. The video is divided into regions that are encoded
separately and then concatenated. We use 3 levels of spatial pyramids: 1× 1, 2× 2, and 3× 1 [26].

Color

• RGBSIFT features with spatial pyramids (RGBSIFT-SP)
Color information is an important characteristic of video. We use RGBSIFT to capture it. We ex-
tract Scale-Invariant Feature Transform (SIFT) features [10] from 3 RGB channels, and concatenate
them to a 384-dimensional feature. We apply PCA to reduce its dimension to 64.
We also apply spatial pyramids to RGBSIFT features with 3 levels: 1 × 1, 2 × 2, 3 × 1.

Motion

• Dense HOG features with velocity pyramids (HOG-VP)
We apply dense HOG features with velocity pyramids [6] to capture motion information. We
extract HOG feature from 5 × 5 pixel grids, and a 1-second frame interval. Each HOG feature has
32 dimensions, and PCA is applied to it without dimensional reduction. We use pyramid structure
of original, 2 directions, and 4 directions.

• Dense trajectory with MBH feature (IDT)
Another type of motion features is dense trajectory with MBH features [31]. We resize images to
the width of 160, and skip every other frames of each interval. We use PCA to reduce the number
of dimensions of MBH features to 64.

Audio

• MFCC features (MFCC)
We use Mel Frequency Cepstral Coefficient (MFCC) to capture audio information. The feature has
38 dimensions including ∆MFCC, ∆∆ MCFF, ∆ power, and ∆∆ power. PCA is applied to it while
keeping the number of dimensions.



Task 10Ex 100Ex
Pre-Specified 8.0 21.7
Ad-Hoc 6.5 17.2

Table 1: The MAP of our runs

Type of features MAP
HOG-original 21.7
HOG-SP 26.8
HOG-VP 26.1
CC-HOG-VP 28.1

Table 2: The effectiveness of camera motion cancelled velocity pyramid on MED11

2.2 Event detection using GMM supervectors and SVMs (GS-SVM)

As in the previous years, we use the combination of Gaussian Mixture Model (GMM) and Support
Vector Machine (SVM), which has been proved effective [8, 25, 29, 30]. We use maximum a posteriori
(MAP) adaptation to convert features to a GMM supervector. As the priori distribution for MAP
adaptation, we use Universal Background Model(UBM), which was estimated from the training dataset.
We set the number of Gaussian mixtures 512 for all types of features. We train event models from training
dataset. We create distance matrix for the training and the test videos, and get SVM score of each video
for each feature.

The fusion weights of features were decided by 2-fold cross validation. The threshold is determined
by the averaged threshold from the 2-fold cross validation.

2.3 Results and analysis

We submitted one run for the Pre-Specified and Ad-Hoc tasks, under the condition of EvalFull,
noPRF, with 10Ex and 100Ex. Our Mean Average Precisions (MAPs) are summarized in the table 1.

We see that MBH features are more effective than HOG features and HOF features in many events
with actions (Table.3), for example, “Flash mob gathering”, “Getting a vehicle unstuck”, “Grooming an
animal”, “Parade”, “Parkour”, or “Repairing an appliance” on MED11. We also see the effectiveness of
camera motion canceled velocity in the table 2 for these events with camera motions.

Figures 4, 5, 6, and 7 compare MAP under the condition of 10Ex in 2014 and that under the condition
of 100Ex in 2013 and 2014.

Comparing to last year, our system becomes efficient since we simplified detectors for extracting SIFT
and STIP features. Note that we have no significant degradation in performance on the MED11 dataset.
To improve the performance, our parameter setting strategies for fusion weights and video resizing should
be improved. Since we used two folds for cross validation to save computational costs, the parameters
may not be the optimal. An improved fusion scheme, which efficiently increases the number of folds, is
needed to solve this problem.

2.4 Conclusion

This year we applied GMM supervectors and SVMs to MED task. We improved our method by
adding MBH motion features and by removing redundant appearance features. Our future work includes
adding some effective features, and customizing appropriate system settings.



Type of features MAP
IDT-HOG 21.8
IDT-HOF 22.2
IDT-MBH 27.1

Table 3: The effectiveness of MBH features on MED11

Figure 4: The comparison of MAP in 2014 for Pre-Specified task under 10Ex

3 Instance Search

Our goal is to construct an effective and yet efficient system for the instance search task on a large-
scale video database. We exploit the most successful BoW(bag-of-words) framework[34] for this task.
Compared with last year, this year we improve the feature detector and descriptor, apply the soft-
assignment mechanism, and increase the size of the codebook for getting better performance. In this year
the queries are provided not only with the sets of query images, but also with extra video shots from
which the query images are extracted. We explore the possibility of making use of these video shots to
improve performance, by propagating the object masks through the video shots and utilizing the new
object features discovered in the frames to enrich the object models. The experiment results show that
the new added/changed components are beneficial for the overall performance.

3.1 System Overview

The overall workflow of our system is depicted in Fig.8. Basically, the system can be viewed as two
parts: the off-line indexing part and the on-line querying part.

For a video shot in the database, we sample frames from it and describe the frames with a BoW vector
for each, following the standard pipeline[34][30]. To represent the shot, the BoW vectors of its sampled
frames are accumulated to one vector and the vector is then normalized, i.e. the aggregated vector is the
BoW vector of the shot. After that, an indexing structure called inverted-file[34] is made use of to index
the shot BoW vector.

When a user submits a query topic that consists of several images and the corresponding video shots,
we encode the information of the object of interest using the standard pipeline of BoW as well[34][30].
Then the constructed BoW vector will be taken to retrieve the relevant video shots that have been indexed
beforehand. After getting the initial ranking list, we try to utilize the spatial layouts of the visual words
to re-rank the list[32]. Finally, we adopt the query expansion technique to argument the query vector
and use the augmented vector to query the database again[36].



Figure 5: The comparison of MAP in 2014 for Ad-Hoc task under 10Ex

Figure 6: The comparison of MAP in 2013 and 2014 for Pre-Specified task under 100Ex

Figure 7: The comparison of MAP in 2013 and 2014 for Ad-Hoc task under 100Ex

3.2 Video Shot Representation and Indexing

In this section, we demonstrate how we represent the database video shots to effectively encode the
visual information. Also, we briefly describe the method we use to index the video shots.

To efficiently represent a video shot and avoid a large amount of redundancy, we firstly sample key-
frames among the shot. Making trade-off between the information we may lose and the efficiency of the
system, we sample key-frames uniformly from the shot, with a rate of 1fps. Uniform sampling helps
us to cope with the failures of the shot boundary detection, in which stage a video clip is tried to be
segmented into shots. Moreover, according to our observation, one object may appear in some frames
while disappearing in the others, even though these frames belong to the same shot. This is mainly due
to occlusion or view point changes of camera. Uniform sampling is likely to avoid missing any objects
in the scene, as long as the sampling rate is high enough. Notice that last year we only took the middle
frame of a shot as its key-frame, leading to too much information loss.

Following the framework of BoW, we first extract local visual features from the frames. Compared
with last year, we change the feature detector from MSER[33] to Hessian Affine Detector and normalize



Figure 8: System Overview of Instance Search (Programme material copyrighted by BBC)

the detected image patches before extracting their descriptors. Hessian Affine Detector is able to output
much more feature points than MSER, making the retrieval more reliable. And the patch normalization
can help to improve the robustness against affine transformations to some extent. And also, we replace
the SIFT descriptor with rootSIFT[37] descriptor, which applies non-linear square root transform to each
element in the SIFT descriptor, for highlighting the small values.

Then we quantize the rootSIFT features into visual words with a codebook. This year, we increase
the size of the codebook from last year’s 50K to 1M words. In order to construct the 1M-size codebook
efficiently, we follow the idea presented in [32]. We randomly sample 76M RootSIFT descriptors from
the database and cluster them into 1M groups using Approximate K-means Algorithm. This algorithm
speeds up the general k-means algorithm by replacing the brute-force searching with a more efficient kd-
tree-based approximate searching, in the stage of looking for nearest neighbours. As for the quantization,
we apply the same approximate nearest neighbour searching algorithm to find the closest descriptor in
the codebook for a query feature vector.

To alleviate the quantization error, we adopt soft-assignment as suggested in [35] this year. Instead
of assigning a feature to only one visual word, we assign it to several and give different weights to the
assignments, according to the distances from the feature to the assigned words. Specifically, we find out
three nearest words to the feature and give them the weights based on the Eq.9, where t is the target
feature, k is a visual word in the codebook, d(i,j) represents the distance between descriptors of i and j,
N(t) is the set of nearest neighbours of t.

Weightt(k) =






exp(−d2(t, k)/2σ2)∑
i∈N(t) exp(−d2(t, i))/2σ2)

(k ∈ N(t))

0 (otherwise)
(9)

Finally, a histogram is constructed based on the occurrences of visual words in the frame. One feature
will vote for its three assigned words according to the weights. The histograms of frames that belong to
the same shot are accumulated to one vector and that vector is L2-normalized. The normalized histogram
is taken as the representation of the shot.



Figure 9: Procedures of Query Vector Construction with a Query Shot Provided (Programme material
copyrighted by BBC)

We index the generated shot BoW vectors of the database using a structure called inverted-file[34],
as same as last year.

3.3 Query Vector Construction

In the instance search task, we are provided with a query topic, along with several query images
accompanied with masks specifying the locations of the object of interest. Being different with last year,
the video shots from which the query images are extracted are also offered in this year. In this section,
we will briefly describe how we make use of these query materials to issue a BoW vector that catches the
key information of the object of interest.

In the case with merely several query images and their corresponding masks provided, we simply
extract the features from the regions that are masked as interest, and pool the features in the same way
as for the database video shots. After pooling, we can get a BoW vector for each query image that
belongs to the same query topic. Then all the BoW vectors for one query topic will be summed up. The
accumulated vector is L2-normalized to represent the object of interest.

When the corresponding query video shots are provided in addition to the query images, we try to
track the object of interest through the video shots, in order to catch more visual information of the
object from different viewpoints when the object or the camera is moving. The basic idea is to propagate
the object mask through the query shot based on the optical flows, and extract the features from the
new regions specified by the propagated masks. The procedure is shown in Fig.9. In our experiments,
we use Gunnar Farneback’s method[38] to calculate the optical flows for neighbouring frames and warp
the mask accordingly. In order to avoid bad tracking results due to accumulated propagation errors, as
well as reducing the computational burden as much as possible, we set up a criterion to decide at which
point the propagation should stop. We calculate the Canny Edges of the frame and compare the edge
map with the warped mask. If the boundary of the mask can match the edge map well, i.e. the edges
of the mask are also the edges of the frame and their gradient directions are almost the same, then we
assume the propagation is precise enough and accept the result. When the edge consistence criterion is
broken, we stop the propagation.

With the propagated masks, we extract and encode the features from the regions being specified. The
encoded BoW vectors for the frames are averaged to issue a query vector.

3.4 Spatial Verification for Re-ranking

Though using the above techniques can effectively retrieve video shots that probably contain the
instance topic, the order of them is not precise enough. One reason is that the spatial information has
been abandoned in the BoW representation, which is critical in image and video applications. Checking
the spatial layout of the words is undoubtedly beneficial for discovering and eliminating the mismatched
word pairs.

For each shot candidate in the list, we have represented it in form of several sampled key-frames, and
the Hessian Affine feature points have also been detected on the frames. We match the feature points in
the query image to the ones in each key-frame if the feature points are sharing common visual words in
the codebook. For each matching pair, we estimate an affine transformation that transforms the image



plane from query image to the key-frame, by utilizing the geometric information provided by the Hessian
Affine Detector. The other matching pairs will cast votes to the estimated affine transformation, if they
are consistent with it, i.e. the positions of the projected points by the transformation are sufficiently close
to that of the corresponding feature matching points. The affine transformation that gains the most of
votes will be regarded as the true transformation between the query image and the frame. The procedure
is similar as described in [32].

Then we re-score the shots according to the votes of their optimal transformations, which can be
described in Eq.10, where k represents the kth shot in the initial retrieval list, Frames(k) represents the
set of key-frames of the shot, Inliers(i) is the set of matching pairs between query image and the frame
i that are subject to the optimal affine transformation computed above, W(M1) and W(M2) represent
the soft-assignment vectors of the two feature points that define the match pairM, Didf is a diagonal
matrix with the diagonal being the idf vector. Here, we take into account the discrimination capacity
of the visual words and the distances between the feature point and its assigned visual word vectors, by
incorporating the idf values and soft assignment weights in the calculation.

Re score(k) = max
i∈Frames(k)

∑

M∈Inliers(i)

(DidfW (M1)).(DidfW (M2)) (10)

Last year, we estimated the affine transformation with coordinates of three matching pairs at each
iteration. This year, for each iteration, we only make use of one matching pair, along with the scale and
orientation information obtained from the Hessian Affine Detector. Since the number of combinations
of three matching pairs is much larger than the number of matching pairs itself, the search for the best
affine transformation between a query image and a key-frame is much faster.

3.5 Query Expansion

Query expansion is proven effective in many retrieval applications[36]. In order to improve the retrieval
recall, we also apply query expansion in our system.

To perform query expansion, we choose the shots that rank in the front of the retrieval list and use
the key-frames, which have more than 10 feature point matching pairs conforming the optimal estimated
affine transformation, to expand the original query vector. We construct the BoW vectors of the selected
key-frames by pooling the feature points whose projected positions from the key-frames to the query
image are in the region of interest. Then we take average of all these BoW vectors with the original query
vector and the averaged vector will be issued to query the database again.

The query expansion helps to incorporate new relevant visual words into the query, thus being able to
effectively improve the retrieval recall. Since we only choose the key-frames that pass the strict geometry
test, it’s unlikely that the selected key-frames are not relevant to the query topic. This will guarantee
not losing the precision when gaining the improvement in recall.

3.6 Experiments and Results

We totally submitted four runs, being different in the number of query images and whether the
corresponding shots of query images are exploited. The results of our four runs are shown in Table 4.
We get the best mAP when using three query images, contradicting with our expectation that the best
run should be the 4 query images + video shots. We found that the degradation of average performance
while using 4 query images was mainly caused by the degradation of topic 9107 and the topic 9108, from
0.211 to 0.129 and from 0.283 to 0.052 respectively. The degradation of these two topics may be due to
the presence of some visual words in the 4th query image that are not discriminant. Comparing the run
of 4 query images and the run of 4 query images + video shots, we can see a little improvement, which
suggests the effectiveness of our query vector construction method mentioned in section 3.2.

In Fig.10, we show the overview of all the participating teams’ best results. Our team rank 11th
among 22 teams. Comparing with the result of last year, which was 0.0057 in mAP, we achieve better
performance.

3.7 Conclusion

We focus on improving our retrieval system this year and make some effective changes in the BoW
framework. Specifically, we change the feature detector, feature descriptor and increase the size of the
codebook. And also, we change the way of performing spatial verification while applying query expansion



Runs mAP
1 query Image 0.1362
3 query Images 0.1654
4 query Images 0.1552
4 query Images + video shots 0.1575

Table 4: mAPs of Our Different Runs

Figure 10: All Participating Teams’ Best Results in INS14

technique as well. We also explore the possibility of exploiting the query video shots that are attached to
the query images. And the results show that the way in which we exploit can improve the performance
a little.
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