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Abstract
This paper presents the framework and results from the team “Florida International University-University of Miami (FIU-UM)”
in the TRECVID 2019 Ad-hoc Video Search (AVS) [1] task. We submitted 7 fully automatic runs as follows.

« runl: unweighted concept fusion + arithmetic mean + weighted W2VV score integration

« run2: weighted concept fusion + geometric mean + W2VV score with threshold integration

« run3: weighted concept fusion + geometric mean + weighted W2VV score integration

« run4: weighted concept fusion + geometric mean

« run5: unweighted concept fusion + geometric mean + W2VV score with threshold integration
« run6: unweighted concept fusion + geometric mean

« novelty run: weighted concept fusion + crawling concepts with description + geometric mean

Our framework includes the following processing steps: (1) automatically parsing the query and generating a concept tree,
(2) generation of CNN features from keyframes, (3) generation of concept scores from multiple pre-trained models for image
classification, object, scene, and action detection, (4) just-in-time concept learning for keywords not found in the concept bank,
(5) word to visual vector (W2VV) image-text matching scores, and (6) integration of the scores based on the concept tree.
The performance results show that our fourth run (run4), which includes our best-weighted combination scores and geometric
mean, outperforms all the other runs. This year, the FIU-UM team achieved the highest novelty score among all the teams. The
submission details are listed as follows.

o Class: F (fully automatic runs)

o Training type: E (used only training data collected automatically, using only the official query textual description)
e Team ID: FIU-UM (Florida International University - University of Miami)

e Year: 2019

I. INTRODUCTION

The TREC Video Retrieval Evaluation (TRECVID) is a competition led by National Institute of Standards and Technology
(NIST), which aims to accelerate the research and development in video-based content analysis and retrieval. Since 2010,
TRECVID project [2] initiated the challenge of Semantic Indexing (SIN), which requests the participants to predict the semantic
tags of the given video segments. In 2016, SIN has been elevated to a more comprehensive challenge, Ad-hoc Video Search
(AVS) task, which aims to identify the video segments containing various contents based on a natural language description.
Moreover, to track the advancement in this direction, provide a platform for evaluation of AVS tasks, and accommodate the
trend in high-resolution video recording, a new V3C dataset [3] is released and used for AVS evaluation efforts.

In order retrieve and categorize the video contents, one main approach is to automatically compute a measure that evaluates
the similarity between the contents in the video [4, 5] and the target contents [6-20]. However, many challenges, including
data imbalance, scalability, and semantic gap problems [21-29], hamper the automatic content analysis being robust. Therefore,
various approaches have been developed to mitigate the problem. Among those, some of the main approaches include: (1)
learning and engineering robust video content features to detect concepts in the ad-hoc fashion; (2) integrating multi-modal
data, such as image, video, and text, to extract more comprehensive information; and (3) data-driven learning for discriminating
features for content analysis [24, 28, 30-39].

In the AVS task, 30 ad-hoc queries for 2019 evaluation are given along with the V3C1 dataset, a subset of the V3C dataset.
The goal of the AVS task is to search the V3C1 dataset for the top-1000 video shots that fit the description of each ad-hoc
queries. In each query, there could be a combination of any number of concepts described in various ways. The participants
need to submit the shot IDs of the video shots in the V3C1 collection, whose video contents best fit the given queries based
on their computed likelihood measures. The submission result is rated by using the mean inferred average precision (mean
xinfAP) [40] based on the assessment of a 2-tiered random sampling (1-250@100% and 251-1000@11%).
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Fig. 1. The designed framework for the TRECVID 2019 AVS task

TABLE I
THE CONCEPT BANK DESCRIBING ALL THE DATASETS AND THE CORRESPONDING DEEP LEARNING MODELS USED IN THE PROPOSED FRAMEWORK

Model Name Database # of concepts | Concept type(s)
InceptionResNetV?2 ImageNet 1000 Object
ResNet50 Places 365 Scene

VGG16 Hybrid (Places, ImageNet) 1365 Object, Scene

MaskR-CNN COCO 80 Object
ResNet50 Moments in Time 339 Action
TRN Something-Something-v2 174 Action
Kinetics-13D Kinetics 400 Action

The remainder of this paper is structured as follows. Section 2 explains the proposed framework for the TRECVID 2019
AVS task and the details of different strategies used in each run. Section 3 evaluates the performance of each submission and
demonstrates the submission results. Section 4 concludes the paper and suggests future directions for next year’s submission.

II. THE PROPOSED FRAMEWORK

As shown in Figure 1, the proposed framework incorporates several state-of-the-art pre-trained deep learning models. For
image classification, InceptionResNetV2 pre-trained on the ImageNet dataset [41] is applied to detect the concepts in the
ImageNet dataset and to extract the features from the keyframes. Moreover, additional advanced pre-trained models are utilized
for object, scene, and action detection by generating the prediction scores of their specific concepts. For those concepts in
the query not appearing in the concept bank, Google Image Crawler is used to downloads images from the Internet and a
Just-In-Time (JIT) Support Vector Machine (SVM) model is trained to generate the prediction scores for them. To identify the
interesting concepts (keywords) in the query, the given ad-hoc query is parsed into a concept tree based on its Part-Of-Speech
(POS) tags and Dependency (DEP) tags. After all the concept scores are computed, they are fused based on the concept tree
as well. Meanwhile, for some of the submitted runs, a pre-trained Word-to-Visual-Vector (W2VV) model is used to generate
a query-shot similarity score, which will be integrated to produce the final scores.

A. Concept Bank

Table I lists the datasets used to train different models for the proposed framework.

1) ImageNet: One of the basic datasets we apply is ImageNet [41] which includes large-scale images with various concepts
from multiple domains such as animal, instrumentation, scene, and activity. These concepts are most commonly seen in the daily
life and frequently appear in the TRECVID queries. There are 1.2 million images in 1000 categories included the ImageNet
dataset. The classification accuracy of the models on this dataset has exceeded the human performance using the recent deep
neural networks. As shown in Figure 1, an Inception-ResNet-v2 model is applied [42] to identify concepts listed in the queries
and to extract the image features from the first dense layer for detecting unknown concepts in the queries.



2) Places and Hybrid: Since time and locations are important information required for accurate query answering, scene
detection is included in the proposed framework as an essential part of improving the framework’s performance. Among all the
public scene detection datasets, PLACES365 which includes 365 scene categories is used [43]. A ResNet50 model is applied
to detect the location and environment in the videos. In PLACES365 dataset, 1.8 million training images are provided and each
class includes at most 5000 images. Furthermore, PLACES365 and ImageNet datasets are integrated to form the HYBRID1365
dataset and a VGG16 model is trained on all the images in both datasets to achieve a better classification accuracy.

3) COCO: Although ImageNet1000 provides a lot of object concepts, it has two shortcomings. First, it is specifically
designed for image classification where we have a single and clear object that is the main focus in the picture. Therefore, the
learning models based on this dataset do not produce a good performance on images with smaller objects compared to other
object detection methods, such as Faster R-CNN [44] and Mask R-CNN [45]. Second, ImageNet models cannot detect all
the instances of an object within a single image. Thus, an additional object detection dataset, COCO, is incorporated. COCO
provides 80 object categories and over 200,000 images. A state-of-the-art object detection toolbox called MMDetection [46]
is utilized, which contains a rich set of object detection and instance segmentation methods as well as related components
and modules. The Cascade Mask R-CNN model (X-101-64x4d) is chosen as our backbone network which is pre-trained on
the COCO dataset to generate the detection scores for each object instance. Cascade Mask R-CNN is a state-of-the-art object
detection network that not only detects objects in an image but also provides pixel-level classification. It also solves the close
false positive noise issue in Mask R-CNN due to the low IoU threshold and can generate more accurate confidence scores for
each detected instance. For certain queries that require a specific number N of an object O, the confidence score Po n(I) of
N times of the object O appearing in the image I can be calculated using Equation (1).
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where n is the number of O being detected by the model and P} () is the i-th highest confidence score among all the detected
objects O in image I. For example, for the query “608 Find shots of two people talking to each other inside a moving car”,
we want to obtain a score for “two people” (i.e., O = “person” and N = 2). Given a keyframe of the shot, assume that there
are three detected “person” objects (i.e., n = 3) in the image with the confidence scores of 0.99 (P} (1)), 0.85 (P3(I)), and
0.20 (P3(1)). Therefore, the returning confidence score of “two people” in the image is 0.99 x 0.85 x (1 — 0.20) = 0.67.

4) Moments in Time: To achieve the good performance in recognizing activity actions on various scenarios and objects,
our framework needs to be able to model the spatial-temporal dynamics of the video clips. The Moments in Time dataset
[47] contains over one million videos that cover 339 classes. Each video clip is 3 seconds long and includes action activities
and scenes among people, animals, and objects. The Moments in Time model utilizes the ResNet50 model pre-trained on the
ImageNet dataset as the foundation and fine-tuned on the Moments in Time dataset. Some of the classes show very good
performance, such as smoking, sleeping, and running. The output of the model’s last softmax layer is utilized as the score for
the targeting video.

5) Kinetics: The Kinetics human action video dataset (Kinetics400) [48] is a large scale human action classification video
dataset that contains 400 action classes performed by humans, in which each class is provided with more than 400 video
clips. Our main rationale for choosing Kinetics400, the successor of HMDBS51 [49] and UCF101 [50], is its advantage in
data variation for each class. Unlike its predecessor, Kinetics400 includes all clips for each class from different video sources,
which greatly enriches the data variation for each action by adopting a large variety in people, viewpoints, executions, etc. For
this task, the Inception V1-based Inflated 3D ConvNet (I3d) [51] model pre-trained on ImageNet is used and it is subsequently
fine-tuned on Kineticts400. Due to the limitation of the computational power, only the RGB stream is adopted to generate the
score for the testing queries, which still provides an excellent performance. Each video shot was fed into the model and the
results directly from the output layer are used as the scores.

6) Something-Something: This year, we have incorporated the concepts from the 20BN-SOMETHING-SOMETHING V2
dataset (Something-SomethingV?2) [52] to improve the performance of action recognition. Something-SomethingV2 allows us
to train models that can recognize basic interactions between humans and common objects in the physical world such as putting
something on a surface and throwing something. In our framework, the Temporal Relation Network (TRN) [53] pre-trained on
the Something-SomethingV2 dataset is used. TRN serves to identify temporal dependencies between video frames at multiple
time scales. At the time, TRN-equipped networks demonstrated the best performance when predicting human-object interactions
from the Something-SomethingV?2 dataset with the ability to learn intuitive and interpretable visual common sense knowledge
from videos. Exactly eight keyframes were extracted from each video clip and fed into the pre-trained TRN network to obtain
the predicted Something-SomethingV2 concepts.



B. Just-in-Time Concept Learning

Although the concept bank has collectively covered most of the commonly used concepts, there are many concepts unseen in
the ad-hoc queries. More importantly, the concepts can be modified by adjectives, adverbs, etc., which creates a huge amount
of more specific concepts in the query. Thus, the Just-in-Time Concept Learning method was proposed, which automatically
crawls the related images in an image search engine, such as Google Image, as the training data, filters the outliers in the
search engine results, and then trains the classifier to detect the concepts for the corresponding query. The phrases used in the
query were automatically separated and identified as the searching keywords and fed into our proposed toolchain. For each
new concept, around 10,000 images were crawled. After the reference images were downloaded, the features were extracted
from the outputs of the first dense layers of the Inception ResNet-v2 model [42], followed by an SVM classifier to determine
whether the video shots include the concepts or not.

C. Concept Tree Formation and Score Fusion

1) Concept Tree Formation: To fully automate the video retrieval based on the ad-hoc queries, a natural language processing
algorithm is necessary to extract semantic concepts from the given queries. In this year, our proposed model develop a query
parser based on the SpaCy library!. The Part-Of-Speech (POS) tags and Dependency (DEP) relationships are extracted using
the library, which are fed into a query parser along with the original query to build a grammar tree structure, called concept
tree, where each leaf node is a semantic concept in the query and each non-leaf node represents the relationship among the
concepts. The scores of each concept are obtained from the aforementioned deep learning model and fused based on the type
of non-leaf nodes. The types of nodes in the concept tree are listed as follows.

o Concept: the basic leaf nodes. It represents a specific semantic concept in the query.

o Numbered Concept: an alternative leaf node. It represents that the concept is modified by a number and will be treated
differently when using the object detection model.

o Not Node: a non-leaf node with only one child, which represents that the query includes a concept with complementary
meaning of its child.

o And Node: a non-leaf node with two or more children, which represents that the query has its semantic meaning of all
its children appearing concurrently.

e Or Node: a non-leaf node with two or more children. The query has its semantic meaning that any of its children exists
in the video.

« Spec Node: a non-leaf node with exactly two children. One is the modifier and the other is the central concept. This
relationship shows that the modifier adds specific constrains on the semantic of the central concept. For example, the
phrase “moving car” includes a central concept “car” and its modifier “moving”, which constrains the semantic meaning
of “car” being moving around.

o Sent Node: an unique non-leaf node which is essentially an “And Node” while it has at most five children, namely
subject, action, object, place, and time, respectively. They cover most of the semantic concepts in the sentences and all
TRECVID queries can be summarized into such a structure. The root of a concept tree is a “Sent Node” while the clause
and other complex structures in the sentences are parsed as “Sent Node” as well.

The concept tree is very similar to a parse tree using the English grammar; while the concept tree focuses more on the
relationship between semantic concepts in the query and ignores the other details including article, preposition, etc. The
prepositions in the query are handled during the parsing process, which is used to distinguish time and places.

2) Score Fusion: Once the concept tree is built, the likelihood of a video shot similar to a query can be achieved by
computing the scores at the root node. Since all the leaf nodes represent a single concept, their scores are determined by the
scores of the concepts. Meanwhile, the likelihood score of the non-leaf node is computed purely based on the scores of its
children. Since there are different types of nodes in the concept tree, the ways to fuse the scores are different as well. The
methods to compute the non-leaf node scores of the aforementioned relationships are defined as the following.

o Concept: Get the scores of the corresponding concept based on the concept bank or JIT concept learning.

« Numbered Concept: The same as “Concept” except when the concepts are available in object detection model, Equation
1 is used to compute the scores.

o Not Node: The score of this node is computed by 1 — Scpiiq, Where scpq1g s the score of its child.

o And Node: The score of this node is computed by the geometric mean of all the children of the node.

e Or Node: The score of this node is determined as the maximum of the scores among all its children.

o Spec Node: The score of this node is computed in one of the two ways: the weighted arithmetic or geometric mean of
the central concept and the modifier, i.e., w. X s¢ + (1 — we) X Sy, O s¥e X siflfw“), where w, € [0, 1] is the weight of
central concept, s, is the score of its central concept, and s,, is the score of its modifier.

Thttps://spacy.io/



o Sent Node: It is the same as the “And Node” except that for some runs, a weight is added to each type of the concepts
in the sentence and a weighted geometric mean is applied.

D. Video-Text Matching Model

Since it is hard to exhaustively train a model with all the concepts in the queries, the word embedding technique is utilized
to integrate with the visual features and to map them to a common latent space for comparing the similarity between the
text and visual data. Using deep neural networks, this structure is able to achieve an excellent performance in ad-hoc video
retrieval. In our designed framework, a well-known text-video matching model, called Word2VisualVector (W2VV) [54], is
applied to compute the similarity scores. The applied W2VV model is trained on the Flickr30k dataset [55].

E. Model Fusion

Based on both the concept tree approach and W2VV approach, two different scores for each query-shot pair can be obtained.
In some of our submitted runs, the scores from both models are utilized and integrated with the attempt to achieve better
scores, though based on the evaluation results, the pure concept tree approach achieves the best performance among all our
submitted results. This indicates that our W2VV model under-performs other team’s video-text models and hampers the overall
performance in the submitted runs.

o Weight-based Fusion: the scores from two approaches are weighted based on their distributions and aligned with the mean
and variance. After that, these two scores are summed to produce a new score for each query-shot pair, which is used to
generate the final top-1000 shots for each given query.

o Threshold-based Fusion: we assume that the more the concepts in the query appear in the training dataset, the higher
performance the video-text matching model can achieve. Therefore, for each given query, the average frequency of those
concepts appearing in the W2VV training dataset is calculated to decide whether the results from W2VV should be used
or not based on an empirically learned threshold.

FE. Submitted Runs

The following seven runs are submitted to the TRECVID 2019 AVS task by our team. In all these runs, as mentioned earlier,
various pre-trained models (e.g., ImageNet, COCO, YOLO, Moments in Time, Places, etc.) are used to generate the likelihoods
of each pre-defined concept in the concept bank, to extract the CNN features based on the Inception ResNet-v2 [42], and
to train a linear SVM for all the unknown concepts based on the images crawled from the Internet using the automatically
generated queries. The query is automatically parsed into a concept tree and the scores from various components are fused
based on the tree. The differences between all the submitted runs are how the scores are fused and how the weight is assigned
to each concept.

o runl: unweighted arithmetic mean for concept score fusion and integrating scores from the W2VV model using the
weights learned by our empirical study;

o run2: weighted geometric mean for concept score fusion and integrating scores from the W2VV model using the thresholds
learned by our empirical study;

« run3: weighted geometric mean for concept score fusion and integrating scores from the W2VV model using the weights
learned by our empirical study;

« rund: weighted geometric mean for concept score fusion and without the W2VV model;

o runS: unweighted geometric mean for concept score fusion and integrating scores from the W2VV model using the
thresholds learned by our empirical study;

« run6: unweighted geometric mean for concept score fusion and without the W2VV model,

o novelty_run: weighted geometric mean for concept score fusion and using only the most specific concepts.

III. RESULTS
A. Evaluation

Our framework generates a list of at most 1000 video shot IDs based on the given 30 queries, the reference shots, and the
V3Cl1 dataset [3]. This dataset contains 7475 Internet Archive videos with a total duration of around 1000 hours and 1.08
million video segments. The mean duration of each video is 8 minutes and 2 seconds. All the results are evaluated by the
assessors at NIST as described in [56]. All the top-250 results and 11% of the remaining results of each query are evaluated,
and the mean extended inferred Average Precision (mean xinfAP) metrics [40] are computed based on the performance of
these evaluated results. Meanwhile, the detailed metrics such as inferred interpolated recall and precision at different depths
are given by the sample_eval software provided by NIST.
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B. Performance

The performance (xinfAP) of all the runs based on our proposed framework is shown in Figure 2. All our submitted runs
are fully automatic runs and their xinfAP scores are 0.080, 0.065, 0.079, 0.082, 0.061, 0.078, and 0.063, which ranked 21st,
23rd, 25th, 26th, 30th, 31st, and 32nd among all the runs, respectively.

Figure 3 shows the inferred average precision of each query of our best run (run4). The x-axis of Figure 3 shows the query
number; while the y-axis presents the xinfAP measures of our run (shown as a dot), median performance (shown as dashes),
and the best result (shown as a box) for each query. These query-level metrics indicate that we perform the best in query 625
and query 627. These two queries include concepts with a large variety of appearances, backpacks, and tools. Therefore, the
images crawled from Google help the framework learn the semantic concepts and thus significantly improve the performance.
Our framework also performs well in queries 619, 630, 631, and 639. Query 619 includes concept “art pieces”, which can also
be learned by the Google crawler. However, this concept has less commonalty among different samples so the model performs
worse to learn its semantics. Query 639 includes a complex and unseen concept “inside views of a small airplane flying” and
the crawled images can help identify them. Moreover, query 630 and query 631 mainly benefit from the Moments in Time
dataset in the concept bank. Both “dancing” and “hugging” concepts appear in the query. Meanwhile, the proposed concept
tree also helps explicitly represent the relationships among “man”, “woman”, and the action (i.e., dancing or hugging).



In addition to xinfAP, in this year, a novelty score is also evaluated, indicating how many unique shots are retrieved by the
proposed model among all teams. As shown in Figure 4, our submitted novelty run ranks the first among all the runs. The
novelty score is computed based on the average unique shot weights over all the queries.
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where Q is the set of all queries, |Q| is the number of queries in Q, S is the set of shots detected by the run being evaluated,
Nyun is the total number of submitted runs, which is 47 in 2019, and N(q, s) is the number of times that the shot s was
retrieved by any run submission for query g. For each shot, if a shot is uniquely identified by one run, a score of 0.978 is
assigned; while if a shot is retrieved by all runs, O novelty score is assigned. It is obvious that our framework is able to
obtain the most number of shots that the other teams are hard to retrieve. This can be understood in two folds. On one hand,
using the detailed description of a concept to form the queries can help obtain good results. On the other hand, it reveals one
weakness of the deep-learning-based approaches that the performance of the model heavily depends on the training dataset,
i.e., the retrieved results tend to converge to whatever the model has been seen in the training dataset but cannot generalize
well to true concepts.

IV. CONCLUSION AND FUTURE WORK

In this notebook paper, the framework and results of the FIU-UM team in the TRECVID 2019 AVS task are presented.
This year, in addition to the classic datasets such as ImageNet, Places, and UCF101, we leveraged several recently released
datasets such as “Moments in Time” for action recognition. Also, a new model “Mask R-CNN” is applied to improve the object
recognition performance and also to estimate the number of objects for some queries (e.g., “exactly two men at conference”).
Although we achieved a good performance this year, it can be seen that the overall score of the AVS task for all the teams is
still very low. This problem is mainly due to the complicated queries (e.g., ““a truck standing still while a person is walking
beside or in front of it”), as well as the noisy and imbalanced nature of the TRECVID dataset which represents the real-world
data. In the future, we will focus on utilizing more temporal information from video datasets and a better fusion model. In
addition, we will try to generate a fully automatic video retrieval system.
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