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ABSTRACT

In this paper we describe the approach we developed for the TRECVID video to text task, specifically
the free-text generation sub-task. This sub-task consists of generating a textual description using only
the information that can be extracted from the videos. We tackle the problem using a commonly used
BLSTM network with an alternate enhance mechanism. To improve the model we study the effect of
using different datasets and features. One of the main problems of the video captioning challenge is
the size of the vocabulary, which adds another level of complexity, as the model needs to produce a
rich vocabulary without previous knowledge of the scene. Therefore, we also discuss the use of an
image captioning module to guide the initial text obtained from the video.
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1 Introduction

Video captioning, which consists of extracting a sentence or paragraph to describe a video, is a very challenging task in
the computer vision field that has witnessed renewed interest in the community since the arrival of deep learning. From
this new set of techniques, it has become possible to generate more complex text.

Although the most used techniques nowadays are from deep learning, the task of video captioning started with more
traditional methods.The first works in the topic were based on templates where the aim was to predict a triplet of “words’
representing the subject, verb and the object [1]. These methods are very limited in the complexity of the expression
and the detail that they can capture. The next round of algorithms used embedding spaces. For instance [2] takes images
from internet pairs with sentences that are embedded into an embedding space that can then be subsequently used to
obtain the sentences associated with the original images. Again these methods can only describe a limited amount of
scenes and cannot build new sentences to describe new videos. Deep learning provided a new range of techniques to
solve these problems. RNNs have been proved to be useful in tasks related to text and sequences, such as text translation
or handwriting recognition. They have the capacity to generate free text without copying the exact sentences from
the training datasets. Initial approaches of this kind use the encoder-decoder structure to generate single sentences
which describe the whole video. Datasets like the ones generated for TRECVID’s video-to-text task [3] have helped to
provide enough data to train these models, which are well known for requiring a huge amount of training data. With the
emergence of more complex datasets like ActivityNet, these methods became the start of a new trend of algorithms that
focus on not only generating a single sentence but on producing multiple sentences to explain multiple clips in longer
videos.

We decided to explore the encoder-decoder strategy for TRECVID-VTT. The model used is based on [4], which uses
LSTMs and an attention model to encode the frames and decode the textual description. From there we explore the use
of different techniques to improve the baseline results. We replace the BLSTM with the popular Transformer model
also we try to increase the amount of training data with an additional dataset. Our main idea was to include text as input
to provide a base description of the model.



The structure of this paper is the following. Section 2 describe the basic model and the changes introduced. Section 3
presents the datasets used. Section 4 concludes with the results and the policy used to train the models.

2 Model

This section presents the baseline model and the improvements that we explored. As mentioned above we use as a
baseline the work of [4].

The model consists of a BLSTM for encoding the input features. We use the C3D [5] as input to this BLSTM which are
well known for capturing the temporal information of a video. This is followed by soft attention, which is fed again to a
final LSTM. The sentences are then produced from a softmax function on top of the last LSTM. A beam-search [6]
method is used to find the sentences with the highest probability.

A variation we explore is to try to predict a caption from the middle frame and use it as an additional input for the model.
The intuition behind this idea is to obtain an initial sentence from which the model can generate a more complex one.

To do so we use the model from [7] to generate this caption and then this caption is embedded to a words spaces. This
goes through an LSTM to encode the sentences and it is appended to the input vector of the soft-attention model. One
noteworthy aspect is that we share the same embedding between the input and the output words to help the model
identify the same words.

Let htext
t be the output of the LSTM that encodes the text input, such as:

hword
t = f(hword

t�1 , xt�1), for t = 1...N, (2.1)

where N is the length of the sentences, xt is the t word of the sentences embed in the Glove’s spaces. Then we can
define all the sentences as:

h
sentence = [hword

1 , hword
2 , . . . , hword

N ]>. (2.2)

Then the new attention became:
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where v 2 RV , W1 2 RV⇥N and W2 2 RV⇥T are learnable parameters of the model and tanh function operates
element-wise. zi is the i vector by the image encoder. Let hatt,j
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component at time t and h
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The attention vector oi 2 RM is computed as a weighted sum of the LSTMatt output vectors h
att
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where H
att = {h

att
i }

N
i=1.

We investigate improving this technique by replacing the LSTM in the encode-decode architecture with two Transformers
[8]. These are well-known for improving results and better at capturing the temporal dependency between frames,
however they are also very demanding in terms of the resources needed for training.

3 Dataset

The main dataset used in our experiments is the TRECVID-VTT dataset. This year we used the annotations from the
previous years (2016, 2017 and 2018) and the videos from 2019 without the sentences. In the three previous years, the
datasets follow the same pattern: the videos come from Vine and have a length of no more than 10 seconds. Each year
they annotated around 2000 videos. This year the only difference is that the videos come from Vine and Flickr but the
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other characteristics are more or less the same. There are five or fewer annotations per video and they try to reflect the
“who, what, where and when” as depicted in the video in a short sentence.

TGIF [9] consists of 100k animated GIFs with 120k sentences describing their content. The GIFs comes from Tumblr
from May to June of 2015. On average each GIF last 3.65 seconds and contains 40.62 frames. They provided one
sentence per clip in the training and validation sets and three from the test set.

4 Experimental Results

This section presents an analysis of the result of our different variations.

We report three of the widely use metrics: BLEU,CIDEr and METEOR. BLEU computes the geometric mean of n-gram
matching words count between the references and the candidate sentence. In our case, we report the BLEU-4. The
main aim of CIDEr is to capture the consensus between the annotations and the reference sentence. Finally, METEOR
computes the mean of weighted unigrams’ precision and recall. It also includes functions to evaluate stemming and
synonyms.

We train using stochastic gradient decent (SGD) with ADAM optimizer [10], and use beam search of 6. The C3D model
that we use to extract the deep features for the input was pretrained in the sport 1M dataset.

During the first phase where we train the models and compare them, we split the datasets in the following way:
TRECVID-VTT 2016 and a 50% of TRECVID-VTT 2017 are used for train, then the rest of TRECVID-VTT 2017 is
used for validation and finally TRECVID-VTT 2018. When using the TGIF we use the whole dataset for training.

Table 1. Base model and transform model trained without TGIF dataset.
BLEU-4 CIDEr METEOR

IVTT-BLSTM 0.0014 0.0730 0.1257
IVTT-Transfrom 0.0010 0.0660 0.1160

For the first round of experiments, we don’t use the TGIF dataset only the data from TRECVID. However, this does
not provide enough data to train the models. In table 1 we can see the baseline results for the baseline model and the
variation with the transform. IVTT-Transform is an expensive model to train and the result are not as good as expected
at first. Taking as reference other works it seems that these initial results can be improved with more data, but even
adding the TGIF dataset will not be sufficient. As such, we decided to discard further experiments with this model and
focused on other variation of the baseline.

Table 2. Base model, image caption model and model with image caption text as input model trained with TGIF
dataset.

BLEU-4 CIDEr Meteor
Image captioning 0.0025 0.0420 0.1111
IVTT-BLSTM 0.0020 0.1012 0.1333
IVTT-BLSTM-Text 0.0013 0.1090 0.1358

In the next experiment, we included the TGIF dataset to increase the amount of data. We also explored the addition of
the caption extracted from the Image Captioning module into the model as input. The results can be found in 2. The
first thing to notice is that, as expected, more data improves the baseline. Apart from this we also can see that the base
Image captioning model performs well even if we do not retrain it to adapt to the videos and sentences of the dataset.
However, if we use these sentences in our model the performance decreases, thus it can be argued that the additional
inputs increase the feature spaces and the model already struggles to learn from the TRECVID data.

Table 3. Resutls on the TRECVID 2019.
BLEU-4 CIDEr METEOR

IVTT-BLSTM 0.0045 0.0350 0.1415
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We only submitted our baseline run. This model has to be trained in the whole TRECVID-VTT 2016 and TRECVID-
VTT 2018 plus 50% of TRECVID-VTT 2017. For validation, we use the rest of the TRECVID-VTT 2017 as in the
other experiments and predict all the test dataset. Another noteworthy aspect is that we use Glove embedding for the
output words. The result can be seen in table 3.

As discussed previously, the change to a transform architecture does not provide an improvement in our experiments.
This is likely due to the limited number of samples and the fact that we couldn’t do many experiments as this is a
time-consuming model. With respect to the sentences from the image caption module, as standalone they get the best
performance to compare to our model but they are limited by the pretrain vocabulary. Adding them to our model does
not yield as good results as we expected. This is likely because the approach we follow to include them is quite simple.
Concatenating the whole sentences to the image input vector proves to add too much redundancy. It also includes some
level of confusion as it can describe objects that at the moment may not be in the scene.

5 Conclusions

We propose a model to learn captions from short videos. We train from multiple topics to make the model independent
of the category of the video. We explore the use of image captioning models to establish a base sentence from the
model. We also try to replace the LSTM architecture for a Transform one. None of these approaches results in an
improvement on the metrics, which is why we decided to only submit the baseline with a new training methodology.

Following our initial experiments, our next work will focus on exploring new kinds of input data to help the model learn
in small-medium datasets. We believe that adding information like the objects/actors in the scene and their relationship
may help. Also, it is important to find ways to generate more data from this kind of datasets.
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