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Abstract 

In this notebook paper, we present our activity detection system, which aims to temporally localize 

activities in surveillance videos. Our pipeline composed of five modules, object detection, activity 

proposal generation, feature extraction, classification and post-processing. We input RGB and 

optical flow into this pipeline separately and obtain frame level predictions by late fusion. The final 

detections are generated by greedily merging these predictions and filtering invalid results. 

 

1. System Description 

Activity detection in surveillance videos is a challenging task due to the low resolution, occlusion 

of objects and similarity between activities. In order to get reliable results, most previous 

participants used the method of decomposing the task into multiple subtask [1, 2, 3]. Our system 

for activity detection in extended videos (ActEV) in TRECVID2019[4] is composed of five 

modules: object detection, activity proposal generation, feature extraction, classification and post-

processing. The diagram of the five modules in our system is shown in Figure 1. We evaluate and 

analysis each module separately in the following. 

Object detection: It locates and classifies objects and activities. 

Activity proposal generation: It generates candidate tubes by temporally tracking bounding boxes 

for activities. These tubes are called activity proposals. 

Feature extraction: It finetunes the backbone network and extracts features for activity proposals. 

Classification: It trains classifier to classify activity proposals. 

Post-processing: It merges the activity proposals for activity localization. 
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Figure 1: System Overview. 



2 Object detection 

All the 18 activities handled in this task are people-centered or vehicle-centered. Thus, obtaining 

person and vehicle bounding boxes for each frame could be an effective way. We use the Mask R-

CNN [5] with the feature pyramid network on ResNet-101[6] as the backbone for object detection, 

and use different labeled data for training. Due to the limitation of official annotation (only 

activities related objects are labeled), we labeled ~3000 images for four main objects in the training 

and validation set by ourselves, including persons, vehicles, bikes, and boxes. We apply object 

detection on every 8 frames from the videos. Full resolution images are input to the model and we 

train model using the full 4 object class annotation labeled by ourselves. Experiments are conducted 

to test the effectiveness of our detection network. We first use original Mask R-CNN without 

finetuning to directly detect objects, which outputs a poor result. This is because the scenes in 

VIRAT is different with COCO and some objects in VIRAT is difficult and dim. Then, we finetune 

the Mask R-CNN with our annotations, which reaches a better performance. The results are shown 

in Table 1. 

Table 1: Object Detection Results. 

Method mAP  

Original Mask R-CNN 19.6 

Mask R-CNN finetuned using our 

annotations 

44.1 

3 Activity proposal generation 

Tracking and removing background We first link the person/vehicle bounding boxes by Deep 

SORT [7] and pad them spatially. Since the objects contain a huge number of still persons or 

vehicles, we remove tracks with small movements using the background modeling method, which 

greatly decreases the irrelevant background objects and reduces the cost of computation for 

subsequent steps. Tracks generated by tracking can be regarded as the raw proposals, but they lack 

interaction activities. Therefore, we compare the spatial distance between all the tracks and 

combine the person-centered and vehicle-centered tracks as the proposal of the interactive activities 

if they are close enough to each other. This step produces total 4,151 proposals on the validation 

set and achieves a recall rate of 85.6%. 

In this work, we do not use the sliding window to further generate more refined proposals. We label 

frames of each proposal at intervals of 8 frames for subsequent classification. This strategy can 

reduce duplicate feature extraction, and we can link individual predictions to produce the final 

activity prediction results. 

Alignment moving/objects direction each activity has diversity of appearances since even in the 

same activity, there are various movement/object direction. This diversity makes learning and 

inferring activity recognition difficult especially when there are few training data. Therefore, before 

extracting features, we rotate input proposals to align the direction in order to reduce the diversity 

and improve recognition accuracy. Figure 2 shows two types of processes for alignment directions. 

We calculate movement/object direction for each proposal. Then we rotate proposals so that the 

direction is zero degrees. In case of a proposal containing only vehicle (vehicle proposal), it is 

rotated based on the movement direction since activity of vehicle proposals often have large 

movement (Fig.2 (a)). In case of a proposal containing person and vehicle (person-vehicle proposal), 

it is rotated based on the vehicle direction since activity of person-vehicle proposals often change 



the vehicle direction (Fig.2 (b)). The details of calculating the movement/object direction are 

described below.  

(a) Vehicle proposal alignment                         (b) Person-vehicle proposal alignment 

Figure 2: Overview of alignment movement/object direction. 

a) Calculate Movement direction regarding vehicle proposal, the direction of movement is 

calculated from the optical flow. A flow histogram is calculated by voting on the angle 

calculated from the optical flow of each pixel. Here, we use only the first half of the proposal 

since the movement direction of the vehicle changes greatly between the first half and the 

second half.  Then, the mode value of the histogram is selected as movement direction. 

b) Calculate Object direction regarding person-vehicle proposal, the direction of a vehicle is 

calculated from the image gradient obtained by a Sobel filter. A gradient histogram is created 

by voting on the angle calculated from the gradient of each pixel in the first half of the video 

frame. Then, the mode value of the histogram is selected as the object direction. 

We conducted experiment to confirm the effectiveness of the alignment module with the 

validation data. In this experiment, we used the classification module, which will be described in 

Section 4. Proposals are generated by ground truth data. The results of mAP for classification 

with/without the alignment module are shown in Table 2. As can be seen from the results, the 

alignment module improve mAP. Note that the alignment module not integrated into the submitted 

system, since we could not confirm the effectiveness when testing with our activity proposals. 

Table 2: mAP for classification with/wo the alignment module. 

 mAP 

Without alignment module 0.46 

With alignment module 0.50 

 

4 Classification  

Feature Extraction We utilize I3D network [8] for feature extraction. We consequently crop 64 

frames from each ground truth activity tube or activity proposal with an interval of 32 frames as 

the input of I3D and output the feature map of 5-th layer. Both rgb and optical flow frames are used 

for training and evaluation. To get a better feature extractor, we finetune I3D using the officially 

annotated samples on the training set. The results on the validation set are shown in Table 3. 

Classifier We first use the SVM classifier, and it flattens feature maps of the 5-th layer and loses 

the temporal information. However, temporal information is extremely important when modeling 

activities. Thus, we continue to investigate the LSTM framework to preserve the temporal 
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information. Specifically, we use the Conv-LSTM network [9], which can process the spatial parts 

sequentially, and enable the information to go through in a convolution manner. Therefore, the 

spatial and contextual information can be modeled efficiently by convolution operations. 
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Figure 3：overview of feature extraction and classier. 

Figure 3 shows the process of Conv-LSTM. After obtaining feature map of the 5-th layer, we 

reshape it to 7×7×1024×T (T=8) to separate the temporal dimension. Thus, the time step of Conv-

LSTM is set as T. Table 2 presents the classification results of Conv-LSTM. 

Table 3:  Results of Conv-LSTM classifier. 

 mAP 

rgb 0.1315 

rgb(finetune) 0.1671 

flow 0.1276 

flow(finetune) 0.1308 

5 Post-processing 

After classification, we fuse the scores of two modalities and average the scores in three different 

epochs for each activity. Since we do not use temporal boundary regression, a simple boundary 

refinement is implemented. We compute the mean score of 18 activities and the Euclidean 

distance between this value and score of boundary frame. Then we remove it if the distance is too 

large. 

The output activity predictions need to be further merged to localize the temporal position of the 

activity. We propose several steps for post-processing. Firstly, we filter out predictions with low 

scores using a set threshold {𝑡𝑐}. Each activity category is filtered separately. If a proposal 

exceeds the threshold in multiple activity category scores, we copy it multiple and mark the 



corresponding activity labels. After that, predictions are merged to long trajectories. Our merging 

principles are simple:  1) If there is an overlap in time for two predictions, we merge them. 2) 

predictions of each category are merged independently. 3) The score of merged proposal is the 

average of predicted scores. Finally, we remove the result that the object type does not match the 

activity type, and apply NMS to them. 
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Figure 4:  An illustration of Post-processing. 

We validate our system using AD metrics of TRECVID[10]. When inference on test set, the 

classifier is trained on the training and validation sets. We submit three systems on the test set, 

the only difference between them is threshold set  {𝑡𝑐} for 18 activities. The final submission 

results are shown in Table 4. 

Table 4:  system results on test set. 

System Partial AUDC Mean-

Pmiss@0.15TFA 

Mean W-

Pmiss@0.15RFA 

p-NTT-CQUPT 0.60058 0.51122 0.87254 

p2_NTT_CQUPT 0.60396 0.51677 0.87168 

system2 0.60524 0.51755 0.87381 

 

6 Conclusion 

We designed a multi-stage pipeline for activity detection. In this work, many strategies including 

ensemble, two-stream and specific rules are used to boost the final performance. The classifier 

gets a low mAP due to the lack of training samples. We will explore more effective training 

methods and better network architecture in future works, especially focus on the case of small 

sample learning. 
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