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Abstract 
The advent and widespread adoption of wearable cameras 
and autonomous robots raises important issues related to pri-
vacy. The mobile cameras on these systems record and may 
re-transmit enormous amounts of video data that can then be 
used to identify, track, and characterize the behavior of the 
general populous. This paper presents a preliminary compu-
tational architecture designed to preserve specific types of 
privacy over a video stream by identifying categories of indi-
viduals, places, and things that require higher than normal 
privacy protection. This paper describes the architecture as a 
whole as well as preliminary results testing aspects of the sys-
tem. Our intention is to implement and test the system on 
ground robots and small UAVs and demonstrate that the sys-
tem can provide selective low-level masking or deletion of 
data requiring higher privacy protection.    

Introduction   

Networks of interconnected cameras currently provide con-
stant surveillance over many metropolitan cities. In the near 
future, vision-based drones, robots and wearable cameras 
may expand this surveillance to rural locations and one’s 
own home, places of worship, and even locations where pri-
vacy is considered sacrosanct, such as bathrooms and 
changing rooms. As the applications of robots and wearable 
cameras expand into our homes and begin to capture and 
record all aspects of daily living, we begin to approach a 
world in which all even bystanders are being constantly ob-
served by various cameras wherever they go.  
 Recent examples of the vast expansion of surveillance ca-
pability are disturbing for those concerned with privacy. In 
2016 an Ohio judge ruled that data collected by a man’s 
pacemaker could be used as evidence that he committed ar-
son (Moon, 2017). Previously, data from Fitbits and other 
wearable devices have been used as evidence (Watts, 2017). 
In another recent case, data collected by an Amazon Alexa 
device was used as evidence (Sauer, 2017). Hundreds of 
connected home devices, including appliances and televi-
sions, now regularly collect data that can be used either as 
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evidence or simply as a monitoring device by hackers or 
whomever can access the data. Comparatively little tech-
nical effort is being invested in ensuring personal privacy.          
 There are several reasons why protecting privacy is desir-
able. Device makers may be concerned with the theft of data 
from their devices (and the resulting lawsuits) but neverthe-
less view the risk of such theft as acceptable when compar-
ing that risk with the limitations imposed by ensuring pri-
vacy. Encrypting data is one method commonly employed 
to protect privacy and security. Yet encryption brings its 
own set of limitations in that export restrictions are imposed 
on encryption technology, encryption is computational ex-
pensive process that can slow processors or processing, and 
the amount of data generated by devices such as wearable 
cameras makes encryption unfeasible. Another concern is 
that data is unprotected prior to encryption or after unen-
cryption. Moreover, for staunch privacy advocates, a better 
solution is for the data to simply never have been collected 
in the first place.  
 The purpose of the paper is to present a computational ar-
chitecture that can be used by artificial intelligence product 
developers and researchers which will alleviate privacy con-
cerns. Our work focuses on privacy with respect to stream-
ing video data. As mentioned, camera surveillance is rapidly 
expanding. Moreover, video can be used to for a variety of 
exceedingly intrusive purposes, such as detecting and char-
acterizing a person’s emotions, or constructing a visual net-
work of their social contacts. Finally, as roboticists we are 
concerned that the large scale adoption of consumer robots 
might further restrict public privacy. The architecture pre-
sented is preliminary in that we present only working pieces 
and have yet to test a fully functional architecture at this 
time. This paper focuses more on the technical aspects of a 
privacy ensuring computational process than on the societal 
implications. 
 The section that follows summarizes the relatively few 
computational approaches to ensuring privacy. Next we 

 



present our architecture for ensuring privacy. We present 
preliminary results for some of the architecture’s pieces and 
conclude with a discussion examining how the architecture 
might be incorporated by product developers and research-
ers.      

An Architecture for Ensuring Privacy 

There are some people, places, and things that a robot, wear-
able camera, or other device should not record. As discussed 
above, there are many different types of information that a 
device could record in violation of one’s privacy. The work 
presented here will focus on camera data, although we be-
lieve that a similar system could likely also be developed for 
audio data. From a privacy perspective, camera data is im-
portant because it if allows one to monitor and track a person 
in an environment, identify relationships, capture a person’s 
behaviors, monitor their emotions, and possibly even recre-
ate conversations.  
 Our architecture focuses on three types of privacy: pri-
vacy for certain types of persons, places, and things. Privacy 
for certain types of individuals recognizes that particular 
categories of people, such as children, or for all people in 
certain roles, such as patients in a hospital, may need addi-
tional privacy guarantees above and beyond the general pub-
lic. The architecture also recognizes that certain, particular 

places may require greater privacy for all people than other 
places. For instance, a wearable camera currently records 
images regardless of whether the person is in a public park 
or a public bathroom even though the privacy expectations 
in these two locations differ. Finally, the proposed system 
can vary the level of privacy in relation to objects identified 
in the environment. For example, amorous or provocative 
clothing, medicines in a bathroom, or private letters and 
banking information may all signal increased expectations 
of privacy. Figure 1 presents the overall system architecture. 
Overall, the proposed system is meant to ensure privacy 
rights for those people encountering robot based or wearable 
cameras either in public or in private. 
 In previous work we developed a computational process 
that allows one to create high-level representations from 
first-person video and to use these representations to evalu-
ate the similarity of different scenes (Doshi et al., 2015). The 
process begins when a Convolutional Neural Network 
(CNN) is used to convert individual video frames into a set 
of 256 output maps (Figure 1). CNNs are a class of deep 
learning architectures often used for object recognition that 
are capable of recognizing objects within images  

Previously we have used Caffe, an open-source frame-
work for deep learning. Caffe includes several neural net-
works which have been pre-trained on the ImageNet dataset 
consisting of 1.2 million images capturing 1000 different 
categories of objects. AlexNet can recognize thousands of 

Figure 1. The figure depicts a privacy protecting architecture. The system takes streaming video on the left of the dia-
gram, converts this input into lists of objects using a Convolutional Neural Network, and Gaussian Mixture Model. The 

output from this conversion encodes a list of objects in the video image. These objects are cross-checked with a list of ob-
jects requiring greater privacy. Collections of frame outputs are clustered into scene segments (not shown). These scene 

segments are then cross-checked against scenes requiring greater privacy.   



different objects with a top-5 accuracy of over 90% and con-
sists of a five convolutional layer architecture with three 
fully connected layers. Our research uses the output gener-
ated by the fifth convolutional layer as a higher-level repre-
sentation roughly capturing object-level information and 
their spatial patterns in a scene.  

Higher convolution layers are able to pick out object parts 
and then entire objects. Therefore, the output from the fifth 
convolutional layer of the network capture the identity, 
strength, and spatial distribution of object-level information 
throughout the image. In previous experiments, we have 
demonstrate that we can leverage this information to cate-
gorize the location of the video stream (the type of scene) or 
identify visible objects in the environment (Kira et al. 2016).  

 We then use Improved Fisher Vectors in conjunction 
with a Gaussian Mixture Model (GMM) pre-trained on a 
subset of the video data to produce a fixed length encoding 
which summarizes the strength of association between the 
set of output maps across multiple frames to the different 
modes in the GMM (Perronnin and Dance, 2007). Because 
the representation is based on object-level features and their 
positions in the images sampled from the environment, we 
have shown that our approach is robust enough to noise and 
blur that it can be used on video captured by a wearable cam-
era.  

We have shown empirically, both using preprocessed data 
and using live prototypes, that this process allows us to clus-
ter visual scenes with respect to higher, more abstract con-
cepts such as library, restaurant, or kitchen. The distance 
metric 𝐷൫𝑆௜ , 𝑆௝൯ can be used to match one’s current visual 
scene to an existing scene category, previously encountered 
environments, or to generate a new scene category.  

Privacy for Places 
Our previous and ongoing work has demonstrated that the 
system can be used to recognize different categories of 
places. Using Google glasses we collected a large dataset 

from wide variety of locations in the Atlanta area. This in-
formation was then processed using the architecture in Fig-
ure 1. Later we tested the system using a different head 
mounted camera (Figure 2) at several locations. Some of the 
test locations were places where the data had been generated 
for the dataset. Most were not. Regardless of whether or not 
a location existed in the dataset, the system was able to gen-
erate a measure of similarity to previously encountered lo-
cations. We found that when this similarity metric was used 
to cluster video recordings unique categories of places were 
generated often related by purpose (Figure 3). For example, 
the system matches the library on the right of figure 2 to the 
Barnes and Nobles on the left. But when the person arrives 
at the coffee shop located in the middle of the library, the 
system categorizes the streaming video as a coffee shop. If 
the system’s data captured within coffee shops is removed, 
the system recognizes the coffee shop as a type of restaurant 
(Figure 3). When streaming video of a picnic, the system 
notes that streaming video most closely matches a park and 
a restaurant. Our previous research shows that the computa-
tional framework can be used to categorize the incoming 
video stream in terms of places.  
 Once a scene is categorized, the category label can be 
cross-referenced with a list of high privacy areas. If the 
video is streaming from a high privacy location, then the en-
tire video stream can be blurred. For example, if a drone is 
flown over a beach, video from the camera can be used with 
our system to identify the location as a beach and recognize 
that it is a higher privacy location. Privacy rules such as 
blurring the video feed, or blurring the faces and bodies of 
those in the video can then be enacted.   

Privacy for Things 
The presence of certain objects signals the need to greater 
privacy. For instance, medications, private letters and bills, 

Figure 2  A helmet-worn prototype is used to match the scene that the student is currently encountering to a set of stored scenes. For 
this prototype the system then stated the scene’s label to the user. For the proposed system, the scene will be matched to predefined pri-

vacy settings.  



objects related to intimacy, all signify the need for privacy. 
For a mobile camera on a robot or a wearable camera, en-
counters with these types of objects should signal the need 
for increased privacy.   
 Convolutional Neural Networks have the highest object 
recognition accuracy rates among computer vision classifi-
ers (Razavian, 2014). Typically trained on large datasets, 
such as ImageNet containing millions of images of everyday 
objects, these classifiers recognize thousands objects.   
 Our proposed system leverages the incredible ability of 
Convolutional Neural Networks to recognize objects to 
identify a limited set of predefined, privacy signaling ob-
jects. Once such an object or several such objects are iden-
tified, a predefined privacy rule is enacted. This predefined 
rule may blur the object or the entire video stream depending 
on the circumstance. A full implementation of this idea may 
need to be trained on some or several high privacy items. 
Although ImageNet does contain images of medicines, a list 
of privacy inducing objects may need to be created, a dataset 
created, and neural network training performed.  

Privacy for Persons 
A person’s age plays an important role with respect to pri-
vacy. We recently conducted online surveys asking adults 
about their privacy expectations with regard to drone flybys. 
Subjects strongly indicated that their privacy expectations 
were higher when they were in the presence of children. The 
results from these surveys are still being compiled but it is 
safe to say that age and gender impact one’s expectations 
related to privacy.  
 Convolutional Neural Networks have been developed that 
can estimate a person’s age or gender (Levi and Hassner, 
2015). Recently published results by Levi and Hassner indi-
cate an accuracy of 86.8 percent for gender classification 
and 50.7 percent for classifying an individual’s age into one 
of eight categories. They note a 1-category off classification 
accuracy of 84.7 percent. Figure 4 depicts an example of off-
the-shelf age and gender classification using convolutional 
neural networks.    
 We envision augmenting our architecture with an age 
pathway that identifies and categorizes faces in terms of age. 
This pathway could then use statically set privacy rules to 
blur out the faces of all individuals that are within specific 

Figure 3. The graph above compares similarity scores for video segments from 8 scenes to segments taken from a 
McDonalds restaurant scene. The data depicts a spread across scenes with some segments matching multiple scenes. 

Nevertheless, the best match for each category of segments is a member of the same class. As indicated by the circle in 
red, the best matches to the McDonald’s target are video segments from the other restaurant scenes. Some video seg-
ments taken from library scenes also match well to restaurant target. Finally, parks do not match well to restaurants. 

The individual data points correspond to different video segments. 



recognition category. Alternatively, age and context could 
be used to selectively blur the faces of individuals within 
some age category and at a specific type of place or scene. 
Our recent surveys on privacy demonstrated that respond-
ents were most concerned about privacy in relation to drone 
flyovers while they are at the beach with their children.   
 

Development and Limitations 

We are currently in the process of developing and evaluating 
the system. As part of the development process several issue 
will need to be addressed.  
 One issue that arises is the need of the robot or camera 
wearer versus the need for privacy of the individual being 
observed. For a robot attempting to localize or using camera 
information to identify objects or people, blurring incoming 
data may limit the robot’s usefulness or perhaps even endan-
ger the people around it. One possible solution is to apply 
the privacy protection architecture after the robot has al-
ready used the video stream to situation awareness. Alt-
hough this solves the immediate problem of interfering with 
the robot’s perception it may compromise privacy and data 
protection, or at a minimum, open the door for hackers to 
intercept data before it reaches the privacy protection sys-
tem.   
 For users of wearable cameras such as police officers or 
those with vision impairments, the tension between privacy 
and functionality is even more serious. Blurring out entire 
scenes or environments would quickly limit the usefulness 
of a wearable camera. Even blurring faces may generate 
problems for those that rely on the camera for social inter-
action.    
 In recognition of the tradeoff between privacy and usabil-
ity, we are developing an interface that allows a person (per-
haps the owner of a product or a user) to vary the privacy 
settings of the technology, perhaps contextualizing one’s 

privacy concerns or, at least, having control over when and 
what the technology records and transmits. For example, for 
appliances an owner may want to set the maximal privacy 
settings ensuring that data is not stored or transmitted and 
that one’s face is always blurred or removed. The user would 
also have control over the types of objects that are blurred 
when seen by the appliances camera. For a laptop camera, 
the user may want to alter the privacy settings on a daily or 
as needed basis. Even if most people choose simply to let 
the factory settings stand at least the user is given a choice 
as to whether and to what degree they prefer to protect their 
privacy.   

Privacy Star 

Ideally, product developers will create, test, implement, and 
adopt system architectures that guarantee privacy. The 
adoption of these types of architectures might be signaled by 
using an Energy Star like labeling program. Energy Star be-
gan as a voluntary labeling program designed to promote 
energy efficient products. Like Energy Star, Privacy Star 
would serve to identify and promote consumer products that 
protect user data and personal privacy. A certification pro-
cess could be developed ensuring that a product meets pre-
determined privacy standards and the users have access and 
control over the privacy settings of their devices. Privacy 
Star does not necessarily need to be a government run entity. 
Like Energy Star it might begin as a grassroots effort.    

Conclusion 

This paper has presented a preliminary architecture for pro-
tecting user privacy. We have focused on ensuring privacy 
with respect to streaming video from a camera. Clearly there 
are many other aspects to protecting a user’s data. We have 
specifically chosen to focus on streaming video for a num-
ber of important reasons. First, camera-based surveillance is 
expanding rapidly and, as noted in the introduction, is en-
croaching upon the privacy of our homes and perhaps even 
our bodies. Second, the possibility of large scale adoption 
and use of consumer robots will further infringe upon our 
right to privacy. Finally, unlike most other types of data col-
lection, camera-based video data is broad in the amount, 
types, and uses of the information that is collected. Video 
can be used to gauge and classify a person’s emotions, re-
construct what they said, or connect them to social networks 
to deduce their beliefs and principles. While the architecture 
we present is not without limitations, we feel that it is an 
important first step towards using artificial intelligence to 
protect a person’s right to privacy.       

Figure 4 Convolutional Neural Networks have been trained to 
classify a person’s gender and age. These classifiers can be used 
to recognize situations and people that may need greater system 

privacy protections. 
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