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Abstract—The Internet has fallen victim to its own stunning suc-
cess. The interplay of the end-to-end design of IP and the vested
interests of competing stakeholders has led to its growing ossifica-
tion. Alterations to the Internet architecture that address its fun-
damental deficiencies or enable new services have been restricted
to incremental changes. The slow pace of this process stifles inno-
vation and the adoption of disruptive technology. A recent call to
arms advances a research agenda to confront this impasse through
virtualization [1]. In addition to describing a virtual testbed for
the evaluation of new network architectures, it poses a question
about the long-term role of virtualization in the Internet. The ar-
chitectural “purist” views virtualization as a tool for architecture
evaluation and the periodic deployment of successive, singular In-
ternet architectures. In this paper, we advance the “pluralist” view
that seeks to make virtualization an architectural attribute of the
Internet. By enabling a plurality of diverse network architectures
to coexist on a shared physical substrate, virtualization mitigates
the ossifying forces at work in the current Internet and enables
continual introduction of innovative network technologies. Such
a diversified Internet would allow existing architectural deficien-
cies to be holistically addressed as well as enable the introduction
of new architectures supporting new types of applications and ser-
vices. We provide a detailed exposition of the diversified Internet
concept, explain how it can address the problem of network ossi-
fication and discuss some of the technical challenges that must be
met to turn the vision into reality.

I. NETWORK OSSIFICATION

In a relatively short period of time, the Internet has become
critical infrastructure for global commerce, media, and defense.
Like many successful technologies, the Internet is suffering the
adverse effects of inertia. The significant capital investment and
competing interests of its major stakeholders creates a barrier
to the introduction of disruptive technologies. Furthermore, the
end-to-end design of IP requires global agreement and coordi-
nation to deploy changes. Working in concert, these two factors
prevent existing problems from being holistically addressed and
stifle innovation. In the current environment, the incremental
deployment of even the most basic and necessary changes such
as IPv6 is painfully slow [2].

While the Internet’s success speaks to the utility of its ar-
chitecture for a wide range of applications, a best-effort packet
delivery service is not best for all purposes. The ever-expanding
scope and scale of the Internet’s use has also exposed a number
of fundamental deficiencies in the current architecture. Secu-
rity, routing stability and control, and quality of service guar-
antees are a few of the most significant [3-5]. For over ten
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years, applications such as global video conferencing, tele-
phony, and broadcast television have been touted as promising
“next-generation” applications. It was widely believed that this
class of applications justified the tremendous investment in dark
fiber and would spur the next round of vigorous innovation and
deployment [6]. This promise remains largely unrealized due
to the inability of the current architecture to support these ap-
plications, the inability to change the architecture, and the pro-
hibitively high cost of deploying a custom global network.

The ossification of the Internet architecture and its inability
to support many types of applications impose a significant bar-
rier to innovation. For the research community, the ability to
perform large-scale experimentation that seeks to affect the In-
ternet’s operation is almost entirely limited to overlay networks.
It can bring innovation to the network layer only through more
efficient implementations of existing mechanisms. While there
is opportunity to deploy new higher layer protocols and new
link and physical layer technologies, the network layer has be-
come untouchable.

II. ENABLING DIVERSITY

Virtualization has been advanced as a means to break this
impasse [1, 7, 8]. By enabling experimentation with new net-
work architectures, a virtual testbed provides immediate value
to the research community. We discuss the development of such
a testbed in the last section of this paper. While reinvigoration
of applied architectural research has clear benefits, it is the in-
troduction of new technologies into the public Internet that can
provide the more profound impact on society and which also
presents the most significant challenge.

In the context of deployment, we characterize the architec-
tural purist as viewing virtualization as a tool for experimen-
tation and the periodic deployment of each in a possible suc-
cession of new Internet architectures. The theory here is that
by supporting applications that attract a significant number of
users, a successful network architecture operating on a virtual
testbed can apply pressure on the current Internet stakeholders
to adopt a new architecture. In this environment, experimenta-
tion may be continual, but adoption of a new network architec-
ture is relatively rare. We seek to advance the pluralist view that
virtualization should become a fundamental attribute of the In-
ternet so that the problem of network ossification can be solved,
once and for all.

In crafting a network, architects must invariably choose from
among numerous parameters. One of the first considerations



2 IEEE GLOBECOM 2005

is often scope. Networks may be application-specific, general-
purpose, or a hybrid that supports a certain class of applications.
Networks may provide best-effort service or multiple flavors of
guaranteed service. Other considerations include the type and
level of security, control granularity and interfaces, and network
scale. These architectural parameters then drive the design of
the data and control planes. The architectural purist requires
that a network architecture be general-purpose. It must pro-
vide a suitable platform for the set of all existing applications,
while attempting to support the needs of future applications
[9]. If the architecture is insufficient for a given application,
then developers may attempt to craft a suitable overlay with
sub-optimal properties (security, robustness, or performance) or
simply wait until a new, more suitable architecture is adopted.
The purist view also requires that each network node provide
all of the shared services, regardless of the needs of the appli-
cation traffic traversing the node. More importantly, we believe
that the purist view does not sufficiently address the ossifying
forces currently at work in the Internet. If the “narrow waist”
of the Internet is a single end-to-end packet delivery service,
then modification of that packet delivery service still requires
universal agreement and coordination amongst the competing
stakeholders. In this environment, virtualization (i.e. a virtual
testbed) does not possess significantly more leverage than pre-
vious testbeds that have been unable to successfully impact the
Internet.

The pluralist approach provides a means to permanently
guard against these ossifying forces while providing additional
design freedom for network architects [10]. In the remainder
of this paper, we advance this view by describing a diversified
Internet that supports a plurality of network architectures coex-
isting on a shared physical substrate network. We refer to the
diverse networks comprising this diversified Internet as meta-
networks to distinguish the concept from overlay [8] and un-
derlay [7] approaches, and to avoid the much overloaded term,
“virtual network”. A diversified Internet that supports multiple
meta-networks allows new network architectures to be intro-
duced alongside incumbent architectures and given the oppor-
tunity to succeed (or fail) on their own merits. By allowing end
users to opt-in to a variety of meta-networks, network archi-
tectures are exposed to the same market forces as other tech-
nologies. We argue that exposing network technologies to such
competitive forces is the only sure way to enable continuing
innovation and change.

III. META-NETWORKS

Meta-networks enable fundamentally different end-to-end
packet delivery mechanisms by allowing each network to spec-
ify packet formats, addressing methods, packet forwarding,
routing protocols, etc. Meta-networks are implemented on top
of a substrate comprising the physical resources used by the var-
ious interlays. In this model, the “narrow waist” of the Internet
architecture is a thin network provisioning layer that provides
automated mechanisms for allocating the substrate’s resources
to different meta-networks. The role of the provisioning layer
is to allow network providers to automatically deploy, configure
and operate meta-networks. In general, the provisioning layer
does not restrict the kind of new services that may be deployed.

We define an meta-network to be a network of meta-links
joining meta-routers to each other and to the meta-network-
specific protocol stacks in end systems. Once provisioned, the
meta-links and routers “look” just like physical network re-
sources. It is up to the meta-networks (not the substrate) to
implement end-to-end packet delivery by selecting packet for-
mats, forwarding mechanisms, control and management planes,
etc. This freedom allows network architects to construct net-
works that best suit the intended application or range of appli-
cations that will operate over the meta-network. The substrate is
concerned only with providing the resources needed by distinct
meta-networks and ensuring that the different meta-networks
can co-exist without interference. Our bias is to include as little
as possible in the substrate. While this may mean that differ-
ent meta-networks duplicate certain common services, it also
means that meta-networks with simple needs are not burdened
with the cost of supporting some shared service that they don’t
use. While this potentially increases the effort required to de-
velop new meta-networks, we believe that this can be offset
through the use of design tools and the development of modu-
lar components that can be used in a variety of different meta-
networks.

Applications run on top of meta-networks. Users may opt-in
to one or many meta-networks, thus freeing application devel-
opers of the constraints imposed by any single network archi-
tecture. Developers can target their applications for the meta-
network best-suited to their application’s requirements. While
traditional applications, such as email and the web might well
use an IP meta-network, other applications could be designed to
target meta-networks with different characteristics. Indeed, an
application developer might even choose to develop an appli-
cation in concert with a new meta-architecture, integrating ap-
plication and network in ways that have not been possible with
conventional network architectures. As an illustration of this,
consider a meta-network designed to support distance learning.
It would likely include QoS support for audio and video, but
might also include specialized multicast mechanisms, with dis-
tributed audio bridging (to enable natural, high quality inter-
action) and audio-triggered video switching, so that the focus
of video would track the current speaker. These mechanisms
could be incorporated into the meta-routers and coordinated us-
ing protocols that operate over an omni-directional multicast
tree. Such an meta-network could also include built-in format
translators, to enable seamless participation among users with
incompatible equipment. While integrating application and net-
work in this way is something that the networking community
has made a point to avoid in recent decades, there is no need to
avoid it in a diversified network environment.

IV. WHAT’S IN IT FOR STAKEHOLDERS?

One lesson we draw from the current ossification of the Inter-
net is that enabling change will require convincing stakeholders
that change is in their interest. Fortunately, there is much for
current stakeholders to be unhappy about in the Internet as it
stands. The best-effort Internet of today is a commodity service
that affords network providers limited opportunities to distin-
guish themselves from their competitors. A diversified Internet
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Fig. 1. Diversified Internet supporting multiple meta-networks on a shared substrate.

can provide a much richer environment for innovative organi-
zations. This, in turn, can stimulate the development of a wide
range of new services and will drive investment in the core in-
frastructure components needed to deliver those services to end
users.

In a diversified internet, the current ISPs become Substrate
Network Providers (SNPs), implementing the automated pro-
visioning layer used to configure resources for meta-networks.
SNPs can distinguish themselves from their peers through the
quality of the resources they provide, the tools they provide
to facilitate the development of new meta-networks and the
services they provide to operating meta-networks (for exam-
ple, providing hardware fault tolerance, or integrated end-user
billing services).

Meta-networks would be deployed and operated by Meta-
Network Providers (MNPs). Meta-networks could span mul-
tiple substrate networks, and thus would acquire network re-
sources from multiple SNPs. In this model, MNPs are not re-
quired to purchase, deploy, or maintain physical infrastructure.
This significantly lowers the barrier to entry and significantly
accelerates deployment of new, possibly disruptive, network ar-
chitectures. SNPs distinguish themselves by the service they
provide to meta-network developers and operators. By provid-
ing the most attractive platform, SNPs will attract the most in-
novative meta-providers, helping ensure that the meta-networks
that become popular will be carried on their infrastructure.

A diversified Internet also creates new opportunities for net-
work equipment vendors. The systems needed to implement a
diversity of meta-routers within a common physical platform
will afford vendors with new opportunities to develop unique
products. These systems will provide configurable resources
that can be used by different meta-routers to deliver their indi-
vidual services. The emergence of high performance network
processors [11] and configurable logic devices [12] provide the

core elements needed to build such systems, but the competi-
tiveness of equipment products will rest on how easy vendors
make it for meta-network developers to design and configure
new types of meta-routers using those resources.

Application developers have a much richer set of choices in
a diversified Internet than they have today. They may choose
the most suitable meta-network from among those available, or
they may design a new overlay network, tailored to their appli-
cation’s specific needs.

V. RESOURCE ALLOCATION IN A DIVERSIFIED INTERNET

There are several technical challenges that must be addressed
to realize the vision of a diversified internet. One of the primary
challenges centers on the design of the protocols and associ-
ated mechanisms needed to enable the automated provisioning
of diverse meta-networks in a global, multi-domain substrate
network. The problem to be solved is very different from that
addressed by conventional network resource reservation mech-
anisms. Some of these differences make it easier, others make
it more complex. Unlike flow-based reservation where end-to-
end resources must be reserved for individual communication
sessions, the meta-provisioning system will allocate resources
on a relatively coarse-grained and long-term basis. This is be-
cause meta-networks will be set up and operated to serve large
numbers of users and resources will be reserved to handle the
aggregate traffic from these many users over an extended period
of time. These differences dramatically reduce the scaling and
performance challenges associated with resource provisioning,
relative to resource reservation in conventional networks.

On the other hand, the nature of the interaction between
meta-networks and a multi-domain substrate is intrinsically
more complex than the relationship between a single user and
a network (even a multi-domain network) providing a reserved
bandwidth flow. An MNP, planning a new meta-network, needs
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to be able to determine what resources are available within an
SNP’s network, or could be made available within the MNP’s
planning horizon. This information must be specific enough to
allow the MNP to formulate network designs, possibly involv-
ing multiple SNPs. It must then be able to issue a “Request
For Bids” that SNPs can respond to, providing further technical
details and cost information. This interaction could iterate mul-
tiple times as the MNP tries to determine how best to meet its
requirements. To enable the automation of this process, SNPs
will need to publish certain information in machine-readable
form and provide automated mechanisms to respond to RFPs.
Once an appropriate configuration has been determined, there
must be mechanisms for “closing the deal” and coordinating the
actual configuration of meta-links and routers.

VI. SUBSTRATE ROUTER DESIGN

A second challenge that must be met in order to realize a di-
versified Internet concerns the design of substrate routers that
can host multiple diverse meta-routers, while remaining com-
petitive, in terms of cost and performance, with conventional
routers. In this section we briefly describe a highly flexible ar-
chitecture for a substrate router and show how it can be used
to enable substrate routers with a wide range of performance
characteristics and functionality.

Our proposed substrate router architecture is shown in Fig-
ure 2. It is built around of pool of Processing Elements (PE)
which are used to provide the core packet processing functions
of the various meta-routers. The system’s common substrate
comprises a scalable switch fabric and a number of Line Cards
that terminate the external links. The Line Cards demultiplex
packets received on the external links using a Meta-Link Iden-
tifier (MLI) carried in the external packet header. The substrate
router uses the MLI to resolve the meta-router that the packet
is associated with and the specific PE that is to process it. The
configuration of the mapping from MLI to meta-router and PE
is done at the time an meta-router is configured.

The architecture supports a variety of types of PEs to give
meta-router designers flexibility in the implementation of the
meta-routers. In particular, the available PE types would in-
clude standard general-purpose processor subsystems, a net-
work processor-based PE and a PE comprising a large config-
urable logic chip, with attached memory resources. We refer
to these three PE types as PE/GP, PE/NP and PE/CL respec-
tively. A lower performance meta-router can be built using a
PE/GP, while higher performance meta-routers will require the
use of PE/NPs or PE/CLs. The availability of multiple PE types
allows meta-router designers to choose an implementation op-
tion that best suits their needs. In fact, we would expect some
meta-routers to use PEs of multiple types (for example, PE/CLs
might be used to implement routine packet forwarding in hard-
ware, while a PE/GP is used for higher level control and con-
figuration).

It is worth noting that current-generation network proces-
sors provide enough processing resources to deliver approxi-
mately 3-5 Gb/s of throughput for moderately complex appli-
cations [11], [14], so a substrate router supporting 10 Gb/s line
cards can use 2-4 PE/NPs per port, if most packet processing

is done using PE/NPs. PE/CLs incorporating advanced FP-
GAs [12] can deliver throughputs several times greater and can
be a better choice for meta-networks that lend themselves to
hardware implementation.

In the simplest case, an meta-router consists of a single PE
that terminates some number of meta-links. In this case, pack-
ets received by the LCs are sent through the switch fabric to the
appropriate PE, which processes them, decides how they should
be forwarded, then sends the packets back through the switch
fabric to the proper outgoing LC and meta-link. In higher per-
formance systems, a single meta-router will comprise multiple
PEs. In this case, packets will often be forwarded from one PE
to another through the switch fabric. A common pattern will
be that packets are first sent to an “input-side” PE, which re-
lays them to an “output-side” PE, which queues them before
forwarding them to the outgoing LC and meta-link.

The physical separation of the pool of PEs from the LCs pro-
vides great flexibility in the allocation of resources, but this
flexiblity does come at some cost. In particular, it requires that
each packet must be forwarded through the switch fabric at least
two times. The performance impact of this is fairly minimal,
since switch fabric delays are generally quite small compared
to processing delays, link queueing delays and wide-area prop-
agation delays. However, it does require that the switch fabric
capacity be two to three times larger than would be needed by
a conventional router terminating the same number of external
links. In a well-designed conventional router, the switch fabric
typically accounts for perhaps 10% of total system hardware
cost, so increasing this cost by a factor of two to three, does not
dramatically change the overall system cost. On the other hand,
the cost difference is not negligible, making alternatives worth
considering.

One natural alternative is to provide flexible packet process-
ing mechanisms at every LC. In this approach, each meta-router
terminating a meta-link at a given LC would use a fraction of
the processing resources available at that LC. This would enable
the meta-routers to forward packets to the appropriate outgoing
LC, using just one hop through the switch fabric. While this
is attractive, from the standpoint of switch fabric cost, it does
require that the processing resources available at each LC be
sufficient to handle any processing required by any meta-router
that we might want to deploy. It also requires finer-grained re-
source partitioning than the pool-of-PEs architecture, making it
considerably more complex to implement. An intermediate al-
ternative provides some processing capability at each LC, plus
a shared pool of PEs. This approach makes a lot of sense if
most packets are forwarded by just a few of the meta-routers.
These meta-routers can be assigned per LC resources, while the
pooled resources are used by meta-routers that handle smaller
amounts of traffic. This can significantly reduce switch fabric
costs compared to a “pure” pool-of-PEs architecture.

Note that each PE has its own set of resources that are phys-
ically separate from those of other PEs. This makes it easy
to isolate different meta-routers from one another, through the
direct expedient of physical separation. So long as an meta-
router has enough traffic to justify allocating an entire PE to
it, this provides a simple solution to the isolation problem. In
systems hosting many low traffic meta-routers, this may lead
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Fig. 2. Substrate router with FPGA based and Network Processor based Processing Elements.

to low resource utilization. In this context, it makes sense to
share a single PE among multiple meta-routers. While sharing
of PE/GPs can be done using virtual machine methods, there
are no comparable methods for sharing PE/NPs and PE/CLs.
While the design of such methods is worth further study, we do
not pursue the topic here.

There remians the problem of how to isolate the traffic
streams associated with different meta-routers within the switch
fabric. This is straightforward, in the context of meta-routers
that use a single PE, because in this case the traffic consists
of point-to-point streams from LC-to-PE or PE-to-LC. Because
meta-links have specific bandwidth allocations associated with
them, it is straightforward to allocate bandwidth within the
switch to the different meta-routers and enforce appropriate
limits on their use of bandwidth at the edge of the switch fabric.

Things get more complicated when we consider meta-routers
comprising multiple PEs. In this case, we would like to al-
low the PEs making up an meta-router to freely send packets to
other PEs in the same meta-router without imposing pairwise
constraints on the amount of traffic one PE can send to another.
It is not possible to enforce bandwidth use by an meta-router
as the traffic enters the switch fabric in this case, since several
different PEs can send traffic to another PE in the same meta-
router, leading to congestion in the switch fabric. The challenge
for the design of the substrate router is to either prevent such
congestion from occurring in the first place or to ensure that the
congestion affects only the meta-router causing it. We believe
this can be adequately addressed by providing separate queues
for different meta-routers within the switch fabric and serving
those queues based on the share of the switch fabric resources
allocated to each meta-router. Further work is needed to fully
evaluate the effectiveness and complexity of this approach.

VII. GETTING FROM HERE TO THERE

Perhaps the most immediate challenge facing the concept
of a diversified internet is deployment. While we believe that
there are great potential benefits to a diversified Internet and
that critical stakeholders can be motivated to grasp the oppor-
tunity that a diversified Internet affords, we need a strategy for

getting from here to there. We argue that this strategy will have
to embrace the approaches used in the early deployment of IP.
Specifically, we expect it to start as an overlay, progress through
a government-supported experimental backbone and shift to
commercial operation as network operators recognize the op-
portunity and as the multi-domain issues become better under-
stood. In some ways, this process has already begun since the
ideas we are advancing here are already partially reflected in the
PlanetLab testbed [13] which supports overlay meta-networks
on top of a shared global infrastructure. The diversified Internet
concept carries these ideas further, pushing them into the core
of the network, rather than limiting them to the overlay context.
We believe that the next step in carrying these ideas forward is
the creation of a national testbed that leverages key ideas devel-
oped in the PlanetLab context, while refining them to enable the
large-scale deployment of diverse meta-networks that can sup-
port large numbers of users and serve as a vehicle for new ap-
plications [1]. The recent development of the National Lambda
Rail (NLR) [16] infrastructure provides an important tool for
helping to realize such a testbed. NLR offers a national fiber
backbone and is committed to using 50% of its resources for
supporting networking research. This makes it realistic to en-
vision a national network with backbone links of more than 10
Gb/s and capable of supporting hundreds of thousands of users.
Such a backbone can be linked to PlanetLab nodes in hundreds
of colleges and universities throughput the country, using con-
ventional overlay methods or using MPLS tunnels carried on
the widely-deployed Internet 2 infrastructure. This, in turn pro-
vides access to a potential user population of more than a mil-
lion. A successful large-scale demonstration of a diversified
Internet will stimulate the creation of innovative applications
and network services. These, in turn, will attract users and they
will attract commercial operators interested in bringing these
services to the larger public.

VIII. SUMMARY

We expect the diversification of the Internet to be a long pro-
cess (as was the development of the Internet itself) and we ac-
knowledge that no one can predict with any confidence how it



6 IEEE GLOBECOM 2005

is likely to play out. However, the problems posed by the Inter-
net’s growing ossification make it essential that we find a way to
overcome the current impasse and we argue that diversification
of the Internet is the most promising approach to both address-
ing the current problem and avoiding its recurrence in the years
to come.
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