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Abstract 

Object extraction has a crucial role in various visual semantic scenarios. In this paper, we propose a system for 
object extraction which can deal with an object partly occluded by other objects. In order to estimate the hidden 
part of the occluded object, the system combines different types of contour completion methods such as curve 
completion and symmetry completion. The system is composed of two modules: contour discrimination and 
contour completion. The contour discrimination module separates the contour of the occluded object from the 
contours of the occluding objects. To the contour of the occluded object, the contour completion module applies 
different types of contour completion algorithms to generate various completion patterns. Based on the perceptual 
model of figural goodness, the system computes the figural goodness scores of the generated patterns, where the 
simplicity and symmetricity are evaluated. Finally, the system outputs the pattern having the highest score as a 
result of the object extraction. From the experimental results, we have confirmed that the figural goodness model 
works effectively for extracting partly occluded objects. 

Keywords: Object decomposition, contour completion, figural goodness 

1. Introduction 

Object extraction has a crucial role in various 
contemporary visual semantics scenarios (including 
scene analysis, object recognition, image retrieval, 
raster-to-vector image conversion, etc.) [1-7]. Object 
extraction is implemented in various software products 
of image processing such as Live Trace in Adobe 
Illustrator and PowerTrace in CorelDRAW.  

Conventional object extraction methods are based 
on the technique of line tracing. However, there is a 
limitation that they cannot properly interpret the contour 
of an object which is partly occluded by other objects. 

When humans look at an object which is partly 
occluded by other objects, they can correctly estimate 
the hidden part of the contour of the occluded object. 
This human visual perception is known as amodal 
completion in Gestalt psychology [8-11]. While humans 
estimate the hidden part of a contour, computers just 
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trace the visible part of contours to decompose objects, 
which limits the ability of object extraction by 
computers. 

In order to extract partly occluded objects correctly, 
it is necessary to model the phenomenon of amodal 
completion. The goals of our study are to develop and 
evaluate an object decomposition system modeling 
human visual completion as shown in Fig. 1. 

In the fields of computer vision and image 
processing, there are some pilot studies which tackle the 
challenge of computationally modeling amodal 
completion [12-20]. However, the application fields of 
these computational methods are severely limited 
because whether these methods work effectively or not 
depends on the shape class of an object. For example, 
completion methods proposed in [12, 13] are based on 
the technique of interpolation with a curve such as a B-
spline curve. These methods work effectively to an 
object which has a smooth contour (i.e., there are no 
nondifferentiable points on the contour). On the other 
hand, these methods cannot properly deal with objects 
having more complex contours like the input image in 
Fig. 1.  

In [18-20], completion methods considering 
symmetry structures of an object are proposed. However, 
these methods work effectively when objects have 
symmetry structures.  

Since the effectiveness of conventional completion 
methods are sensitively affected by the shape class of an 
input object, in this paper, we combine different types 
of completion methods for processing objects 
independently from their shape classes. 

There are two possible approaches for combining 
completion methods. One is a preprocessing approach 
and the other is a post-processing approach. 

As shown in Fig. 2, in the preprocessing approach, 
the shape class of an input image is identified before a 
completion method is executed. Based on the 
identification result an appropriate completion method 
is selected to execute. The difficulty here is that shape 
class identification is not always easy for computers 
because many factors influences the results of 
identification and many exceptions are possibly 
contained in each shape class. 

In the post-processing approach, all the completion 
methods are executed to generate various completion 
patterns as candidates. From them the best one is 
selected from the aspect of figural goodness. Fig. 3 
shows the outline of the post-processing approach. 

 

Fig. 1. object decomposition considering visual occlusion 

Fig. 2. Preprocessing approach for object decomposition in 
which completion methods are switched based on the shape 
class of the input image 

 
Fig. 3. Post-processing approach for object decomposition in 
which candidate completion patters are generated by applying 
all the completion methods, then the best completion pattern is 
selected based on figural goodness 
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Figural goodness of each completion pattern is 
evaluated based on a model of the human perception on 
good figures.  According to the law of Prägnanz in 
Gestalt psychology, objects are seen in a way that 
makes them appear as simple as possible [8]. Focusing 
on the characteristics of human perception, in this 
approach the simplicity and symmetricity of each 
completion pattern are evaluated. The post-processing 
approach has a merit that once a scoring model of 
figural goodness is defined, an object decomposition 
system can be developed easily. In addition, this 
approach is independent from individual completion 
methods. Due to the merits, this paper adopts the post-
processing approach for constructing an object 
decomposition system. 

The contributions of this paper are as follows. 
(i) The proposed system can expand application fields 

of object decomposition because the restrictions on 
shape classes can be removed. 

(ii) The proposed system improves the usefulness of 
existing image retrieval systems, pattern 
recognition systems, drawing software products 
because object decomposition function becomes 
more intelligent and practical. 

The rest of the paper is organized as follows. In 
Section 2, we describe related works. In Section 3, we 
propose an object decomposition system which 
combines different types of completion methods and 
employs a scoring method for evaluating figural 
goodness. In section 4, we show the results of 
experiments we conducted for confirming the 
effectiveness and limitations of the system. Finally, we 
conclude the paper and describe future works in Section 
5. 

2. Related Works 

The phenomenon of amodal completion has long been 
studied in the field of Gestalt psychology [8-11]. These 
studies have revealed that local and global structures of 
a shape influence generated completion patterns.  

For example, when humans see the image shown in 
Fig. 4(a), they can estimate a simple curve as a 
completion pattern like Fig. 4(b). In the completion 
process, humans focus on local structures of the shape 
such as the continuity and smoothness of the contour in 
a local region. Fig. 4(c) and (d) shows an example of 
completion patterns generated by considering global 
shape structures. When humans see the image shown in 
Fig. 4(c), they can accurately estimate the hidden part 
like Fig. 4(d). In the completion process, humans 
consider the line symmetry structure, i.e., a global 
structure of the shape.  

Some computational methods for amodal 
completion have been proposed. These methods can be 
classified into two approaches considering local shape 
structures [12-17] and considering global shape 
structures [18-20]. 

Curve completion and line completion are two 
major completion methods considering local shape 
structures [12-14]. In the curve completion approach, 
the problem of contour completion is regarded as a 
problem of interpolation. The gap between the 
endpoints of the occluded contour is interpolated with a 
parametric curve such as a B-spline curve. In the line 
completion approach, two lines are extended from the 
endpoints of the contour toward the direction of the 
tangent line at the endpoints. 

Line symmetry completion method [18, 19] and 
rotational symmetry completion [20] are methods for 
contour completion considering global shape structures. 
In these methods, symmetry parameters (i.e., line-
symmetry axes, the angle of rotation, the center of 
rotation, etc.) are estimated from the visible part of the 
contours of an occluded object. Based on the symmetry 
parameters, the symmetry points of the hidden part are 
detected. Using the symmetry points as a patch, the 
hidden part is reconstructed.  

These contour completion methods have a problem 
that shape classes of input images are restricted, which 
limits applications of object decomposition. In our study, 
different types of completion methods are combined to 
develop an object decomposition system which can deal 
with any shapes. 

In our system, completion patterns generated by 
using multiple completion methods are evaluated from 
the aspect of figural goodness. The factors of figural 
goodness have been studied in the field of Gestalt Fig. 4. Completion considering local shape structures and 

global shape structures 
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psychology and cognitive science on human visual 
perception. These studies showed that simplicity and 
symmetricity are main factors of good figures [21]. In 
[22], Shimaya proposed a qualitative method for 
evaluating the figural goodness of a completion pattern 
from the aspects of simplicity and symmetricity.  We 
improve and computationally model the Shimaya's 
method to actualize the scoring part of completion 
patterns. 

3. Proposed System 

3.1. Outline 

The input of the proposed system is an image in 
which an object is partly occluded by other objects. The 
output of the system is a decomposition pattern of the 
image. The proposed system executes the following five 
steps in turn:  

 (step 1) Receive an image in which an object is 
partly occluded by other objects. 

 (step 2) Discriminate the contours of occluding and 
occluded objects from the input image as shown in Fig. 
5.The details of this step are explained in Sec 3.2.  

 (step 3) Generate candidate completion patterns of 
the occluded object using the following four completion 
methods.  

method 1: line completion [14]  
method 2: curve completion (B-spline interpolation)  
method 3: line symmetry completion [19] 
method 4: rotational symmetry completion [20] 
 (step 4) Evaluate the figural goodness score of each 

completion pattern. The details of this step are 
explained in Sec 3.3. 

 (step 5) Output the completion pattern gained the 
highest figural goodness score as the best completion 
pattern.  

3.2. Contour discrimination 

This subsection explains the method for 
discriminating the contour of the occluded object from 
the one of the occluding object in an image. The 
following five steps are processed in turn to 
discriminate the contours.  

(step 1) (Extraction of outer and inner contours) 
Extract the outmost contour from the input image with 
the boundary tracing. The outmost contour is called the 
outer contour and the other part of contour is called the 
inner contours. Fig. 6 shows an example of outer and 
inner contours.  

 
Fig. 8. Identification of occluding and occluded objects 

Fig. 5. Discrimination of occluding and occluded objects. 

 

Fig. 6. Extraction of outer and inner contours 

 
Fig. 7. Division of outer contour 
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(step 2) (Division of outer contour) Divide the outer 
contour extracted in step 1into partial outer contours at 
the points of T-junctions and X-junctions of the input 
image. Fig. 7 shows an example of the process of 
division of outer contour.  

(step 3) (Identification of occluding and occluded 
objects) In the partial outer contours obtained in step 2, 
detect the one which can be smoothly connected with 
the inner contour, and then actually connect the detected 
partial contour with the inner contour to obtain the 
contour of the occluding object. The other partial outer 
contour can be identified as the contour of the occluded 
object. Fig. 8 shows the process of identification of 
occluding and occluded objects.  

3.3. Evaluation of figural goodness 

The figural goodness of each completion pattern is 
evaluated from the aspect of simplicity and 
symmetricity. We computationally model Shimaya's 
quantitative method [22] for scoring figural goodness. 
According to the model, the figural goodness g of a 
completion pattern L is defined as 
 

(1) 
 
where nc (L) is the number of corners, na(L) is the 
number of symmetry axes and no(L) is the order of 
rotational symmetry. The order of rotational symmetry 
is defined as θ360 , whereθ  is the angle of rotation.  

In the scoring model, the figural goodness of a shape 
is evaluated from the aspect of the simplicity and 
symmetricity of a shape. The simplicity is evaluated 
from the number of corner nc(L) and the  symmetricity 
is evaluated from symmetry parameters na(L) and no(L). 

When a perfect circle (nc(L)=0, na(L)= ∞ ,no(L)= ∞ is 
input, the score reaches the maximum. Fig. 9 shows the 
scores of figural goodness of some images. From the 
figure, we confirm that simpler images have higher 
scores. 

In order to compute nc(L), na(L) and no(L), a corner 
detection method [23], a line symmetry detection 
method [24] and a rotational symmetry detection 
method [25, 26] are used, respectively. 

We have confirmed that the scoring by Eq. (1) 
works effectively in most cases. However, from a 
preliminary experiment, we have found there are some 
cases when the scoring results does not match the 
human feeling on figural goodness.  

Fig. 10 shows an example. The figure shows two 
possible completion patterns (a) and (b). Pattern (a)is 
generated by assuming a vertical symmetry axis and 
pattern (b) is generated by taking a symmetry axis along 
with the direction of 30 . In the two completion patterns, 
pattern (a) is more frequently generated by many people 
than pattern (b). This result indicates that the existence 
of the vertical symmetry axis increases the figural 
goodness of the shape. Since the score defined by Eq. 
(1) does not take the influence of the angle of a 
symmetry axis into account, the figural goodness g(L) 
of pattern (a) is lower than pattern (b).  

To consider the influence of the vertical symmetry 
axis, we improve the scoring of figural goodness as 
follows: 

 
(2) 

 

Fig. 9. Figural goodness of some figures 

 

 
Fig. 10. Influence of the angle of a symmetry axis to figural 
goodness 
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where ma(L) is the additional parameter evaluating the 
influence of the vertical symmetry axis. ma(L) is defined 
as follows: 
 

(3) 
 
where A(L) is the set of the line symmetry axes of L, 

)(aθ is the angle of line symmetry axis a. ma(L) takes 
the value 1 only when the shape has the vertical 

symmetry axis. Otherwise, it has no effect to the figural 
goodness score.  

As shown in Fig. 10, the improved figural goodness 
g'(L) of pattern (a) is higher than pattern (b), which 
means that the improved scoring better matches human 
perception on figural goodness. 

4. Experimental Results 

We experimentally evaluated the effectiveness of the 
proposed system. In the experiment, we compared the 

 

Fig. 11. Experimental results: figural goodness scores are shown below each completion pattern and the best ones (the output of 
the system) are underlined. 
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object decomposition results of the system with the 
ground truth (i.e., the correct object decomposition 
generated manually). 

Fig. 11 shows the input images used in the 
experiment, the contours of the occluded objects 
discriminated from the input images, the ground truth 
patterns, and four completion patterns generated by each 
completion method. The numbers shown under each 
completion pattern represent the figural goodness scores 
of the pattern. The best scores are underlined. 

As shown in Fig. 11, the decomposition results of 
No. 1 to No. 5 images match with the ground truth, 
respectively.  From these results, we can confirm that 
the proposed system can select appropriate completion 
patterns and the scoring model of figural goodness 
works effectively in these images. 

The occluded objects of No. 1, 2 and 3 images have 
a line symmetry structure and a rotational symmetry 
structure. Therefore, both the completion patterns 
generated by method 3 (line symmetry completion) and 
method 4 (rotational symmetry completion) have the 
highest figural goodness scores.  

The occluded objects of No. 4, 5 and 6 images have 
line symmetry structures. Therefore, the completion 
pattern of method 3 has the best scores.  

The occluded object of No. 7 image has a 
characteristic that its contour is smooth (i.e., there is no 
nondifferentiable points on the contour). Therefore, 
method 2 (curve completion) can generate the best 
completion pattern. 

To No. 8 image, the system selected pattern 3 (the 
completion pattern generated by method 3) as output. 
However, the ground truth matches with pattern 1 (the 
completion pattern generated by method 1 (line 
completion)). That is, to No. 8 image, the selection of 
completion pattern failed. Pattern 1 has 7 corners and its 
order of rotation is 1. On the other hand, pattern 3 has 
10 corners and its order of rotation is 2. Focusing on the 
number of corners, pattern 1 is simpler than pattern 3. 
However, focusing on the order of rotation, pattern 3 is 
better figure. It depends on input shapes which factors 
have stronger influence to figural goodness. In the 
proposed scoring (Eq. (2)), the factor of symmetry 
parameters rather than the number of corners is more 
emphasized. As a consequence of the property of the 
scoring, the system was not able to select proper 
completion pattern to No. 8 image. It is necessary to 

improve the score of figural goodness by taking this 
aspect into account. 

In the experiment, we assumed an input image can 
be uniquely decomposed into occluding and occluded 
objects. No. 8 image, however, has two different 
interpretations in object contour discrimination as 
shown in Fig. 12. Generally, humans can recognize 
various possible decomposition patterns to one image, 
and then unconsciously selects one pattern from them as 
a proper interpretation. However, the selection is not 
always the same between persons. For taking such 
personal difference into account, improvement of the 
proposed system is necessary as a future work. 

5. Conclusions 

In this paper, we have proposed an object 
decomposition system which can deal with partly 
occluded objects. In order to develop shape-independent 
object decomposition, the system combines different 
types of contour completion methods, namely, line 
completion, curve completion, line-symmetry 
completion and rotational symmetry completion. The 
system evaluates figural goodness of each completion 
pattern generated by these completion methods from the 
aspect of simplicity and symmetricity, and then selects 
the best one.  

From the experimental results, we have confirmed 
that the proposed system can correctly decompose 
objects from an input image in many cases. However, 
we have found the scoring model of figural goodness 
has a limitation that symmetricity tends to be more 
emphasized than simplicity, which sometimes leads to 
failures of object decomposition. 

 

 
Fig. 12. Two different interpretations of occluding and 
occluded objects in No. 8 image 
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As a future work, we would like to improve the 
figural goodness scoring by balancing the simplicity and 
symmetricity depending on an input shape.  

Object extraction has a crucial role in various 
systems of computer vision and image processing. The 
proposed method contributes to improve the usefulness 
of these systems because the function of object 
extraction becomes more intelligent and practical. 
Besides, the proposed method is independent form the 
shape classes of input images, which expands 
application fields. Further studies on pursuing more 
effective applications of object extraction remains as a 
future work.  
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