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The bank lending channel:  
Lessons from the crisis 

Leonardo Gambacorta1 and David Marques-Ibanez2 

Summary 

The 2007-2010 financial crisis highlighted the central role of financial intermediaries’ stability 
in buttressing a smooth transmission of credit to borrowers. While results from the years prior 
to the crisis often cast doubts on the strength of the bank lending channel, recent evidence 
shows that bank-specific characteristics can have a large impact on the provision of credit. 
We show that new factors, such as changes in banks’ business models and market funding 
patterns, had modified the monetary transmission mechanism in Europe and in the US prior 
to the crisis, and demonstrate the existence of structural changes during the period of 
financial crisis. Banks with weaker core capital positions, greater dependence on market 
funding and on non-interest sources of income restricted the loan supply more strongly 
during the crisis period. These findings support the Basel III focus on banks’ core capital and 
on funding liquidity risks. They also call for a more forward-looking approach to the statistical 
data coverage of the banking sector by central banks. In particular, there should be a 
stronger focus on monitoring those financial factors that are likely to influence the functioning 
of the monetary transmission mechanism particularly in a period of crisis. 
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Introduction  

The 2007–2010 financial crisis has vividly highlighted the importance of the stability of the 
banking sector and its role in providing credit for global economic activity. In the decades 
prior to the credit crisis, however, most of the macroeconomic literature tended to overlook 
the role of banks as a potential source of frictions in the transmission mechanism of 
monetary policy. For example, most central banks around the world did not regularly include 
the banking sector in their macroeconomic models. There were three main reasons for this 
limited interest in the financial structure from a macroeconomic perspective. 

First, it was technically difficult to model the role of financial intermediaries in “state-of-the-
art” macroeconomic models. It is not easy to incorporate a fully fledged banking sector into 
Dynamic Stochastic General Equilibrium (DSGE) models in particular. It is only recently that 
initial steps in this direction have been taken by macroeconomic modellers, with the 
introduction of financial imperfections and bank capital into these models.3 

Second, the role of financial intermediaries was not expected to be relevant under most 
economic conditions. The main reasons given during the years prior to the crisis for this 
subdued role of financial factors on macroeconomic conditions were the decline in the 
volatility of the economic cycle and the expected beneficial effect of financial innovation 
distributing credit risk across the financial system. As a result, there was a feeling by many 
macroeconomists that financial factors were interesting from a historical perspective but 
mostly a “veil” and not quantitatively relevant from a macroeconomic point of view. 

Third, empirical papers on the traditional bank lending channel of monetary policy 
transmission yielded mixed results both in Europe and in the United States. In particular, the 
role of the quantity and the quality of bank capital in influencing loan supply shifts has been 
largely downplayed, especially in Europe.4 

The recent credit crisis, however, has reminded us of the crucial role performed by banks in 
supplying lending to the economy, especially in a situation of serious financial distress. At the 
same time, this role seems to differ from that depicted in traditional models of the bank 
lending channel. In particular, the crisis has shown that the whole monetary transmission 
mechanism has changed as a result of deregulation, financial innovation and the increasing 
role of institutional investors. This has in turn led to changes in banks’ business models and 
the more intensive use of market funding sources, such as the securitisation market.  

Similarly, the stronger interaction between banks and financial markets exacerbates the 
impact of financial market conditions on the incentive structures driving banks. A number of 
authors have argued that the effect of monetary policy on financial stability has increased in 
recent years, leading to a new transmission mechanism of monetary policy: the risk-taking 
channel.5 The gist of this argument is that low interest rates could indeed induce financial 
imbalances as a result of a reduction in risk aversion and a more intensive search for yield by 
banks and other investors.  

In this paper we use an extensive and unique database of individual bank information, 
including an array of complementary proxies accounting for banks’ risk, banks’ business 
models and institutional characteristics. Unlike the overwhelming majority of international 
banking studies which employ annual data, we use quarterly data, which is more appropriate 
for measuring the short-term impact of monetary policy changes on bank lending. The initial 

                                                 
3  See Adrian and Shin (2010) for a survey. See also Gerali et al. (2010) and Meh and Moran (2010). 
4  See Angeloni, Kashyap and Mojon (2003) and Ashcraft (2006). 
5  See amongst others, Rajan (2005) and Borio and Zhu (2008). 
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dataset includes more than 1,000 banks from the European Union Member States and the 
US. 

Our findings shed new light on the functioning of the bank lending channel. First, we find that 
banks’ business models have had an impact on the supply of credit. In particular, the amount 
of short-term funding and securitisation activity seem to be especially important in the way 
banks react to monetary policy shocks. Likewise, the proportion of fee-based revenues is 
also a relevant component in influencing loan supply movements: banks with a large amount 
of more profitable but also more volatile non-interest income activities limited their lending 
portfolio to a greater extent during periods of crisis. These results also hold when we take 
into account the intensity of supervision of financial intermediaries. Second, we find that bank 
capital (especially if properly measured using a Tier 1 ratio) influences loan supply shifts; 
more generally, we find that bank risk as perceived by financial markets is a very important 
determinant of the loan supply. Third, our results show that a prolonged period of low interest 
rates could boost lending, which is consistent with the “risk-taking channel” hypothesis. 
Finally, we do not detect significant changes in the average impact of monetary policy on 
bank lending during the period of the financial crisis. In other words, interest rate cuts during 
the crisis produced beneficial effects on the growth of bank lending with no sign of a “pushing 
on a string effect”. Non-standard measures also seem to have had a positive effect on bank 
lending. This finding is in line with Lenza, Pill and Reichlin (2010), who show that non-
standard measures have had a large and positive impact on bank lending mainly through the 
effect they have in reducing interest rate spreads.  

This paper detects some changes in the monetary transmission mechanism via the bank 
lending channel prior to and during the crisis. The policy question is whether such changes 
will persist in the near future or will disappear as the crisis subsides. The evidence presented 
in the paper is consistent with a scenario in which changes in the bank lending channel will 
not be permanent but are likely to evolve over time. The functioning of the monetary 
transmission mechanism will be influenced by future developments in the securitisation 
market and further changes in the regulation of financial intermediaries. In particular, 
financial innovation and how regulators supervise new business models are likely to have a 
major impact on banks’ incentives in the coming years. Moreover, the ultimate impact of new 
business models and financial innovation on the transmission mechanism of monetary policy 
will also probably call for wider and more intensive financial supervision, including of non-
bank financial institutions (the so-called shadow banking system), thereby widening the 
prudential regulatory perimeter. This in turn means that central banks would need to require 
more comprehensive and timely data on banks and other financial intermediaries, especially 
data on those institutions likely to be systemic in nature. 

The remainder of this paper is organised as follows: The next section discusses some 
stylised facts together with the existing empirical evidence. Section 3 revisits the bank 
lending channel in the light of the recent crisis. After a description of the econometric model 
and the data in Section 4, Section 5 then indicates the main results. Section 6 summarises 
the most important conclusions and the policy implications of our findings. 

Stylised facts and empirical evidence 

In the traditional credit channel, owing to imperfect substitutability between bank lending and 
bonds, monetary policy may have a stronger impact on economic activity via bank loan 
supply restrictions. While closely interconnected, this credit channel of monetary policy has 
traditionally been broken down into two main branches: the “narrow” and the “broad” credit 
channels.  

The narrow credit channel or traditional “bank lending” channel focuses on the financial 
frictions deriving from the balance-sheet situation of banks. It assumes that a monetary 
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policy tightening raises the opportunity cost of holding deposits, which in turn leads banks to 
reduce lending on account of the relative fall in funding sources. In other words, it contends 
that after a monetary policy tightening, banks are forced to reduce their loan portfolio due to 
a decline in total reservable bank deposits. The broad credit channel also includes the 
“balance-sheet” channel, in which the financial circumstances of borrowers (households and 
firms) can augment real economy fluctuations (Bernanke and Gertler, 1995).  

Angeloni et al. (2003) provide evidence for the existence of a broad credit channel in many of 
the largest euro area countries over the period 1993-1999.6 The results from this collection of 
studies suggested that the key factor in Europe seemed to be whether banks were holding 
high or low levels of liquid assets. Banks holding more liquid assets showed weaker loan 
adjustment in the wake of changes to the short-term interest rates. But in contrast to the US, 
monetary policy does not have a greater impact on the lending of small banks. This finding 
was explained by certain structural characteristics of European banking markets: the 
importance of banks’ networks, state guarantees and public ownership (Ehrmann et al. 2003; 
Ehrmann and Worms, 2004).7 

Evidence from the United States is slightly stronger and suggests that banks might have to 
restrain lending following a monetary policy tightening not only if they face liquidity 
constraints (Kashyap and Stein, 1995) but also if they have low capital levels (Kishan and 
Opiela, 2000; Van den Heuvel, 2002). As in Europe, the bank lending channel in the United 
States is also heavily influenced by the presence of internal capital markets (Ashcraft, 2006). 

Tentative evidence from the syndicated loan market in the US during the crisis provides 
support for the existence of significant supply constraints in terms of both quantity (Ivashina 
and Scharfstein, 2008) and price of credit (Santos, 2009). Using flows of funds data from the 
United States, Cohen-Cole et al. (2008) also argue in this direction. According to their 
results, the fact that the amount of lending did not decline during the first quarters of the 
crisis was not due to “new” lending but mainly to the use of loan commitments, lines of credit 
and securitisation activity returning to banks’ balance sheets. 

From the perspective of the bank lending channel, a very interesting development, 
particularly in the euro area, has occurred during the recent credit crisis. In particular, non-
financial corporations were able to raise substantial amounts of funding via the corporate 
bond market even if at very high interest rates (see Figure 1). That is to say, many of the 
very large firms were able to bypass supply constraints in the banking sector by directly 
tapping into the corporate bond market. This casts some doubt on the main hypothesis of the 
Bernanke and Blinder (1988) model, namely the imperfect substitutability between bank 
lending and bonds, at least for large borrowers. This means that the bank lending channel is 

 
6 See Angeloni et al. (2003). The Monetary Transmission Network (MTN) was an extensive three-year joint 

effort by the European Central Bank and the other Eurosystem central banks. A common characteristic of the 
MTN studies is that they used cross-sectional differences between banks to discriminate between loan supply 
and loan demand movements. The strategy relies on the hypothesis that certain bank-specific characteristics 
(for example size, liquidity and capitalisation) influence only loan supply movements, while a bank’s loan 
demand is independent of these characteristics. Broadly speaking, this approach assumes that after a 
monetary tightening the drop in the availability of total bank funding (which affects banks’ ability to make new 
loans) or the ability to shield loan portfolios differs from bank to bank. In particular, small and less capitalised 
banks, which suffer a high degree of information friction in financial markets, face a higher cost in raising non-
secured deposits and are compelled to a greater extent to reduce their lending; illiquid banks are less able to 
shield the effect of a monetary tightening on lending simply by drawing down cash and securities. Overall, 
identification issues and endogeneity problems remain one of the most challenging aspects to be tackled by 
the literature (Peek and Rosengren, 2010). 

7  More recently, other studies for euro area countries have found support for the existence of a credit channel in 
the euro area: Gambacorta (2008) – by using information for Italian bank prices rather than quantities – 
provides an alternative way of disentangling loan supply from loan demand shift; Jimenez et al. (2009b) 
provide evidence from Spain using information from loan applications. 



 

also evolving over time as a result of the development of alternative forms of market funding 
for firms, such the corporate bond market (De Bondt and Marques-Ibanez, 2005).  

The focus of our study is on how the various financial elements within the banking system 
(which are not included in models of the traditional bank lending channel) may affect the 
transmission mechanism of monetary policy (see Bernanke, 2008). Foremost among these 
are: the role of bank capital, new forms of market funding, and innovation in the market for 
credit risk transfer. 

The new bank lending channel  

During the last decade the banking industry has experienced a period of intensive financial 
deregulation. This increased competition in the banking sector, lowering in turn the market 
power of banks and thereby depressing their charter value. The decline in banks’ charter 
values coupled with their limited liability and the existence of ‘quasi’ flat-rate deposit 
insurance encouraged banks to expand and take on new risks. As a result, there has been 
intense growth in lending together with an expansion of the range of financial products 
usually offered by financial institutions. For instance, banks expanded their activities towards 
more volatile non-interest sources of income.  

In parallel, financial innovation contributed to the development of the “Originate to Distribute” 
(OTD) model, an intermediation approach in which banks originate, repackage and then sell 
on their loans (or other assets such bonds or credit risk exposures) to the financial markets. 
In principle, these innovations allowed a broader range of investors to access a class of 
assets hitherto limited to banks (ie loans) thereby distributing the risks to financial markets.  

The spectacular increase in size of institutional investors (see Figure 2) has also meant that 
banks could rely much more on market sources of funding contributing to the expansion of 
the securitisation and covered bond markets. As a result, banks’ funding became much more 
dependent on the perceptions of financial markets. 

These changes had a significant impact on the bank lending channel of monetary policy 
transmission, especially during the financial crisis. In this section we focus in particular on 
three major aspects which we believe became important: i) the role of bank capital; ii) market 
funding, securitisation and the new business model; iii) the link between monetary policy and 
bank risk. 

The role of bank capital  

Capital could become an important driver of banks’ decisions, particularly in periods of 
financial stress in which capital targets imposed by banks’ creditors or regulators become 
more stringent. Notwithstanding the large body of research on bank behaviour under capital 
regulation,8 limited attention has been devoted so far to the link between bank capital 
regulation and monetary policy.  

In the traditional “bank lending channel”, a monetary tightening may impact on bank lending if 
the drop in deposits cannot be completely offset by issuing non-reservable liabilities (or 
liquidating some assets). Since the market for bank debt is not frictionless and non-
reservable banks’ liabilities are typically not insured, a “lemon’s premium” has to be paid to 
investors. In this case, bank capital can affect banks’ external ratings, providing investors 
with a signal about their creditworthiness. The cost of non-reservable funding (ie bonds or 
certificates of deposit (CDs)) would therefore be higher for banks with low levels of 

                                                 
8  See Van Hoose (2007) for a review. 
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capitalisation if they were perceived as riskier by the market. Such banks are therefore more 
exposed to asymmetric information problems and have less capacity to shield their credit 
relationships (Jayaratne and Morgan, 2000).  

If banks were able to issue unlimited amounts of CDs or bonds not subject to reserve 
requirements, the “bank lending channel” would in principle not be effective.9 In general, 
bank capital has an effect on lending if two conditions hold. The first is where breaking the 
minimum capital requirement is costly and as a result banks want to limit the risk of future 
capital inadequacy (Van den Heuvel, 2002). As capital requirements are linked to the amount 
of credit outstanding, the latter would determine an immediate adjustment in lending. By 
contrast, if banks have an excess of capital the drop in capital could easily be absorbed 
without any consequence for the lending portfolio. As equity is relatively costly in comparison 
with other forms of funding (deposits, bonds) banks tend to economise units of capital and 
usually aim to minimise the amount of capital in excess of what regulators (or the markets) 
require. The second condition is an imperfect market for bank equity: banks cannot easily 
issue new equity, particularly in periods of crisis, because of the presence of tax 
disadvantages, adverse selection problems and agency costs.  

Empirical evidence has shown that these two conditions typically hold and that bank capital 
matters in the propagation of shocks to the supply of bank credit (Kishan and Opiela, 2000; 
Gambacorta and Mistrulli, 2004; Altunbas, Gambacorta and Marqués, 2009a). These papers 
tend to show that capital could become an important driver of banks’ incentive structure, 
particularly in periods of financial stress, because during such periods raising capital 
becomes even more expensive or unfeasible. It is therefore highly probable that during the 
recent crisis, capital constraints on many banks may have limited the lending supplied. In the 
same way, Beltratti and Stulz (2009) showed that stock market prices of banks with more 
Tier 1 capital have also done relatively better during the crisis than banks with low levels of 
capitalisation. 

While it is likely that the importance of bank capital as a buffer has increased in recent years 
– particularly during the financial crisis – it is also possible that the information content of 
traditional bank capital measures has also declined significantly. Indeed, in the years that 
preceded the crisis many banks increased their actual leverage while maintaining or 
improving their regulatory capital ratios. This was mainly because banks are able to take on 
risk by expanding in certain riskier areas where capital charges are lower. This would call for 
a re-thinking of the role of capital at the macroeconomic level as well, possibly linked to 
overall banking leverage. 

Market funding, securitisation and the new bank business model 

Innovations in funding markets have had a significant impact on banks’ ability and incentives 
to grant credit and, more specifically, on the effectiveness of the bank lending channel. A 
major innovation has been banks’ greater reliance on market sources of funding, be they 
traditional (ie the covered bond market) or the result of financial innovation (ie securitisation 
activity). Greater recourse to these market funding instruments has made banks increasingly 
dependant on capital markets’ perceptions. It has also made them less reliant on deposits to 
expand their loan base (see Figure 3). 

Until the financial crisis most banks were easily able to complement deposits with alternative 
forms of financing. Specifically, in line with the Romer and Romer (1990) critique on the 
effectiveness of the bank lending channel, banks could use non-deposit sources of funding, 
such as certificates of deposit, covered bonds and asset-backed securities (ABSs).  

 
9  This is the point of the Romer and Romer (1990) critique. 



 

The presence of internal capital markets in bank holding companies may also help to isolate 
exogenous variation in the financial constraints faced by banks’ subsidiaries. Ashcraft (2006) 
and Gambacorta (2005) show that the loan growth rate of affiliated banks is less sensitive to 
changes in monetary policy interest rates than that of unaffiliated banks. In other words, owing 
to the presence of internal capital markets, banks affiliated with multi-bank holding companies 
are better able to smooth policy-induced changes in official rates. This is because a large 
holding company can raise external funds more cheaply and downstream funds to its 
subsidiaries. Similar results are obtained by Ehrmann and Worms (2004). Overall, the 
evidence suggests that the role of the bank lending channel may be reduced in the case of 
small banks affiliated to a larger entity.  

The change in the structure of banks’ funding is also having an impact on banks’ 
intermediation function. As banks become more dependent on market funding there is also a 
closer connection between the conditions in the corporate bond market and banks’ ability to 
raise financing. Consequently, banks’ incentives and ability to lend are also likely to be more 
sensitive to investors’ perceptions and overall financial markets conditions than in the past, 
when banks were overwhelmingly funded via bank deposits.10 From a monetary policy 
perspective, this would mean that the impact of a given level of interest rate on bank loan 
supply and loans pricing could change over time, depending on financial market conditions 
(Hale and Santos, 2010).  

A related strand of the recent literature focuses on the role of securitisation (see Marques-
Ibanez and Scheicher, 2010). Securitisation activity did indeed also increase spectacularly in 
the years prior to the credit crisis in countries where it has been hardly used in the past (see 
evidence for the euro area in Figure 4). The change in banks’ business models from 
“originate and hold” to “originate, repackage and sell” had significant implications for financial 
stability and the transmission mechanism of monetary policy. This is because the same 
instruments that are used to hedge risks also have the potential to undermine financial 
stability – by facilitating the leveraging of risk. Moreover, there were major flaws in the actual 
interaction among the different players involved in the securitisation process as conducted 
prior to the crisis. These included misaligned incentives along the securitisation chain, a lack 
of transparency with regard to the underlying risks of the securitisation business, and the 
poor management of those risks. The implications of securitisation for the incentives banks 
have to grant credit and their ability to react to monetary policy changes can be analysed 
from different angles. 

First, there is significant evidence suggesting that securitisation in the subprime segment led 
to laxer screening of borrowers prior to the crisis11. The idea is that as securities are passed 
through from banks’ balance sheets to the markets there could be fewer incentives for 
financial intermediaries to screen borrowers. In the short term, this change in incentives 
would contribute to looser credit standards, so some borrowers who in the past were denied 
credit would now be able to obtain it. In the long term, this would lead to higher default rates 
on bank loans. The laxer screening of borrowers is typically linked to an expansion in the 
credit granted. Indeed, Mian and Sufi (2008) – using comprehensive information, broken 
down by US postal zip codes, to isolate demand factors – show that securitisation played an 
important role in the expansion of the supply of credit.  

Second, there is evidence that securitisation has reduced the influence of monetary policy 
changes on credit supply. In normal times (ie when there is no financial stress), this would 

                                                 
10  This is mainly because deposits tend to be a relatively “sticky” source of funding and by definition less 

dependent on financial markets conditions than tradable instruments (see Berlin and Mester, 1999; Shleifer 
and Vishny, 2009). 

11  For evidence on the US subprime market see Dell’Ariccia, Igan and Laeven (2008) and Keys et al. (2010). For 
a different perspective on the Italian market for securitised mortgages see Albertazzi et al. (2011). 
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make the bank lending channel less effective (Loutskina and Strahan, 2006). In line with this 
hypothesis, Altunbas, Gambacorta and Marques-Ibanez (2009a) found that, prior to the 
recent financial crisis, banks making more use of securitisation were more sheltered from the 
effects of monetary policy changes. However, their macro-relevance exercise highlights the 
fact that securitisation’s role as a shock absorber for bank lending could even be reversed in 
a situation of financial distress.  

Another consequence of banking deregulation has been a global trend towards more 
diversification in banks’ income sources and an expansion of non-interest income revenues 
(trading, investment banking and higher brokerage fees and commissions). The increase in 
non-interest income provides banks with additional sources of revenue. Such diversification 
can help foster stability in banks’ overall income. At the same time, non-interest income is 
usually a much more volatile source of revenue than interest-rate income. In periods of 
financial stress there could be a decline in the traditional sources of revenue together with an 
even larger decline in revenues from fees and brokerage services. Under these conditions it 
is highly likely that the change in business model could have an impact on banks’ 
performance and their ability to supply credit.  

In the case of investment banks this problem would be particularly acute owing to their high 
dependence on non-interest sources of income. Typically, they were more profitable than 
traditional commercial banks in the years prior to the crisis, but they were also much more 
leveraged and their earnings turned out to be more volatile (see Figure 5).  

Monetary policy and bank risk  

The more intense, market-based pricing and stronger interaction between banks and 
financial markets reinforce the incentive structures driving banks, potentially leading to 
stronger links between monetary policy and financial stability effects (Rajan, 2005). Altunbas, 
Gambacorta and Marqués (2009b) claim that bank risk must be considered carefully, 
together with other standard bank-specific characteristics, when analysing the functioning of 
the bank lending channel of monetary policy. As a result of financial innovation, variables 
capturing bank size, liquidity and capitalisation (the standard indicators used in the bank 
lending channel literature) may not be adequate for the accurate assessment of banks’ ability 
and willingness to supply additional loans. Namely, the size indicator has become less 
indicative of banks’ ability to grant loans as banks following the “originate-to-distribute” model 
have securitised substantial amounts of assets, thereby reducing their size as measured by 
on-balance sheet indicators. The ability of banks to sell loans promptly and obtain fresh 
liquidity, coupled with new developments in liquidity management, has also lowered banks’ 
needs to hold certain amounts of risk-free securities on the asset side of their balance sheet. 
This has, in turn, distorted the significance of standard liquidity ratios. Likewise, 
developments in accounting practices and a closer link with market perceptions have also 
probably blurred the informative power of the capital-to-asset ratio. The latter was illustrated 
most vividly by the recent financial crisis, which showed that many of the risks were not 
adequately captured on banks’ books. Overall, it seems that financial innovation has 
probably changed and increased banks’ incentives towards more risk-taking (Instefjord, 
2005). 

Some recent studies argue that monetary policy could also have an impact on banks’ 
incentives to take on risk. The question is whether the stance of monetary policy could lead 
to an increase in the “risk tolerance” of banks which might trigger a credit supply shock if the 
risk-taking proves to be excessive. This mechanism could, at least in part, have contributed 
to the build-up of bank risk during the recent credit crisis (see Figure 6). 

The risk-taking channel may operate because low rates increase asset managers’ incentives 
to take on more risks for contractual, behavioural or institutional reasons – the so-called 
“search for yield”. This would bring about a disproportionate increase in banks’ demand for 



 

riskier assets with higher expected returns. The “search for yield” may also depend on the 
“sticky” rate of (nominal) return targets in certain contracts which are prevalent in banks, 
pension funds and insurance companies. For fund managers, the importance of this 
mechanism seems to have increased in recent years, owing to the trend towards more 
benchmarking and short-termism in compensation policies. 

The second way in which low interest rates could make banks take on more risk is through 
their impact on valuations, incomes and cash flows.12 A reduction in the policy rate boosts 
asset and collateral values, which in turn can modify bank estimates of probabilities of 
default, loss-given default and volatility. For example, by increasing asset prices low interest 
rates tend to reduce asset price volatility and thus risk perception: since a higher stock price 
increases the value of equity relative to corporate debt, a sharp increase in stock prices 
reduces corporate leverage and could thus decrease the risk of holding stocks. This example 
can be applied to the widespread use of value-at-risk methodologies for economic and 
regulatory capital purposes (Danielsson et al., 2004). As volatility tends to decline in rising 
markets, it releases risk budgets of financial firms and encourages position-taking. A similar 
argument is provided in the Adrian and Shin (2010) model; they stress that changes in 
measured risk determine adjustments in bank balance sheets and leverage conditions and 
this, in turn, amplifies business cycle movements. 

Using two comprehensive confidential databases based on credit register data for Spanish 
and Bolivian banks, Jiménez et al. (2009a) and Ioannidou et al. (2009) demonstrate the 
existence of a risk-taking channel. In particular, they find evidence that a “too 
accommodative” monetary policy may have led to additional (and probably excessive) banks’ 
risk-taking prior to the crisis. Altunbas, Gambacorta and Marques-Ibanez (2010) find support 
for the idea of a significant link between monetary policy looseness – calculated using both 
the Taylor rule and the natural rate – and the amount of risks taken by banks operating in the 
European Union and US. The main policy implication is that central banks’ actions have an 
impact on the attitude of banks to risk. 

The econometric model  

The empirical specification is based on Kashyap and Stein (1995), Ehrmann et al (2003) and 
Ashcraft (2006), which we modify to take into account possible structural changes in the 
period of the financial crisis. This is done by running a crisis dummy (C), which takes the 
value of 1 from the third quarter of 2007 to the fourth quarter of 2009 and zero elsewhere, 
with the coefficients of the model allowing changes in value during the period of financial 
crisis.13 The model is expressed by the following equation: 
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12  This is close in spirit to the familiar financial accelerator, in which increases in collateral values reduce 

borrowing constraints (Bernanke et al, 1996). Adrian and Shin (2010) claim that the risk-taking channel differs 
from and reinforces the financial accelerator because it focuses on amplification mechanisms resulting from 
financing frictions in the lending sector. See also Borio and Zhu (2008).  

13  A simple theoretical framework that justifies the empirical model is reported in Ehrmann et al. (2003). The 
econometric approach is in line with the research conducted in the euro area within the Monetary 
Transmission Network and its extensions (Angeloni et al., 2003; Gambacorta, 2005). 
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with i=1,…, N, k=1, …, 12 and t=1, …, T, where N is the number of banks, k is the country, T 
is the final quarter, i is a vector of fixed effects and t  are the seasonal dummies. Table 1 
shows the summary statistics of the variables used in the regressions.  

In equation (1) the growth rate in nominal bank lending to residents (excluding interbank 
positions), ln(loans), is regressed on country and time dummies (CD and TD respectively). 
These variables do not represent the focus of our analysis but are very important to take into 
account different country-specific institutional characteristics and loan demand shifts through 
time.14 

Bank-specific characteristics included in vector X are: SIZE, the log of total assets, LIQ, cash 
and securities over total assets, CAP, the standard capital-to-asset ratio (or, alternatively, the 
TIER1 ratio), SEC, a dummy for securitisation activity, RISK, a dummy for bank riskiness, 
NII, non-interest income over total revenues, DEP, the share of deposits over total liabilities, 
and STF, the share of short-term funding. Bank-specific characteristics refer to t-1 in order to 
mitigate a possible endogeneity bias (see Section 4.1). All bank-specific characteristics, 
except the dummies, have been normalised with respect to their averages across all banks in 
the sample, in order to obtain indicators that amount to zero over all observations. This 
means that for model (1) the average of the interaction terms are also zero, and the 
parameters  and * may be broadly interpreted as the average monetary policy effect on 
lending for a theoretical average bank.  

The variable iM refers to changes in the monetary policy rate. The econometric specification 
also includes interactions between changes in the monetary policy rate and the vector of 
individual bank characteristics X. All central banks have taken non-standard monetary policy 
measures during the crisis (Borio and Disyatat, 2009; Del Negro et al., 2010). In order to 
disentangle the effects of such measures on bank lending from those determined by changes 
in the monetary policy rate we inserted in the regressions the ratio between each central 
bank’s total assets and nominal GDP, a proxy for non-standard policy measures (NSPM). 

The vector Z includes other controls for institutional characteristics at the country level that 
could change through time: a measure for the relative stance of monetary policy (LOWINT), 
a dummy variable accounting for government assistance to specific banks (RESCUE) which 
takes the value of 1 from the quarter in which a bank benefits from specific government 
intervention, a regulatory variable accounting for the extent to which banks may engage in 
securities, insurance and real estate activities (REG) and, finally, a variable that measures 
the intensity of supervision (SUP). 

There are three main hypotheses that can be tested using equation (1): (i) Do certain bank-
specific characteristics affect the loan supply? (ii) Do certain bank-specific characteristics 
affect the impact of monetary shocks on the lending supply? (iii) Have these effects changed 
in magnitude during the financial crisis?  

The first test involves looking at the statistical significance of the coefficients in the vector 
in equation(1). For example, the short-term impact on lending in response to a change in 
bank capital is expressed by: CAPtt CAPloans  1/)ln(

)1

(where CAPis the specific coefficient 

for bank capital in the vector .In contrast, the long-term impact is expressed 
by: /(/)ln( 1    CAPtt CAPloans . In other words, if CAP >0 well-capitalised banks provide 
more loans. 

                                                 
14  Similar results may be obtained by substituting the time-fixed effects with country-specific macroeconomic 

variables such as the growth rate of nominal GDP, housing and stock price quarterly changes (Kashyap, Stein 
and Wilcox, 1993; Friedman and Kuttner, 1993; Bernanke and Gertler, 1989).  



 

The second hypothesis is verified through the statistical significance of the coefficient in 
equation(1). A one percentage point increase in the monetary rate iM causes a drop in 
lending that depends on bank-specific characteristics. In this respect the distributional effects 
of bank capital on lending (keeping other balance-sheet indicators equal) in the short run is 
expressed by 11/)ln(   tCAPMtt CAPiloans  , while the long-run effect is represented by: 

)1/()( 11/)ln(    tCAPMt CAP t iloans . Interestingly, when CAP =0, banks with different 
capital ratios at t-1 react similarly to a monetary shock as the two derivatives collapse to   
and )1/(    respectively. These values correspond to the short and long-run effects of 

interest rate changes on lending for the average bank. If CAP >0, the lending supply of well-
capitalised banks in t-1 is less reactive to  a monetary shock. 

We performed the third test by looking at the statistical significance of the coefficients in the 
vectorsand. That is, we checked the possible existence of structural changes related 
to the crisis which are directly attributable to the impact of the capital base on bank lending 

(see point (i) above) by analysing the coefficient . During the crisis period the short-term 
impact of lending in response to changes in bank capital at t-1 is expressed by: 

(where 

*
CAP

*
1/)ln( CAPCAPtt CAPloans    CAP and are the specific coefficients for bank 

capital in the vectors and ). he long-term impact is expressed by: 
. If no structural changes in the effect of capital on 

lending ( =0) or in the autoregressive component ( =0) are detected, the two effects 
are equivalent to those analysed under (i). A similar approach can be used to test whether 
there are structural changes in the heterogeneity of the response in bank lending relating to 
different initial levels of capital. In this case the short-term effect is expressed by 

, while the long-run effect is given by: 

. If no structural changes in the effect of 

capital on lending ( =0) or in the autoregressive component ( =0) are detected, the two 
effects are equivalent to those analysed under (ii). 

*
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The first part of Table 2 provides a summary of the expected signs of the impact on bank 
lending growth of bank-specific characteristics and their interaction with the monetary policy 
indicator. 

The data  

The sample comprises quarterly balance sheet information from individual banks taken from 
Bloomberg between the first quarter of 1999 and the fourth quarter of 2009. Unlike the 
overwhelming majority of international banking studies, which employ annual data, we use 
quarterly information. It is more appropriate for measuring the short-term impact of monetary 
policy changes on bank lending. The initial sample includes information from a non-balanced 
panel of more than 1,000 banks from 15 countries: Austria, Belgium, Denmark, Germany, 
Greece, Finland, France, Ireland, Italy, the Netherlands, Portugal, Spain, Sweden, the United 
Kingdom and the United States. Our sample helps to ensure as much comparability as 
possible in accounting standards as only listed banks are included. These institutions are 
usually large and their financial statements more comparable. 

Bank risk is proxied by means of the one-year ahead expected default frequency (EDF) 
which is a widely-used measure of credit risk employed by financial institutions, central banks 
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and regulators.15 We believe the use of this measure to be very important because it is 
intended to capture transfers of credit risk not only via true sale securitisation but also 
through credit derivatives or synthetic collateralised debt obligations (CDOs), as perceived by 
market participants. EDF information is, however, only available for 737 banks in the sample. 
The dummy RISK takes the value of 1 for those banks that each quarter fall into the last 
decile of the EDF distribution.16 

Securitisation data come from Bondware, which is a commercial database compiled by 
Dealogic, an independent data distributor, with additional data from Standard and Poor’s 
(S&P), a large private rating agency. The data starts in 1999 and covers more than 90% of 
the public funded securitisation market.17 The securitisation activity indicator (SEC) is a 
dummy that takes the value of 1 if a bank is particularly active in the securitisation market. 
The dummy has been constructed in the following way: we first calculated the ratio SL i,t/TAi,t-

1, where SL stands for the flow of securitised lending in year t and TAt-1 represents each 
bank’s total assets at the end of the previous year. We then attached a value of one if a bank 
fell into the last quartile of the distribution of this ratio. 

The monetary policy rate is the overnight rate (see Figure 7).18 Central bank total assets 
used to calculate the proxy for non-standard monetary policy measures were taken from 
Datastream and national sources (see Figure 8).19  

We were able to evaluate the stance of monetary policy by examining the difference between 
the real short-term interest rate and the “natural interest rate”, calculated using a Hodrick-
Prescott filter. The aim of this variable is to control for the presence of a risk-taking channel 
of monetary policy: low interest rates over an extended period of time could push banks to 
take on more risk and increase lending supply. In order to capture the persistency of low 
interest rate over time we constructed a variable LOWINT, which counts how many 
consecutive quarters the real short-term interest rate has been below the natural one.20  

Table 3 gives some basic information on the dataset that includes more than 1,000 banks. 
From a macroeconomic point of view, the dataset is highly representative as it comprises 
more than two-thirds of the total lending provided by banks in the European Union and the 
US. The average size of the banks in the sample is largest in the United Kingdom, Belgium 
and Sweden and smallest in Finland. At the same time, the average size of US banks is not 
very large because there is more information available for this country and many small banks 

 
15  EDF is a forward-looking indicator of credit risk computed by Moody’s KMV using financial markets data, 

balance-sheet information and Moody’s proprietary bankruptcy database. For more details, see among others 
Altunbas, Gambacorta and Marqués (2009b). 

16  We consider as risky banks those banks belonging to the last decile because of the skewness of the EDF 
distribution. However, we find qualitatively similar results when considering those banks belonging to the last 
quartile of the distribution. 

17  We look at individual deal-by-deal issuance patterns from euro-area originators. The advantage of using data 
on securitisation activity from Bondware and S&P is that the name of the originator, date of issuance and deal 
proceeds are registered. The sample includes funded public ABSs as well as cash flow (balance-sheet) CDOs 
issued by euro-area originators. In other words, the securities included in the sample involve a transfer of 
funding from market investors to originators so that pure synthetic structures (such as synthetic CDOs, in 
which there is transfer of credit risk only) are not included. 

18  We also tried other measures of monetary policy rates with a higher maturity (one-month, three-month) that 
might be better able to capture the effect of the recent credit crisis on the actual cost of bank refinancing. 
However, the main results of the model remained unchanged from a qualitative point of view. 

19  The high ratio for Denmark is due to a large amount of foreign assets owned by the central bank. However, 
the use of the first difference of the ratio in equation (1) as proxy for non-standard monetary policy measure 
attenuates this characteristic. 

20  For more details on the construction of this variable and a comparison with a Taylor rule see Altunbas, 
Gambacorta and Marqués-Ibanez (2010). Table A1 in the appendix provides the correlation matrix between 
the variables used in the regression. 



 

are also listed. The averages of individual bank characteristics differ across countries. There 
are also differences in terms of capital and liquidity ratios, probably reflecting different 
competitive and institutional conditions, as well as different stages of the business cycle. 21 

The endogeneity problem 

One possible identification limitation in testing whether monetary policy affects bank lending 
is that, in principle, the situation of the banking sector could also impact on monetary policy 
decisions.  

We have considered this potential problem using the dynamic Generalised Method of 
Moments (GMM) panel methodology that allows us to obtain consistent and unbiased 
estimates of the relationship between the monetary policy indicator, bank-specific 
characteristics and bank lending. This methodology was developed by Arellano and Bond 
(1991), and further developed by Blundell and Bond (1998). It helps mitigate some of the 
endogeneity concerns if the instruments (lagged values of the variables) are not correlated 
with the variables under investigation. The GMM estimator ensures efficiency and 
consistency, provided that the models are not subject to serial correlation of order two and 
that the instruments used are valid (this is checked using the Sargan test). We use the 
instruments as defined by Blundell and Bond (1998). According to these authors, in fact, 
exogenous variables, transformed in first differences, are instrumented by themselves, while 
endogenous regressors (also transformed in first differences) are instrumented by their lags 
in levels. 

This approach has been applied in other areas of research in which the model was affected 
by possible endogeneity biases. For instance, Blundell and Bond (1998) use it to estimate a 
labour demand model and Beck et al. (2000) apply it to investigate the relation between 
financial development and economic growth. Following the work by Ehrmann et al (2003) the 
GMM methodology has also been used extensively in the bank lending channel literature. 

Results 

The results of the regressions are summarised in the right-hand part of Table 2. Details on all 
the coefficients, their standard errors and the miss-specification test for the regressions are 
given in Tables A2 and A3 in the Appendix. Column A2.I reports the results of the baseline 
equation taken by Ehrmann et al. (2003). The response of bank lending to short-term interest 
rates has the expected negative sign and the effect is amplified during the period of the 
financial crisis: in normal times, a one percentage point increase in the monetary interest rate 
causes a 1.6% drop in lending. The effect is greater during the crisis (-2.0%) but the 
difference is not statistically significant.22 

                                                 

 

21  US banks represent three-quarters of the dataset while the rest mostly comprises large European listed 
banks. While the sample covers between 50% and 80% of each domestic financial system measured in terms 
of total assets, for some countries the number of institutions is insufficient to give a complete representation of 
the structure of the domestic banking industry. This also prevents us from running individual country 
regressions. However, the scope of our analysis is to detect possible changes in the bank lending channel 
prior to and during the crisis, independent of bank jurisdiction, because we work mostly with large banks 
operating internationally. We have taken account of country-specific aspects through the inclusion of country 
fixed effects and institutional controls (via the regulatory and supervisory indices). Overall, we interpret our 
result as valid in general for banks in the EU and US once country-specific factors have been taken into 
account. 

22  The long-run elasticity of bank lending with respect to monetary interest rate changes for the average bank is 

expressed as follows: . If we take the coefficients in the first )1/()(/)ln( **
1  Mtt iloans
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The positive coefficient attached to the variable NSMP suggests that non-standard monetary 
policy measures have indeed been effective during the crisis in containing the drop in 
lending. Taking the results at face value, a 1% increase in the ratio between total central 
bank assets and GDP leads to a 0.5% increase in the growth rate of nominal lending. This 
result remains statistically significant also in more complete specifications but tend to have a 
lower size. 

Most of the theoretical models would suggest that the effect of banks’ size, liquidity and 
capital (SIZE, LIQ and CAP) on supplied lending should be positive (see first part of Table 2). 
This means that big, well-capitalised and highly-liquid banks should be less prone to 
adjusting their credit portfolio in the event of a monetary policy shock and in the course of a 
crisis. However, our results show that many of these coefficients in fact turn out not to be 
significant or to be unexpectedly negative. Consistent with Ehrmann et al. (2003), the effect 
for SIZE is never significant in normal times, and its role as an indicator of informational 
asymmetries appears to be quite poor. The coefficient on the standard capital-to-asset ratio 
often has an incorrect negative sign, which casts some doubt on the role of this indicator in 
capturing the effect of bank’s capital position on bank lending. The interaction between 
liquidity and the monetary policy indicator is also negative (even if not statistically significant), 
suggesting that lending by banks with a higher level of liquidity reacts more sharply to 
monetary changes, especially in periods of crisis. This is contrary to standard results in the 
monetary transmission channel literature and could result from the fact that most of the 
securities included in the ratio proved not to be liquid in the crisis. These preliminary results 
call for further investigation of the new mechanism of monetary policy transmission resulting 
from the changes in bank liquidity management highlighted in Section 3. 

Securitisation activity and the impact of low interest rates over a long period 

In column A2.II of Table 2 the baseline model has been extended to include controls for: i); 
securitisation activity; ii) the risk-taking channel; iii) regulatory differences. 

Securitisation activity is positively related to bank lending. That is to say, banks that 
securitise their assets to a larger extent have, on average, a higher growth rate of lending. 
This result is consistent with the view of securitisation as a source of capital relief and 
additional funding that can be used by banks to grant additional loans (Altunbas et al., 
2009a).  

As expected, there is a positive interaction between securitisation and monetary policy which 
is in line with the bank lending channel literature. This means that banks with greater access 
to the securitisation market are better able to buffer their lending activity against shocks 
related to the availability of external finance. However, this effect is more limited in normal 
times than during a financial crisis. For example, if we take the coefficients from the second 
column in Table A2, after three months in normal times a one percent increase in the money 
market rate leads to a drop in bank lending of 1.6% for the average bank and of 0.5 percent 
for a bank that is particularly active in the securitisation market (ie in the last quartile of the 
distribution of securitised lending over total assets). The difference tends to reduce if the 
increase in the money market rate takes place during a period of crisis: In the latter case the 
drop in lending is equal to 2.1% for the average bank and 1.6% for the bank that remains 

 

0** column of Table A2, in normal times, when  , the long-run elasticity is: –1.569/(1–0.027)=–1.61, 
while during the period of crisis it is: (–1.569–0.331)/(1–0.027–0.001)= –1.98. However, the difference 
between the effect in normal times and that during the crisis is not statistically significant. 



 

particularly active in the securitisation market.23 The reduction in the insulating effect of 
securitisation during the crisis period was probably due to the fact that banks had difficulties 
in originating and distributing ABSs during the crisis. Indeed, the securitisation market 
remained seriously distressed after August 2007 and many ABSs continued to be self-
retained and were used as collateral in refinancing operations with the central bank (see 
Figure 4). This implies that overall the insulation effect of securitisation was limited in the 
period 2007-2009.24 

The results in the column A2.II of Table 2 are consistent with the existence of a risk-taking 
channel: there is a positive and significant link between the number of consecutive quarters 
in which interest rates are below the benchmark (LOWINT) and supplied lending (Altunbas et 
al., 2010). This is not a direct test for the existence of such a channel but nevertheless 
suggests that bank lending has expanded more in those jurisdictions where interest rates 
have been particularly low for a prolonged period of time. This result is consistent with the 
evidence provided by Altunbas et al. (2010), who analyse in a more systematic way the 
impact of low interest rates on different measures of bank risk-taking. 

Following the approach in Barth et al. (2004), we introduced into the model a regulation 
variable (REG) that takes into account the extent to which banks are allowed to engage in 
securities, insurance and real estate activities. For the countries analysed in this study, the 
variable REG takes a value between 5 and 12, where the latter value represents the 
maximum level of activity in which banks may engage. The results indicate a negative value 
for this variable, supporting the idea that banks supplied less lending in those countries 
where specific institutional factors allowed them also to be involved in more non-traditional 
banking activities. 

The impact of bank debt funding on supplied lending 

As discussed in Section 3, the bank lending channel literature has neglected so far the role 
of bank funding composition in influencing lending supply. In this section we try to fill this gap 
by analysing two new measures that could alter the functioning of the monetary transmission 

                                                 
23  The heterogeneous effects of a monetary tightening on bank lending owing to different levels of activity among 

banks in the securitisation market can be calculated as follows: the interaction between securitisation and 
monetary policy can be expressed as SEC in normal times and as SEC +*SEC during the crisis period (see 
equation (1)). In normal times a 1% increase in the monetary policy rate (iM=1%) after three months causes a 
drop in lending equal to  +SEC SECt–1. If we take the coefficients from column II in Table A2 (=–1.621, SEC 
=1.072), this implies a drop in lending of –1.621+1.072SECt–1. The impact on lending for the average bank  
(ie SEC=0) is thus equal to –1.621%, while the drop in lending for a bank that has a level of securitisation 
activity in the last quartile of the distribution (SEC=1) is equal to –0.549%. In normal times, banks more active 
in the securitisation market are therefore better insulated from a monetary shock, although in economic terms 
this insulation effect is not particularly large. The relative impact in the long run ((–1.621+1.072SECt–1)/(1–
0.035)) will be only slightly higher, at –1.68% and –0.57% respectively, indicating that the transmission of the 
monetary impulse to bank lending is almost complete after three months. During the period of crisis the short–
run impact of a one percent increase in the overnight interest rate may be expressed as  
+*+(SEC+*SEC)SECt–1. If we take the coefficients from the second column of Table 3 (*=–0.494, *SEC =–
0.455), we have –2.115+0.617 SECt–1. Hence, the impact on lending for the average bank is equal to –2.11%, 
while the drop for a bank which is particularly active in the securitisation market is equal to –1.64.. In this case 
the relative impact in the long run will be higher (due to the change in the autoregressive component, 
*=0.049), at –2.31% and –1.64% respectively. This indicates that during the financial crisis the insulating 
impact of securitisation on the credit portfolio was lower, probably due to the small volumes treated on the 
market. 

24  Much of the issuance of ABSs since the end of 2007 has been related to their use as collateral in the 
Eurosystem refinancing operations. According to informal estimates from market participants, approximately 
90% of euro-denominated ABSs issued in 2008 seems to have been used as collateral for ECB liquidity 
standing facilities rather than sold to the markets. This percentage is even higher if we consider only real 
mortgage-backed securities (RMBS). 
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mechanism, especially during a crisis: i) the deposit to total liability ratio; ii) the short-term 
funding ratio. 

The first indicator has been used to date as a measure of bank contractual strength. Banks 
that have a large amount of deposits will adjust their deposit rates by less (and less quickly) 
than banks whose liabilities are mainly composed of variable rate bonds that are directly 
affected by market movements (Berlin and Mester, 1999). Intuitively, this should mean that, 
in view of the presence of menu costs, it is more likely that a bank will adjust its terms for 
passive deposits if the conditions relating to its own alternative form of refinancing (ie bonds) 
change. Moreover, a bank will refrain from changing deposit conditions because, if the ratio 
of deposits to total liabilities is high, even small changes to their price will have a huge effect 
on total interest rate costs. In contrast, banks which use relatively more bonds than deposits 
for financing purposes come under greater pressure because their costs increase 
contemporaneously with and to a similar extent as market rates.  

The above-mentioned mechanism should work especially during periods of financial stress. 
The results in column A2.III of Table 2 show that this is indeed the case. The interaction of 
the deposit to total liability ratio (DEP) and changes in the interest rate is very strong during 
periods of crisis though it is not significant in normal times.  

The second indicator is the short-term funding ratio. The financial crisis has shown that those 
banks with an unbalanced funding structure inclined towards short-term market instruments 
suffered more. This is reflected in the results presented in column A2.IV of Table 2: the credit 
portfolios of banks with a high percentage of short-term market funding instruments (STF) 
shrank by more during the period of financial distress and reacted by more to monetary 
policy changes. 

The role of bank capital and bank risk perception 

The results reported so far do not suggest the existence of meaningful cross-sectional 
differences in the response of lending to monetary policy shocks resulting from differences in 
bank capitalisation. Coefficients for bank capital are in most cases insignificant or 
unexpectedly negative in normal times. This could have two main explanations: i) the 
standard capital-to-asset ratio typically used by the bank lending channel literature does not 
properly capture the capital adequacy of banks (Gambacorta and Mistrulli, 2004); ii) 
accounting practices have blurred the informative power of the capital-to-asset ratio; the 
latter was illustrated most vividly by the recent financial crisis, which showed that many of the 
risks had not previously been captured adequately on banks’ books. 

In this section we try to overcome these problems in two ways. First, we use the Tier 1 ratio 
(Tier 1 capital over risk-weighted asset), which can control better for banks’ solvency. 
Another major advantage of the use of core capital is that this measure is more comparable 
across countries than broader measures of capital.25 Second, we include directly in the 
specification an ex-ante measure for bank risk based on the one-year ahead expected 
default frequency (EDF). The latter is a forward-looking indicator that allows for a more direct 
assessment of how the markets perceive bank risk.26  

 
25  Partly for this reason Tier 1 capital was included among the Financial Soundness Indicators proposed by the 

IMF as long ago as 2001 (IMF, 2001). 
26  Also arising from the use of true-sale securitisation, credit derivatives or synthetic CDOs, not included in the 

variable SEC. 



 

However, the inclusion of these variables in the regression has a cost in terms of the 
representativeness of the sample because Tier 1 and EDF data are not available for all the 
banks. The Tier 1 ratio is available for 924 banks and the EDF variable for only 737 banks.  

Column A3.I of Table 2 indicates that when the Tier 1 ratio is included in the specification, 
well-capitalised banks show a significantly higher supply of lending, especially during the 
period of financial crisis. There are also significant differences between banks with high and 
low levels of capitalisation when the reaction to changes in the short-term interest rates is 
examined. 

Column A3.II of Table 2 includes the dummy RISK (that takes the value of 1 for those banks 
that are in the last decile of the EDF distribution) and its interaction with the monetary policy 
indicator and the dummy crisis. The dummy RISK replaces the variable SIZE as a more 
direct measure for bank risk. The results show that bank riskiness has a negative effect on 
the banks’ capacity to provide lending, and that this was especially the case during the 
period of crisis. As indicated in Section 3, unlike other bank-specific variables, which reflect 
historical accounting information, expected-default frequencies (EDF) is a forward-looking 
variable. It partly reflects “market discipline”, including markets’ perceptions of the bank and 
their capability to issue riskier uninsured funds (such as bonds or CDs). In this respect, there 
is evidence that investors in banks’ debt are quite sensitive to bank risk (Sironi, 2003). As a 
result, it would be difficult for banks perceived as riskier by the market to issue uninsured 
debt or equity funds to finance lending, especially during periods of financial crisis (Shin, 
2008). 

Not all banks were equally affected during the period of financial turmoil. The banks which 
were predominantly hit were large institutions which had moved away from traditional retail 
banking activities towards a business model that principally relied on trading, investment 
banking activities and the creation, distribution and trading of new and complex securities. In 
column A3.III of Table 2 we have therefore replaced the liquidity ratio with the ratio between 
non-interest income and total revenues (NII). The results show that those banks that adopted 
an unbalanced business model tilted towards non-traditional activities were hit most during 
the crisis and therefore benefited more from the interest rate cuts.  

The impact of non-interest income on the monetary transmission mechanism could be 
affected by the intensity of bank supervision. In the last column of Table 2 we have therefore 
introduced a discrete variable for supervisory strength, SUP, used by Barth et al (2004) that 
could in principle take a value ranging from 0 (no supervision) to 10 (maximum supervision). 
In our dataset this variable ranges from 4.6 to 8.4. Even with the variable the result still holds. 

The last robustness check involved evaluating the potential impact on our results of other 
country factors at the bank level. In other words, we checked whether individual bank 
coefficients could change in different countries even when there were controls for country-
specific institutional, macroeconomic or financial factors. Banks with exactly the same 
characteristics (bank capital, size, liquidity, profitability, funding structure, etc.) might indeed 
react differently because of some unobservable country characteristics (not correlated with 
the observable characteristics in the regression (fixed country effect, quality of supervision, 
regulation, etc.). 

In order to take into account this point we tried first to include country-specific coefficients. 
However the model was very difficult to estimate because of the high number of parameters. 
Results turned out to be rather unstable, with problems of autocorrelation of the residual and 
weak power of the instruments. This was basically because of the few banks available for 
some countries. 

We tried therefore to follow a different approach by regrouping our sample into two main 
regional economic areas and re-estimating a simplified version of the last equation of Table 2 
(column IV in Table A3) that excludes interaction terms between monetary policy changes 
and bank-specific characteristics. In particular, we used the following equation: 

16 
 



 

 17
 

ikttkt

ktktMikt

tiktiikt

Z

NSMPEUiCEUXCEU

TDloansCEUloans












1

111

1

 

 )1()*)(1()*)(1(

 )ln()*)(1()ln(

 (2) 

with i=1, …, N, k=1, …, 12 and t=1, …, T, where N is the number of banks, k is the country, T 
is the final quarter, i is a vector of fixed effects, and EU is a dummy variable that takes the 
value of 1 if the bank has its headquarter in the European Union. 

The results (not reported for the sake of brevity) largely suggested that there were no 
significant differences in the coefficients for European banks (coefficients of variables 
interacted with EU proved never to be statistically significant).27 

Conclusions 

This paper finds significant changes in the functioning of the bank lending channel of 
monetary policy transmission resulting from financial innovation and changes in banks’ 
business models. In contrast to earlier studies, we document that the standard bank-specific 
characteristics usually included in the literature (size, liquidity, capitalisation) are not able to 
fully capture the functioning of the new dimensions of the bank lending channel.  

An important result is that the type of funding is a key element in assessing banks’ ability to 
withstand adverse shocks: short-term funding and securitisation activity seem to be 
particularly important in this respect. The amount of investment banking and other fee-based 
activities is also a relevant factor influencing the transmission mechanism. Banks with a high 
proportion of more profitable, but more volatile, non-interest income activities limited credit to 
borrowers to a greater extent during the crisis. These results also hold when we take into 
account differences in the supervision of financial activities by regulators.  

An important question is whether such changes in the transmission mechanism will persist in 
the near future or will disappear as the crisis subsides. The evidence presented in the paper 
is consistent with a scenario in which such changes cannot be considered as permanent but 
are likely to evolve over time. 

The functioning of the monetary policy transmission mechanism will be influenced by future 
developments in the securitisation market. For example, a drop-off in securitisation volumes 
will hinder banks from raising funds in the financial markets and hamper their ability to supply 
loans in the event of a monetary tightening. Moreover, the new financial regulations (MAG, 
2010; BCBS, 2010a) will surely have an effect on the functioning of the bank lending channel 
in the years ahead. 

Some policy implications can be derived from our results. First, monetary policy is not 
completely neutral from a financial stability perspective. Deregulation and financial innovation 
have made banks much more vulnerable to market conditions and bouts of financial 
instability. From a policy perspective, this brings financial stability and monetary policy 
considerations much closer together. 

                                                 
27  This result is interesting in that it provides a robustness check for an interpretation of our results that is valid in 

general for listed banks in the EU and the US. However, it has to be taken with caution because the dataset 
has an over-representation of US banks. Even grouping the information the content of our results for 
European and US banks only is subject to a number of caveats. For example, UK banks operate as part of a 
very large and market-based financial system with a global outlook as well as clearly differentiated legal 
features when compared with those in other European Union countries. For all these reasons we think that 
cross-country comparison could be an interesting area for future research. However, this probably needs a 
different dataset, ideally with more detailed information on the banking structure at the country level. 



 

Second, the results feed into the current policy debate on the new guidelines for capital and 
banking regulations drawn up by the Basel Committee on Banking Supervision (BCBS, 
2009a and 2010b), usually referred to as Basel III, since they suggest that strengthening 
core capital helps to ensure a smooth transmission of monetary policy and this is in line with 
the agreements reached by the BCBS. Specifically, our results on core bank capital for the 
crisis period concur with the initiatives of increasing minimum common equity requirements 
and a stronger definition of bank capital. The proposed creation of a counter-cyclical capital 
buffer of additional core capital that can be used to absorb losses during periods of stress 
seems also very much in accordance with our results (Drehmann et al., 2010).  

The empirical findings of our paper also go in the direction of the desirability of increasing the 
resilience of banks against liquidity risks (BCBS, 2009b; 2010a). Our exercise showed that 
the composition of banks’ debt funding sources matters for the loan supply in that increased 
short-term funding and/or additional funding via market sources (ie securitisation and bond 
financing) seem to constrain banks’ ability to supply new loans in periods of financial 
instability. This is in line with the BCBS liquidity proposals for a net stable funding ratio.  

Third, from a more operational perspective, the undoubtedly strong impact of bank-specific 
conditions on their loan supply calls for an improvement in the statistical coverage and 
analysis of the financial sector by central banks. This could include detailed standardised and 
comparable microeconomic balance-sheet information on individual banks matched with 
borrowers’ conditions (ie including banks’ lending terms and conditions to individual 
borrowers). A very useful initiative in this respect would be the creation of comprehensive 
and standardised credit registers available to central bankers on a confidential basis. The 
data coverage could also incorporate banks’ off-balance-sheet activities in order to better 
capture changing business models and financial innovation developments (Jappelli and 
Pagano, 1993; 2002). However, differences in data protection laws could be a difficult 
obstacle to overcome at the international level (Matuszyk and Thomas, 2008). 

Fourth, the closer link between financial stability and monetary policy considerations calls for 
a better understanding of banks’ incentives to take risks. The systemic dimension of these 
incentives could have a macroeconomic impact on the aggregate loan supply. It could also 
require a widening of the perimeter of statistical data collection to include the incentives of 
non-bank systemic financial institutions whose failure could potentially have a large impact 
on the broader financial system and therefore on banks’ ability to lend. All in all, this calls for 
a more forward-looking and dynamic approach to data collection by central banks, 
supervisory authorities and statistical offices so that the risk-taking incentives of large 
financial players are better understood.  

The recent crisis has prompted the creation of a number of institutions to monitor and contain 
the emergence of systemic risks in a number of countries.28 The coordination of the 
collection and analysis of the type of data mentioned earlier in close cooperation with central 
banks would be useful for a careful quantification of bank supply constraints. More broadly, 
such cooperation might be paramount for ascertaining the best policy to pursue to prevent 
future financial crises or to buffer their deleterious consequences. 

                                                 
28  Such as the Financial Stability Oversight Committee in the United States, the European Systemic Risk Board 

in Europe or the work of the Financial Stability Board globally. 
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Table 1: Summary statistics of the variables used in the regressionsa 

Variable 
name 

Variable 
description 

Number of 
observations Mean Std. Dev. Min. Max. 

Endogenous variable: 

ln(loans) Lending growth rate 39,695 0.020 0.098 –1.000 0.997 

Bank-specific characteristics in vector X: 
SIZE Log of total assets  39,626 6.985 2.162 –2.332 16.111 
LIQ Liquidity ratio  34,343 0.269 0.159 0.000 1.000 
CAP Capital-to-asset ratio  39,623 0.101 0.086 0.000 1.000 

TIER1 Tier1 ratio 36,220 0.117 0.059 –0.567 1.000 
 
 

SL/TA 
 
 

Ratio between the flow of 
securitised lending and 
total assets at the end of 
the previous year 

39,695 0.001 0.016 0.000 1.161 
 
 

SEC 
 
 

Dummy that takes the 
value of 1 if a bank is 
particularly active in the 
securitisation market (last 
quartile of SL/TA 
distribution) 39,695 0.250 0.442 0.000 1.000 

 
EDF 

 

Expected default 
frequency  
(1- year ahead)  24,294 0.011 0.033 0.000 0.350 

 
RISK 

 
 

Dummy that takes the 
value of 1 if a bank is risky 
(last quartile of EDF 
distribution) 24,294 0.100 0.299 0.000 1.000 

NII 
 

Non-interest income to 
total revenues  39,233 0.180 0.386 –8.088 44.722 

DEP 
 

Deposit to total funding 
ratio  37,459 0.804 0.171 0.000 1.000 

STF Share of short-term 
funding 39,424 0.082 0.121 0.000 1.000 

Monetary policy indicator: 
iM 

 
Quarterly change in the 
overnight rate 39,571 –0.001 0.006 –0.038 0.015 

NSMP 
Non-standard measure of 
monetary policy 38,529 0.002 0.012 –0.059 0.130 

Other controls for institutional characteristics at the country level in vector Z: 

RESCUE 
 
 

Dummy that takes the 
value of 1 if a bank has 
been supported by a 
specific government 
intervention and 0 
elsewhere 

39,695 
 
 

0.025 
 
 

0.155 
 
 

0.000 
 
 

1.000 
 
 

LOWINT 
 

Number of quarters in 
which the interest rate has 
been below the natural 
rate  

39,695 
 

4.549 
 

4.927 
 

0.000 
 

17.000 
 

REG 
Regulatory index 39,695 

 10.717 1.588 4.000 12.000 

SUP Supervisory strength 39,695 4.549 4.927 0.000 17.000 

a The sample period goes from 1999:Q1 to 2009:Q4. 
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Table 2: Expected signs in the regressions and summary of main results 

(A2.I) (A2.II) (A2.III) (A2.IV) (A3.I)  (A3.II)  (A3.III) (A3.IV)  
 
Variable name 

 
 

Variable description 

 
Expected 

sign 

 
 

Basic argument 
Baseline 

regression MTN 
model (Ehrmann 

et al., 2003) 

Securitisation
and the risk-

taking 
channel 

Impact of bank 
funding: deposits

strength 

Impact of 
short-
term 

funding

Tier 1 
capital 
ratio 

Bank risk 
and 

monetary 
policy 

Non-
interest 
income 

Supervisory 
strength 

SIZE Log of total assets +/− 
Large banks might isolate better adverse shocks (+). In case of internal 
capital markets or strong lending relationship between small firms and small 
banks (−) 

        

SIZE*C  +/− Too big too fail (+)/Too large to be saved (−) +++ +++ ++ +++ +++    
LIQ Liquidity ratio + Highly liquid banks more likely to expand supply of loans         
LIQ*C  + Particularly in crisis period −  −      
CAP Capital-to-asset ratio + Well-capitalised banks more likely to expand supply of loans − − − − −  − − +++ +++ ++ ++ 
CAP*C  + Particularly in crisis period +++ +++ + +++ +++ ++ +++ +++ 
SEC Securitisation dummy + Securitisation as capital relief and funding source   + +  + + + + 
SEC*C  +/− Could reverse in crisis periods  ++ +   ++   
DEP Deposit ratio + Banks with more deposit funding (stable) could expand supply of loans    ++  +++ +++ +++ +++ 
DEP*C  + Particularly in crisis period   ++      
STF Short term funding +/− Banks with more short-term funding more subject to market conditions         
STF*C  − In crisis periods short-term funding could hinder loan supply    − − −     

NII Non-interest income  + 
More profitable but also more volatile non-interest income can lead to more 
lending  

        

NII*C  − In crisis periods can lead to less lending       − − − − 

RISK 
Risk dummy  +/− 

Riskier banks might expand lending by more, especially versus risky 
segments (+). Alternatively if forced by regulation to contain their credit 
portfolio (−) 

        

RISK*C 
 − 

In periods of crisis riskier banks might be forced to restrict lending supply to 
a greater extent 

     − − − − − − 

�iM 
Quarterly changes in the 
monetary policy rate 

− Higher monetary policy rates (tightening) lead to a decline in lending  − − − − − − − − − − − − − − − − − − − − − 

�iM*C  +/− 
In period of crisis the effect could be amplified (−) or there could be a 
“pushing on a string effect” (+) 

 −  −     

NSMP 
Non-standard monetary 
policy indicator 

+ 
 

++ ++ ++ ++ +  ++ ++ 

iM *SIZE  + Large banks expected to buffer monetary policy shocks.         
iM*SIZE*C  + Particularly in crisis period +++ ++  + ++    

iM*LIQ  + 
Banks holding more liquid assets more likely to buffer monetary policy 
shocks 

    − −    

iM*LIQ*C  + Particularly in crisis period   −      
iM*CAP  + Well-capitalised banks more likely to buffer monetary policy shocks + +       
iM*CAP*C  + Particularly in crisis period   +  ++ + ++ ++ 
iM*SEC  + Securitisation likely to buffer monetary policy shocks  +++ +++ ++ +++ +++ +++ +++ 
iM*SEC*C  +/− In crisis, securitisation could reinforce monetary policy shocks       − − − − − − 

iM*DEP 
 + 

More market funding (fewer deposits) could reinforce monetary policy 
shocks 

        

iM*DEP*C  + Particularly in crisis period   +++      
iM*STF  +/− Uncertain impact of short-term funding         

iM*STF*C 
 − 

More short-term funding could reinforce monetary policy shocks in periods 
of crisis 

   − −     

iM*RISK  − More bank-risk funding could reinforce monetary policy shocks          
iM*RISK*C  − Particularly in crisis period      − − − − − − − − − 
iM*NII  +/− Uncertain impact of more non-interest rate income         
iM*NII*C  − Could reinforce monetary policy shocks in periods of crisis       − − − − − 

Note:: a The sample period runs from 1999 Q1to  2009 Q4. Shaded areas in grey  indicate the variables that are included in each regression. The symbols + (−), ++ (− −), and +++ (− − −) represent significance levels of 10 per cent, 5 per 
cent, and 1 per cent respectively. When the sign is not reported it means that the coefficient is not statistically different from zero.  
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Table 3: Average bank features by country (1999Q1-2009Q4) 

ln(Loans) SIZE LIQ CAP SL/TA EDF NII DEP STF iM 
Country (Annual 

growth 
rate) 

(USD 
millions)  

(% of total 
assets)  

(% of total 
assets)  

(% of total 
assets)  

(1 year 
ahead) 

(Percentage 
points) 

(% of total 
liabilities)  

(% of total 
liabilities)  

(Percentage 
points) 

 
Number of 

banks 
  

 
Weight 
inside 

sample 
  

             

Austria 10.4 37,497 32.4 10.0 0.000 0.55 19.53 49.5 20.7 2.9 11 1.1 

Belgium 10.1 198,260 67.6 36.1 0.230 0.39 21.51 59.5 17.1 2.9 6 0.6 

Germany 2.4 149,999 50.7 19.4 0.143 0.93 38.06 57.8 18.0 2.9 34 3.4 

Denmark 5.1 23,403 33.3 12.6 0.000 0.74 23.29 66.5 18.6 3.3 44 4.4 

Spain 15.0 92,850 19.7 8.4 1.182 0.17 23.13 62.7 19.0 2.9 14 1.4 

Finland 8.4 10,516 43.2 32.4 0.002 0.12 26.51 50.6 13.3 2.9 7 0.7 

France 3.4 129,601 32.5 20.7 0.004 0.48 34.51 35.3 25.2 2.9 33 3.3 
United 
Kingdom 10.7 419,036 31.4 8.0 0.013 0.52 26.38 61.9 15.0 4.8 13 1.3 

Greece 18.5 23,023 27.9 8.6 0.095 1.27 22.30 71.2 15.2 4.0 14 1.4 

Ireland 14.1 88,312 24.3 4.4 0.356 0.53 17.32 58.8 20.3 2.9 4 0.4 

Italy 14.5 50,190 33.5 11.3 0.437 0.27 42.88 55.8 20.7 2.9 33 3.3 

Netherlands 19.6 174,760 60.5 9.1 0.125 1.09 62.36 76.9 25.5 2.9 8 0.8 

Portugal 12.8 31,732 20.1 5.1 0.905 0.34 23.94 61.3 16.2 3.1 5 0.5 

Sweden 9.9 150,926 29.5 14.0 0.016 0.12 21.88 39.7 16.1 3.3 5 0.5 

United States 7.9 13,481 25.7 10.4 0.118 1.28 15.90 84.4 5.9 3.2 777 77.1 
             

Total 10.9 106,239 35.5 14.0 0.242 0.59 28.00 59.4 17.8 3.2 1008 100 
                          

a  Unweighted average across countries. 
Sources: Bloomberg, OECD, Eurostat, Datastream, Moody's KMV, Creditedge and BIS. 
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TableA1: Correlation matrix a 

� ln(Loans) LIQ SIZE SEC EDF Tier1 NII DEP STF iM NSPM SUP RESCUE C REG 

ln(Loans) 1.000               

                

LIQ -0.020 1.000              

 0.000               

SIZE 0.004 0.140 1.000             

 0.387 0.000              

SEC 0.003 0.036 0.103 1.000            

 0.562 0.000 0.000             

EDF -0.068 -0.024 -0.083 -0.005 1.000           

 0.000 0.000 0.000 0.400            

TIER1 0.057 0.190 -0.240 0.003 -0.099 1.000          

 0.000 0.000 0.000 0.634 0.000           

NII -0.031 0.155 0.075 0.009 -0.015 0.036 1.000         

 0.000 0.000 0.000 0.086 0.016 0.000          

DEP 0.024 -0.205 -0.569 -0.019 0.074 0.263 -0.214 1.000        

 0.000 0.000 0.000 0.000 0.000 0.000 0.000         

STF 0.015 0.235 0.438 0.090 -0.055 -0.140 0.138 -0.754 1.000       

 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000        

iM 0.065 0.023 -0.004 0.006 -0.106 0.021 0.005 -0.008 0.020 1.000      

 0.000 0.000 0.477 0.165 0.000 0.000 0.292 0.129 0.000       

NSPM -0.022 0.050 0.009 0.008 0.128 -0.015 -0.012 -0.018 0.000 -0.177 1.000     

 0.000 0.000 0.054 0.099 0.000 0.005 0.016 0.000 0.986 0.000      

SUP 0.007 -0.006 0.131 0.028 0.000 -0.031 -0.025 -0.073 0.036 -0.004 -0.010 1.000    

 0.146 0.249 0.000 0.000 0.990 0.000 0.000 0.000 0.000 0.448 0.026     

RESCUE -0.035 -0.026 0.080 -0.003 0.144 0.000 -0.002 -0.002 -0.019 -0.076 0.174 0.027 1.000   

 0.000 0.000 0.000 0.554 0.000 0.954 0.681 0.726 0.000 0.000 0.000 0.000    

C -0.096 -0.054 0.030 -0.006 0.281 -0.035 -0.019 -0.037 -0.023 -0.350 0.317 0.000 0.266 1.000  

 0.000 0.000 0.000 0.175 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.944 0.000   

REG 0.021 -0.206 -0.364 -0.011 0.067 0.148 -0.138 0.510 -0.345 -0.067 -0.018 -0.200 0.006 -0.052 1.000 

  0.000 0.000 0.000 0.013 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.215 0.000   
a The sample period goes from 1999:Q1 to 2009:Q4. P-values in italics. 

 



 

Table A2: Results 

Coeff. S.Error Coeff. S.Error Coeff. S.Error Coeff. S.Error

ln(loans)ikt-1 0.027 0.027 0.035 0.027 0.011 0.021 0.049 * 0.026

ln(loans)ikt-1*C 0.015 0.048 0.050 0.047 0.066 0.047 0.020 0.045

SIZEikt-1 -0.001 0.000 -0.001 0.000 0.000 0.001 0.000 0.001

SIZEikt-1*C 0.005 *** 0.001 0.004 *** 0.001 0.004 ** 0.001 0.004 *** 0.001

LIQikt-1 0.011 0.008 0.007 0.008 0.014 0.009 0.008 0.008

LIQikt-1*C -0.049 * 0.025 -0.030 0.025 -0.040 * 0.023 -0.025 0.022

CAPikt-1 -0.057 *** 0.021 -0.055 ** 0.021 0.062 0.041 -0.054 ** 0.021

CAPikt-1*C 0.193 *** 0.066 0.179 *** 0.067 0.134 * 0.080 0.179 *** 0.064

SECikt-1 0.003 * 0.002 0.002 * 0.001 -0.001 0.002

SECikt-1*C 0.011 ** 0.005 0.006 * 0.003 0.007 0.005

DEPikt-1 0.023 ** 0.009

DEPikt-1*C 0.046 ** 0.019

STFikt-1 -0.009 0.013

STFikt-1*C -0.039 *** 0.012

i M kt-1 -1.569 ** 0.624 -1.621 *** 0.586 -1.095 *** 0.389 -1.986 *** 0.758

i M kt-1*C -0.331 0.281 -0.494 * 0.290 -0.068 0.776 -0.695 * 0.375

NSMPkt-1 0.495 ** 0.195 0.437 ** 0.194 0.459 ** 0.182 0.464 ** 0.193

 i M kt-1*SIZEikt-1 0.042 0.105 -0.021 0.107 0.026 0.124 0.152 0.135

 i M kt-1*SIZEikt-1*C 0.641 *** 0.239 0.503 ** 0.238 0.359 0.255 0.461 * 0.258

 i M kt-1*LIQikt-1 -2.218 1.806 -3.211 1.960 -1.651 1.860 -1.225 2.154

 i M kt-1*LIQikt-1*C -6.959 4.782 -2.493 4.838 -8.483 * 4.487 -3.890 4.512

i M kt-1*CAPikt-1 8.888 * 4.910 9.261 * 4.930 -6.215 7.524 7.522 4.993

i M kt-1*CAPikt-1*C 11.690 11.580 7.900 11.553 21.893 * 12.976 10.906 11.421

 i M kt-1*SECikt-1 1.072 *** 0.413 1.071 *** 0.402 0.871 ** 0.425

 i M kt-1*SECikt-1*C -0.455 0.902 -0.104 0.832 -0.102 0.846

 i M kt-1*DEPikt-1 1.673 2.149

 i M kt-1*DEPikt-1*C 6.966 *** 2.523

 i M kt-1*STFikt-1 0.198 7.141

 i M kt-1*STFikt-1*C -8.653 ** 4.015
C -0.011 0.015 -0.015 0.015 -0.147 *** 0.008 0.019 0.015
RESCUE 0.010 *** 0.003 0.008 *** 0.003 0.009 *** 0.003 0.008 *** 0.003
LOWINT 0.001 ** 0.000 0.001 *** 0.000 0.001 *** 0.000
REG -0.003 * 0.002 -0.004 ** 0.002 -0.004 ** 0.002
Seasonal dummies
Country dummies
Time dummies
Sample period

No. of banks, no. of observations 1,008 30,920 1,008 30,920 956 29,372 1,007 30783
Sargan test (2nd step; pvalue) 0.147 0.343 0.220 0.331
MA(1), MA(2) (p-value) 0.000 0.889 0.000 0.679 0.000 0.983 0.000 0.578

Yes Yes Yes Yes

(III)                       (IV)                     

Dependent variable: growth rate of 
lending (lnloans)ikt

Impact of bank funding: 
deposits to total liability ratio

Impact of  short-term funding
Baseline regression MTN 

model (Ehrmann et al., 
2003) 

Securitisation and the risk-
taking channel

(I)                    (II)                      

Yes Yes YesYes

The model is given by equation (1). The symbols have the following meanings:ln(loans )ikt=quarterly change of loans in the balance sheet of bank i, in 

country k, in quarter t; i M kt = quarterly change of the short-term interest rate; SEC ikt = dummy for a bank that is highly active in the securitisation market 

(last quartile); SIZE ikt=log of total assets; LIQikt=liquidity ratio; CAPikt=capital to asset ratio; DEP=deposits to total liability ratio; STF ikt=share of short-term 

funding; NSM= non-standard measure of monetary policy given by central bank total assets over GDP; C= dummy crisis; RESCUE=  dummy rescued bank; 

LOWINT=  number of consecutive quarters with interest rate below the natural rate; REG= regulation dummy. Coefficients for the country, time and seasonal 

dummies are not reported. The models have been estimated using the GMM estimator using robust standard errors. The symbols *, **, and *** represent 

significance levels of 10 per cent, 5 per cent, and 1 per cent respectively.

1999:Q1-2009:Q41999:Q1-2009:Q4 1999:Q1-2009:Q41999:Q1-2009:Q4

Yes Yes Yes Yes
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Table A3: Results 

Coeff. S.Error Coeff. S.Error Coeff. S.Error Coeff. S.Error

ln(loans)ikt-1 0.002 0.020 0.030 0.025 0.027 0.023 0.027 0.023

ln(loans)ikt-1*C 0.105 ** 0.045 0.056 0.048 0.115 *** 0.044 0.115 *** 0.044

SIZEikt-1 0.000 0.001
SIZEikt-1*C 0.004 *** 0.001

LIQikt-1 0.013 0.009 0.002 0.010
LIQikt-1*C -0.030 0.024 -0.016 0.021

TIER1ikt-1 0.095 *** 0.029 0.088 *** 0.032 0.067 ** 0.028 0.067 ** 0.028
TIER1ikt-1*C 0.196 *** 0.067 0.206 ** 0.099 0.208 *** 0.068 0.207 *** 0.068

SECikt-1 0.003 * 0.002 0.004 * 0.002 0.003 * 0.002 0.003 * 0.002
SECikt-1*C 0.005 0.005 0.009 ** 0.005 0.005 0.004 0.005 0.004

DEPikt-1 0.038 *** 0.012 0.044 *** 0.012 0.056 *** 0.010 0.056 *** 0.010
DEPikt-1*C -0.005 0.024 -0.023 0.018 -0.024 0.015 -0.024 0.015

RISKikt-1 -0.005 0.004 -0.004 0.004 -0.004 0.004

RISKikt-1*C -0.026 ** 0.012 -0.019 ** 0.009 -0.019 ** 0.009

NIIikt-1 -0.013 0.019 -0.013 0.019

NIIikt-1*C -0.047 ** 0.020 -0.046 ** 0.020

i M kt-1 -1.476 *** 0.456 -1.733 *** 0.644 -1.330 ** 0.653 -1.273 ** 0.645

i M kt-1*C -1.087 0.757 -0.366 0.839 -0.189 0.824 -0.273 0.800

NSMPkt-1 0.278 * 0.161 0.256 0.227 0.240 ** 0.117 0.237 ** 0.117

 i M kt-1*SIZEikt-1 -0.071 0.116

 i M kt-1*SIZEikt-1*C 0.567 ** 0.248

 i M kt-1*LIQikt-1 -3.946 ** 1.960 -1.232 2.026

 i M kt-1*LIQikt-1*C -3.642 4.224 -3.925 3.744

 i M kt-1*TIER1ikt-1 4.743 5.794 3.406 5.334 -1.698 5.210 -1.827 5.209

 i M kt-1*TIER1ikt-1*C 20.354 ** 8.820 23.628 * 12.238 22.632 ** 9.604 22.580 ** 9.594

 i M kt-1*SECikt-1 1.133 *** 0.384 1.611 *** 0.448 1.866 *** 0.424 1.872 *** 0.425

 i M kt-1*SECikt-1*C -0.718 0.696 -0.506 0.663 -2.082 *** 0.607 -2.078 *** 0.606

 i M kt-1*DEPikt-1 -3.225 3.163 -2.730 3.619 2.183 3.497 2.248 3.483

 i M kt-1*DEPikt-1*C 1.752 4.733 1.090 4.125 -1.673 3.935 -1.826 3.875

iM kt-1*RISKikt-1 -1.386 1.107 -0.989 1.091 -0.999 1.090

iM kt-1*RISKikt-1*C -2.369 *** 0.836 -1.922 *** 0.516 -1.935 *** 0.514

 i M kt-1*NIIikt-1 4.413 4.051 4.429 4.057

 i M kt-1*NIIikt-1*C -3.414 *** 1.266 -3.150 *** 1.214
C -0.156 *** 0.017 -0.018 0.022 -0.173 *** 0.010 -0.172 *** 0.009
RESCUE 0.007 *** 0.003 0.005 * 0.003 0.004 0.003 0.004 0.003
LOWINT 0.001 *** 0.000 0.001 *** 0.000 0.002 *** 0.000 0.002 *** 0.000
REG -0.002 0.002 -0.005 ** 0.002 -0.004 ** 0.002 -0.003 * 0.002
SUP 0.002 0.002
Seasonal dummies
Country dummies
Time dummies
Sample period

No. of banks, no. of observations 924 27,656 737 18,619 737 19,458 737 19,458
Sargan test (2nd step; pvalue) 0.195 0.340 0.103 0.124
MA(1), MA(2) (p-value) 0.000 0.906 0.000 0.817 0.000 0.435 0.000 0.439

Yes Yes Yes
Yes Yes Yes Yes

The model is given by equation (1). The symbols have the following meanings:ln(loans )ikt=quarterly change of loans in the balance sheet of 

bank i, in country k, in quarter t; i M kt = quarterly change of the short-term interest rate; SEC ikt = dummy for a bank that is highly active in the 

securitisation market (last quartile); SIZE ikt=log of total assets; LIQikt=liquidity ratio; TIER1ikt= TIER1ratio; DEP=deposits to total liability 

ratio; NSM= non-standard measure of monetary policy given by central bank total assets over GDP; RISK ikt =dummy that takes the value of 1 

if a bank has its expected default frequency (EDF) in the last decile of the distribution;  C= dummy crisis; RESCUE=  dummy rescued bank; 

LOWINT=  number of consecutive quarters with interest rate below the natural rate; REG= regulation dummy; SUP= supervision strenght 

dummy.  Coefficients for the country, time and seasonal dummies are not reported. The models have been estimated using the GMM estimator 

using robust standard errors. The symbols *, **, and *** represent significance levels of 10 per cent, 5 per cent, and 1 per cent respectively.

Yes Yes Yes Yes

1999:Q1-2009:Q4 1999:Q1-2009:Q4 1999:Q1-2009:Q4 1999:Q1-2009:Q4

Yes

(III)                 (IV)                   

Dependent variable: growth rate of 
lending (lnloans)ikt

Non-interest income Supervisory strengthTier1 capital ratio
Bank risk and monetary 

policy

(I)                    (II)                  
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Figure 1 

Corporate bond issuance by euro area borrowers 

(euro billions, non-financial corporations) 
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Source: Dealogic. 

 

Figure 2 

Total assets, Institutional investors 

(thousands of euro) 
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Source: Eurosystem. 

Note: Insurance corporations and pension funds. Only euro area institutional investors are 
included. 
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Figure 3 

Deposits to total liabilities ratio 
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Source: Authors’ own estimates. 

 

Figure 4 

Total and retained securitisation in the euro area 

(3 months moving average, millions of euros) 
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Source: Dealogic. Only funded securitisation by euro area originators is included. Total 
securitization is indicated by the continuous line; retained securitization is represented by the 
dotted line. 

 

 

30 
 



 

Figure 5 

 
Bank profits and volatility of earnings

(median values of return on equity and standard deviation  from 2000 to 2007)
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Source: Authors’ own estimates, Bloomberg and Bankscope. 

Figure 6 

Expected default frequencies for banks 
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Source: Moodys-KMV. 

 

 31
 



 

32 
 

Figure 7 

Overnight rate 
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Source: Reuters. 

Figure 8 

Central bank total assets over GDP 
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Source: Datastream and national sources. 
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