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Abstract—Quantum computers promise to efficiently solve
important problems classical computers never will. However, in
order to capitalize on these prospects, a fully automated quantum
software stack needs to be developed. This involves a multitude of
complex tasks from the classical simulation of quantum circuits,
over their compilation to specific devices, to the verification of
the circuits to be executed as well as the obtained results. All
of these tasks are highly non-trivial and necessitate efficient
data structures to tackle the inherent complexity. Starting from
rather straight-forward arrays over decision diagrams (inspired
by the design automation community) to tensor networks and
the ZX-calculus, various complementary approaches have been
proposed. This work provides a look “under the hood” of today’s
tools and showcases how these means are utilized in them, e.g.,
for simulation, compilation, and verification of quantum circuits.

Index Terms—quantum computing, data structures, arrays,
decision diagrams, tensor networks, ZX-calculus

I. INTRODUCTION

We are at the dawn of a new computing age in which
quantum computers will find their way into practical applica-
tions such as cryptography [1], chemistry [2], medicine [3],
physics [4], finance [5], and machine learning [6]. In many
instances, quantum computing is believed to provide efficient
solutions for problems which are out of reach for classical
computers. Besides the ongoing discovery of new potential
applications, the capabilities of currently available quantum
computers are rapidly improving as, e.g., witnessed by IBM’s
ambitious road map for scaling quantum technology to more
than 1000 qubits by 2023 [7].

Due to an increased number of qubits with increased
coherence time as well as faster operations with higher fidelity,
increasingly large quantum circuits can reliably be executed
on actual devices. With this increase in computational power
comes the need for corresponding software solutions and tools
that aid users and developers in making best use of the available
hardware. Similar to the design of classical circuits and systems,
realizing conceptual quantum algorithms on actual devices
requires a multitude of complex design tasks. Some of the
most important tasks are:

• Classical simulation: Simulating the execution of a
quantum circuit on classical computers is an extremely
important task in the development and testing of new
applications and use cases. In addition to lower costs,

it offers detailed insights on the quantum state during
the execution of a quantum circuit that is physically
unavailable when running the circuit on an actual quantum
computer [8]–[13].

• Compilation: Similar to classical circuits and systems,
quantum circuits are initially described at a rather high
abstraction level and need to be compiled to a repre-
sentation that adheres to all the constraints imposed by
the target device (e.g., limited gate-set and/or limited
connectivity) [14]–[18].

• Verification: Since compilation significantly changes the
structure of quantum circuits, it is crucial to ensure that
the resulting circuits still realize the originally intended
functionality. To this end, verification (or, more precisely,
equivalence checking) methods are employed to guarantee
equivalence [17], [19]–[25].

Either due to the inherent exponential size of the underlying
representations of quantum states and operations or the huge
amount of degrees of freedom, each of these design tasks
represents a computationally hard challenge. Consequently,
efficient data structures and methods are needed to tackle these
challenges. In this work, we provide a brief overview of various
complementary data structures that have been proposed in the
past and briefly discuss how each of them has been used to
efficiently solve the above mentioned design tasks. With this,
we hope to provide the interested reader with an intuition on
the different kinds of approaches available and the necessary
pointers to dive deeper into the wide range of possible methods
and solutions.

The rest of this work is structured as follows: Section II
reviews the basics of quantum computing and shows how
quantum states and operations are represented as one- and
two-dimensional arrays in a straight-forward, yet hardly effi-
cient fashion. Section III introduces decision diagrams which
enable representing quantum states and functionality in a more
compact fashion in many cases by exploiting redundancies
in the underlying representations. Section IV covers the
basics of tensor networks which, instead of capitalizing on
redundancies in the underlying representations, take advantage
of the topological structure of certain quantum states and
algorithms. Section V demonstrates how the ZX-calculus—
a graphical notation for quantum circuits equipped with a
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powerful set of rewrite rules—enables diagrammatic reasoning
about quantum computing. Finally, Section VI concludes the
paper.

II. ARRAYS

In quantum computing, vectors and matrices are often con-
sidered to be the most intuitive data structure for representing
quantum objects. These structures can be directly realized using
arrays and can be used for design automation tasks. Here, we
introduce this data structure along with a brief introduction to
quantum computing. The interested reader can find an in-depth
introduction in [26].

Similar to classical bits, quantum bits (qubits) can assume
the states 0 or 1. These are are called computational basis states
and—using Dirac notation—written as |0⟩ and |1⟩. Additionally,
they can also assume an (almost) arbitrary linear combination
(i.e., a superposition) of these two basis states. More precisely,
the state of a qubit |ψ⟩ is given by |ψ⟩ = α0 · |0⟩+ α1 · |1⟩,
with α0, α1 ∈ C such that |α0|2 + |α1|2 = 1. The two factors
α0 and α1 are the amplitudes and denote how much the
qubit is related to each of the two basis states. Measuring
a qubit returns 0 with probability |α0|2 and 1 with probability
|α1|2, respectively. The individual amplitudes in a qubit are
fundamentally not observable and measurements are the only
way to extract information out of a qubit.

The concepts of a single qubit can be generalized to describe
states composed of multiple qubits—commonly referred to as
quantum registers. An n qubit register can assume 2n basis
states and is described by amplitudes α0, α1, . . . α2n−1, which
must satisfy the normalization constraint

∑
i∈{0,1}n |αi|2 = 1.

Quantum states are often shortened to state vectors containing
only the amplitudes, e.g., [ α00 α01 α10 α11 ]

T for two qubits.
Quantum states can be manipulated using quantum opera-

tions. Quantum operations are inherently reversible and are
described by unitary matrices. They are applied to quantum
states by matrix-vector multiplication. Important single-qubit
operations include the NOT = [ 0 1

1 0 ] operation, which negates
the state of a qubit, and the Hadamard operation H =
1/

√
2
[
1 1
1 −1

]
, which transforms a qubit from a basis state into a

superposition. There are also multi-qubit operations. The most
prominent two-qubit operation is the controlled-NOT operation
(CNOT), which negates the state of its target qubit iff the
control qubit is in state |1⟩.

Example 1. Consider the quantum register |ψ⟩ composed of
two qubits, which is in the state 1/

√
2 · [ 1 0 1 0 ]

T. Applying a
CNOT operation with control on the first and target on the
second qubit yields the output state |ψ′⟩ determined by[

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

]
︸ ︷︷ ︸

CNOT

· 1√
2

[
1
0
1
0

]
︸ ︷︷ ︸

|ψ⟩

=
1√
2

[
1
0
0
1

]
︸ ︷︷ ︸

|ψ′⟩

.

Measuring |ψ′⟩ (also known as Bell state) collapses the state
and returns |00⟩ or |11⟩, each with probability |1/√2|2 = 1/2.

The concepts reviewed above can be realized in a straight-
forward fashion: Vectors and matrices are described in terms
of 1-dimensional and 2-dimensional arrays, respectively. While
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Fig. 1. Different representations of the Bell state

such a representation has huge potential for concurrent exe-
cution, it incurs a huge memory footprint, since the involved
arrays growth exponentially with each considered qubit. As
a consequence, these memory requirements limit array-based
simulation methods to rather small/moderate quantum compu-
tations (today’s practical limit is less than 50 qubits [27]).

III. DECISION DIAGRAMS

The general idea of decision diagrams [28], [29] is about
uncovering and exploiting redundancies within the involved
quantum states and operations. More precisely, consider a
quantum register composed of n qubits qn−1, . . . , q1, q0, where
qn−1 represents the most significant qubit. The first 2n−1 en-
tries of the corresponding state vector represent amplitudes for
basis states where qn−1 is |0⟩ and the remaining 2n−1 entries
represent amplitudes where qn−1 is |1⟩. This is represented in
a decision diagram by a node labeled qn−1 connected to two
successor nodes labeled qn−2, representing the zero- and one-
successor. This process is repeated recursively until sub-vectors
of size 1 (i.e., individual complex numbers) remain, which are
connected to terminal nodes.

During this decomposition process, equivalent sub-vectors
are represented by the same node—reducing the overall size of
the decision diagram. Furthermore, instead of having distinct
terminal nodes for all amplitudes, edge weights are used to
store common factors of the amplitudes. Having encoded
a state vector into a decision diagram, specific amplitudes
can be reconstructed multiplying the edge weights along the
corresponding path. To improve the readability of decision
diagrams, edge weights of 1 are typically omitted from the
visualization and nodes with an incoming edge weight of zero
are shown as 0-stubs to indicate that the whole sub-part is
zero.

Example 2. Fig. 1 depicts the quantum register |ψ′⟩ in
both, the vector and the decision diagram representation. The
annotations of the state vector in Fig. 1a indicate how the
corresponding decision diagram is constructed. In order to
reconstruct specific amplitudes from the decision diagram, the
edge weights of the corresponding path need to be multiplied.
For example, reconstructing the amplitude of the state |00⟩
(bold line in the figure) requires multiplying the edge weight
of the root edge (1/√2) with the right edge of q1 (1) as well
as q0 (1), i.e. 1/

√
2 · 1 · 1 = 1/

√
2.

Decision diagram representation of matrices are constructed
in an analogous fashion to vectors, decomposing the matrix
recursively into quarters instead of halves. Just as the underlying
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Fig. 2. Tensor network representation of the quantum circuit to create the
Bell state

vectors and matrices, decision diagrams support multiplication
and addition, enabling their usage in different design automa-
tion tasks, such as quantum circuit simulation (e.g., [9]) or
equivalence checking (e.g., [20]). A web-based visualizing
tool providing an intuition of decision diagrams is available
at https://iic.jku.at/eda/research/quantum dd/tool/ [30].

IV. TENSOR NETWORKS

Tensor networks can help alleviate the complexity of the
array-based simulation by exploiting redundancies in the
topological structure of the quantum circuit [31], [32]. To
translate a quantum circuit into a tensor networks, each object,
be it a state or a operation, is represented by a multidimensional
array of complex numbers, a tensor, connecting to other tensors
according to the underlying quantum circuit. The extraction of
useful information from such a network then typically requires
the pairwise contraction of tensors into a single remaining
tensor.

Example 3. Let A,B,C be matrices in CN×N . Further, let
the matrix product C = AB be given by

Ci,j =
∑N−1
k=0 Ai,kBk,j ,

with i, j = 0, . . . , N−1. Then, this corresponds to the contrac-
tion of the rank-2 tensors A = [Ai,k] and B = [Bk,j ] over the
shared index k. This is conveniently represented graphically

as: C A Bi j i j
k

=

The order in which all the tensors are contracted is called
contraction plan. The main goal of such a plan is to keep the
intermediate tensors and their dimension of contracted indices
(also referred to as bond dimension) during the computation in
check—a task proven to be NP-hard [33]. Therefore, a plethora
of methods have been developed to efficiently determine
suitable contraction plans [34].

Example 4. Consider again the Bell state from Fig. 1a. Fig. 2
shows how this translates to a tensor network. Each individual
tensor is illustrated by a “bubble” containing the actual data
of the tensor. This representation only requires a linear amount
of memory with regard to the total number of qubits and gates
(in contrast to the exponential representation in the array-based
method). The final state vector, on the other hand, still is of
size 2n, where n denotes the number of qubits in the system.

As shown by the example, the computation of the complete
output state vector with tensor networks is generally infeasible.
Different specialized types of tensor networks have been
proposed to alleviate that complexity by imposing certain
structures by decomposing the whole state into smaller tensors
(see [35] and the references therein).

(a) Bell circuit (b) Bell state (c) Graph-like diagram

Fig. 3. ZX-diagrams for the Bell state

This is used, e.g., in classical quantum circuit simulation,
where it is desirable to determine a single scalar quantity, such
as the expected value of some observable or an individual
amplitude. Methods based on tensor networks accomplish this
by fixing the output indices of the circuit’s tensor network, i.e.,
adding “bubbles” at the end of the circuit. Contracting this
network results in a single rank-0 tensor—a scalar. Whenever
the size and bond dimension of intermediate tensors can be
kept in check, this can be done extremely efficient.

V. ZX-CALCULUS

The ZX-calculus [36], [37] is a graphical notation for
quantum circuits equipped with a powerful set of rewrite rules
that enable diagrammatic reasoning about quantum computing.
A ZX-diagram is made up of colored nodes (called spiders)
that are connected by wires. Each spider can either be green
(Z-spider ) or red (X-spider ) and is optionally attributed a
scalar phase. Spiders without inputs are called states, whereas
spiders with no outputs are called effects.

An important concept for ZX-diagrams is the only connec-
tivity matters paradigm, which expresses the fact that two
ZX-diagrams are considered equal if one can be transformed
into the other simply by bending wires.

Example 5. Consider the Bell circuit in Fig. 3a. It is equivalent
to the ZX-diagram because they can be transformed
into each other by (un-)crossing the wires. Here, the Hadamard
box is a short notation for the ZX-diagram π

2
π
2

π
2

and represents the Hadamard transformation.
To see how this circuit acts on the = |0⟩ states, we

can plug them into the ZX-diagram and simplify with the
ZX-calculus:

= = =

At the end, the Bell state shown in Fig. 3b is obtained.

Any quantum circuit can be interpreted as a ZX-diagram.
ZX-diagrams are more general than quantum circuits however,
and allow for representations that do not have meaningful
interpretations as quantum circuits. It is this flexibility of being
able to leave the quantum circuit formalism that makes the
ZX-calculus a good intermediate language when working with
quantum circuits.

While the basic axiomatization of the ZX-calculus is a
powerful language for quantum information theory, it is
hard to apply directly in automated reasoning. The reason
for this is the lack of normal-forms for ZX-diagrams—an
important feature for automated rewriting. The backbone of
many automated methods using the ZX-calculus is an alternate
representation of ZX-diagrams using only Z-spiders and wires
with Hadamard boxes, called graph-like ZX-diagrams. The
graph-like ZX-diagram corresponding to the Bell circuit is
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shown in Fig. 3c. Additional rewrite rules based on graph-
theoretic simplification are defined for these graph-like di-
agrams enabling the definition of a terminating rewriting
procedure [38].

This automated rewriting as well as the ability to efficiently
work with quantum operations such as phase polynomials has
led to many algorithms based on the ZX-calculus being used
to solve problems in the design automation of quantum circuits
such as compilation and optimization as well as simulation
and verification [39]–[42].

VI. CONCLUSION

In this work, we briefly reviewed the basics of arrays,
decision diagrams, tensor networks, and ZX-calculus as well as
their applications in design automation for quantum computing.
Each of these complementary data structures provides a
certain trade-off between memory consumption, performance,
and conceptional complexity. Picking the most suitable data
structure for the job at hand is crucial to have an efficient
workflow in design automation for quantum computing. We
hope this work provides the interested reader with an intuition
on the data structures and necessary pointers to further explore
the wide range of possible methods and applications.
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