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Abstract—Cryogenic CMOS circuits have garnered significant
attention for their potential applications in fields such as quantum
computing, magnetic resonance imaging, particle detectors, and
space missions. Operating at temperatures below 77K down
to almost absolute zero, these circuits face stringent power
constraints due to the limited cooling power available at deep
cryogenic temperatures. While cryogenic operation can substan-
tially reduce leakage current and improve transistor efficiency, it
is crucial to optimize cryogenic CMOS circuits for minimal static
and dynamic power consumption to operate within the cooling
constraints.

In this paper, we present a cryogenic-aware technology map-
ping approach to optimize the power characteristics of cryo-
genic CMOS circuits. The proposed method takes a technology-
independent logic network and a cryogenic standard-cell library
as input and produces a technology-mapped gate-level netlist with
significantly reduced power consumption. By considering static
and dynamic power constraints at cryogenic temperatures, the
approach achieves up to a 26.89 % average reduction in power
consumption compared to a state-of-the-art cryogenic-unaware
algorithm. This optimization enables large-scale standard-cell-
based digital circuits to operate efficiently at cryogenic temper-
atures in crucial applications.

I. INTRODUCTION AND MOTIVATION

Cryogenic CMOS circuits describe circuits that operate at
temperatures below 120 K. They are typically distinguished
between operating at 77K, which is the boiling point of
liquid nitrogen (LN;), and operating below 77 K with liquid
helium (LHe) cooling down to 4.2K. This distinction is
made as LN, allows submerging a circuit in cheap liquid
nitrogen for cooling, while LHe is much more expensive and
frequently cooled in (vacuum) cryogenic cooling chambers
to minimize the escape of costly He. Unfortunately, the
majority of applications operate below 77 K such as quantum
computers (4K to 0.1K) [1], magnetic resonance imaging
(23K to 4K) [2], particle detectors like the Large Hadron
Collider (4K) [3], and space missions like the James Webb
Space Telescope (27 K) [4].

All these circuits below 77 K operate under stringent power
constraints, as cryogenic cooling at these deep cryogenic
temperatures is very limited in its cooling power. For instance,
when cooling below 1K, LHe dilution refrigerators have
cooling powers of 2mW at 0.1K, while zero-G cooling in
space can solely cool 0.1uyW at < 0.1K (92.6 mK) [5].
If the temperature is allowed to be higher, then cooling
power ranges from 180 mW for optical laser (group-II-VI
cadmium sulphide nanoribbons) cooling [6] or a power budget
of 384mW for regular CMOS control circuits of quantum
computers at 3K [7]. Note that these power numbers are
merely stating how much thermal energy a cryogenic cooler
can dissipate from the chamber, their overall electrical power

consumption is frequently > 1000 W [8]. Therefore, it is
of utmost importance to reduce the power consumption of
cryogenic CMOS circuits at the design stage already to operate
within these constraints of cryogenic cooling.

Fortunately, semiconductor physics support this aim be-
cause, at cryogenic temperatures, leakage current of transis-
tors decreases. Among other changes like a sub-threshold
slope decrease and carrier mobility increase, this means that
transistors operate more efficiently at cryogenic temperatures.
For instance, Parihar et al. [9] showed a 99.999 % reduction
in leakage, while drive currents where roughly unaffected
(+3%/—2.7% for NMOS/PMOS) at 10K in 5nm FinFET
transistors.

To this end, to achieve cryogenic awareness at the design
stage, the conventional logic design flow does not have to
be completely re-invented from scratch. However, certain
aspects close to the technology level require the introduction
of novel objectives to enable a dedicated optimization for
the cryogenic domain. Recent efforts in the field yielded a
cryogenic transistor model and corresponding standard-cell
library together with initial logic synthesis considerations [10].
Nevertheless, technology mapping, i.e., the process of gener-
ating technology-specific gate-level netlists from technology-
independent logic descriptions, still offers room for improve-
ment. While existing methods relied on minimizing (simu-
lated) switching activity [11], a consideration of real static
and dynamic power constraints at cryogenic temperatures has
yet to be incorporated.

In this work, we propose a technology mapping approach,
which takes a technology-independent logic network and
a cryogenic standard-cell library as input and produces a
technology-mapped gate-level netlist with significantly re-
duced power characteristics compared to the state-of-the-art
(non-cryogenic) technology mapper [12]. Naturally, such an
endeavor has to come at the cost of either circuit propagation
delay or circuit area. Power can only be traded off against
these other figure of merits of a circuit due to the exceptional
capabilities of existing techniques. However, it is crucial, that
these metrics are traded off at the Pareto front. The reduction in
power consumption should cost the minimal increase of circuit
delay, i.e., following the Pareto front, as shown in Fig. 1.

Experimental evaluations confirm that the technology map-
ping approach for cryogenic CMOS circuits, which we
present in this work, reduces their power consumption by
up to 26.89% on average compared to a state-of-the-art
technique [12]. This enables these circuits to stay within the
stringent power constraints of cryogenic cooling. The proposed
solution opens the field of cryogenic operation to large-scale
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Fig. 1: Pareto front of area vs. delay in optimized circuits.
Reducing one yields an increase in the other.

standard-cell-based digital circuits in areas such as quantum
computing, magnetic resonance imaging, particle detectors,
and space missions.

The remainder of this paper is structured as follows: Sec-
tion II discusses the preliminary groundwork necessary for this
work; Section III proposes the main contribution of this article,
which is a cryogenic-aware technology mapper; Section IV
presents results of an experimental evaluation against the state
of the art; finally, Section V concludes the paper.

II. PRELIMINARIES

To keep this work self-contained, this section briefly dis-
cusses the state of the art in cryogenic CMOS circuitry and
reviews the conventional logic design flow.

A. Cryogenic CMOS Circuitry

Cryogenic CMOS circuits are widely employed, such as in
quantum computers [1], magnetic resonance imaging [2], par-
ticle detectors like the Large Hadron Collider [3], and space
applications like the James Webb Space Telescope and other
missions [13]. An overview of the many applications is given
in [14]. Typical temperature ranges are 77 K (to be compatible
with LN, cooling), 23 K (to exploit the superconductivity of
NbTi [2]), and 4.2 K (to be compatible with LHe cooling).

To model the behavior of a circuit at these cryogenic
temperatures, a cryogenic transistor model is required. FinFET
transistors are typically modeled with the industry standard
Berkeley Short-channel IGFET Model — Common Multi-
Gate (BSIM-CMG, [15]). For cryogenic temperatures, the
additional physical effects appearing at cryogenic temperatures
have been incorporated by [16], which have presented a
cryogenic BSIM-CMG model. Cryogenic model parameters
have also been presented in the cryogenic transistor data
reported in [9], which reports 5nm FinFET transistor data
from 300K to 10 K.

Large-scale digital circuits are composed of standard cells,
which are pre-implemented building blocks. Typical standard-
cell libraries provide information on delay and power con-
sumption for —40°C to 120°C (approximately 230K to
400 K). However, recent works have proposed standard-cell
libaries that have been characterized at cryogenic tempera-
tures such as 10K [10]. For each path through a standard
cell (from input pin to output pin), the propagation delay
and static/dynamic power was simulated for different signal
slews (rate of change of voltage at the input pin) and out-
put capacitance (load capacitance at the output pin). With
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Fig. 2: Excerpt from the logic design flow consisting of RTL
synthesis, logic optimization, and technology mapping.

this information in standard-cell libraries, the construction of
large-scale cryogenic digital circuits via logic synthesis and the
analysis of circuits via Static Timing Analysis (STA) became
possible for the first time [10].

B. Logic Design Flow

The logic design flow involves the conversion of a
Register-Transfer Level (RTL) description to a gate-level
netlist. This process, which is illustrated in Fig. 2, consists
of three main steps: (a) RTL synthesis, (b) logic optimization,
and (c) technology mapping. In RTL synthesis, a technology-
independent logic network is created from a high-level
architectural description. One commonly used technology-
independent structure is the And-Inverter Graph (AIG, [17]).
Logic optimization aims to improve the logic network with
respect to technology-independent cost metrics. Consequently,
AlGs are optimized using proxy criteria that are assumed to
be beneficial for many technologies. Common criteria include
size (number of nodes) and depth (number of levels), as they
strongly correlate with chip area, critical path length, and
power dissipation. Finally, technology mapping translates the
logic network into a gate-level netlist exclusively using gates
offered by the target technology, which are usually provided
by a corresponding standard-cell library. In this work, we
specifically focus on the technology mapping step, as the
effects of cryogenic temperatures on delay and power are only
reflected in this stage through CMOS technology information
provided by a standard-cell library file, e. g., in liberty format.

III. TECHNOLOGY MAPPING
FOR CRYOGENIC CMOS CIRCUITS

In order to properly realize cryogenic CMOS circuitry, a
design flow similar to the one briefly reviewed above is re-
quired. While certain steps such as RTL synthesis may remain
identical to conventional (i.e., non-cryogenic) circuitry, the
technology-specific steps need to be re-visited. The endeavor
requires cryogenic-aware synthesis using a dedicated library as
well as corresponding technology mapping methods. While a
first cryogenic standard-cell library as well as a corresponding
synthesis approach addressing the former step have recently
been proposed in [10], cryogenic-aware technology mapping
remains an open problem thus far. In this work, we are
addressing this issue. To this end, we do not propose to
re-invent the wheel, but instead to re-use as much knowledge
as possible from decades of development in the domain of
technology mapping. In this section, we first review the state
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Fig. 3: Implementations of a 2:1-MUX circuit optimized for
different cost metrics.

of the art in technology mapping. Afterward, we describe the
main changes we are proposing in order to make the flow
suitable for cryogenic circuits.

A. Conventional Technology Mapping

For conventional technology mapping, to the best of the
authors’ knowledge, one of the most efficient algorithms is
the one proposed in [12], which is implemented in ABC [18]
as the command map. Using this algorithm as a representative,
three internal steps are covered in the following: the creation
of Supergates, Simplified Boolean Matching, and Cover Selec-
tion. In the following, these steps are briefly reviewed.

Supergates combine standard-cell library gates into a
single-output network, treated as another standard cell, to
reduce dependency on network structure and improve the
overall solution [12]. They are formed iteratively in rounds,
with the first round consisting exclusively of gates from the
input library. Subsequent rounds create combinations of two
supergates from the previous round, with a maximum bound
on the input size. To handle the large number of supergates
with the same Boolean function, dominance pruning is applied,
i.e., equivalent Boolean functions are compared by their cost,
and dominated supergates are excluded from the resulting
library, which is organized in a hash table.

Example 1. Fig. 3 illustrates the results of a supergate
creation. Both circuits depicted in Fig. 3a and 3b realize
and, hence, represent a 2:1-MUX implementation. Simplified
cost values for area and power are provided per gate in
Fig. 3c. Considering area as the cost criterion (as is common
in conventional technology mapping), the implementation in
Fig. 3a possesses a total cost value of 0.70, which is less
than the implementation in Fig. 3b with a total cost value
of 0.85. Accordingly, the latter would be excluded from the
supergate library, because it is dominated in terms of area
costs. Therefore, only cost-optimal supergates are available
for subsequent steps in the technology mapper.

Boolean Matching matches previously constructed super-
gates onto cuts, allowing the replacement of a part of the
input logic network with a supergate, i.e., a selection of
standard-cell library gates. A cut of node n (called root)
represents a group of nodes referred to as leaves, such that

every path from a primary input to node n must traverse
through at least one of these leaves. The cut is k-feasible if its
cardinality (number of leaves) does not surpass the value k.

Before performing Boolean Matching, all k-feasible cuts for
each node are calculated, and their respective Boolean func-
tions are determined. In the context of [12], only 5-feasible
cuts are considered, limiting supergates to 5 inputs. This
restriction is necessary because the number of cuts increases
significantly with higher values of k. Furthermore, the Boolean
function of the cut and its NPN-equivalence class are com-
puted and matched with a supergate, expanding the search
space. Two functions are NPN-equivalent if they can be
transformed into each other by permuting the input order and
optionally negating primary inputs and outputs.

For an efficient implementation, Simplified Boolean Match-
ing can be used which avoids NPN-equivalence checking in
the body of the mapper and, hence, speeds up the process [12].
Therefore, all 5-input Boolean functions are precomputed
by permuting all library supergates and adding them to the
supergate hash table. When finding a supergate from the
library to match the Boolean function of a cut, the mapper
refers to the supergate hash table and selects the most suitable
match based on a cost function.

Example 2. Consider again the circuits shown in Fig. 3. Each
gate in both implementations represents one cut in the original
network. Simplified Boolean matching looks up supergates
and their respective NPN-equivalent supergates for each cut,
and then maps the gate with the better cost. For instance,
the Boolean functions AND and NAND are NPN-equivalent.
When considering their respective costs from Fig. 3c, the AND
gate is preferred due to its smaller area (0.20 compared to
0.25). This process is repeated for each cut, resulting in an
area-optimal cover for the circuit in Fig. 3a.

Cover Selection creates a comprehensive cover by selecting
the best-matched cuts for the entire network, based on a
specific cost criterion. In subsequent iterations, as the circuit
is optimized according to other cost metrics, the mapper can
choose if the newly determined solution is better or worse than
the present mapping.

This approach is sensible because some cost functions rely
on heuristics, and exploring different heuristics may lead to
discovering better solutions randomly. It also enables finding
trade-off solutions. For conventional technology mapping, in
the first round, the best delay mapping is identified (an optimal
solution can be found with dynamic programming), and in
subsequent steps, when optimizing for area, the cover selection
can be restricted to optimize cuts only if the critical path is
not extended.

Additionally, both individual and interconnected influences
of cuts are considered from a global perspective when selecting
cut implementations based on their cost. For area, this can
be done by utilizing a heuristic called areaflow [19], which
evaluates the area of individual cuts and allows a cut’s area to
influence the cost of connected cuts at its output, leading to a
more comprehensive mapping consideration.

Example 3. Consider the AIG depicted in Fig. 4. The most
area-efficient mapping of this sub-network may be found by
taking the cut; rooted at node ns. However, this would imply



Fig. 4: Cut decisions based on different heuristics.

that node n; must be duplicated for its other fan-outs. Instead,
the cuts (marked as cuts) can also be chosen to be rooted
at node n;. This approach ensures that the node will not be
duplicated, preventing the inclusion of additional gates in the
final network. This is beneficial as additional gates are likely
to increase the overall area of the circuit. This solution can be
found using a global heuristic like areaflow.

Overall, conventional technology mapping is key in order
to determine a circuit representation, which is optimized for a
particular technology and its cost objectives. However, corre-
sponding methods and tools (such as ABC [12] as a common
and well established example) are designed to conduct all the
steps reviewed above for a pre-defined static cost metric—
mainly area and delay thus far. When considering cryogenic
applications, area is insignificant while delay cannot be en-
tirely disregarded. Thus, methods for conventional technology
mapping lead to sub-par results when applied for the design
of cryogenic circuits. Motivated by this, the remainder of this
section introduces new cost metrics as well as a meaningful
application for all three steps reviewed above—resulting in a
cryogenic-aware technology mapper.

B. Cryogenic-specific Cost Metrics

To ensure cryogenic awareness, it is crucial to focus on
the dynamic power consumption-related data. As mentioned in
Section I, leakage can be neglected in the cryogenic domain.
Therefore, an average dynamic power consumption denoted as
Ddyn,avg 18 Proposed, taking into account the costs associated
with gates. Furthermore, the introduction of dynflow, which
incorporates the first cost function, allows a mapper to obtain
a more global perspective of the cryogenic cost by also
considering the network structure.

For the average dynamic power consumption, the dynamic
power losses of a gate, which consist of the cell internal power
and net switching power, are taken into account. These two
metrics illustrate the power losses that occur in a cell when
there is a change at an input pin. Specifically, the net switching
power refers to the losses when the switching input pin triggers
a change at the output pin. Otherwise, the power losses are
attributed to the cell internal power.

In order to provide cryogenic awareness, the average dy-
namic power consumption is computed for each cell in the
provided standard-cell library. Taking into account the depen-
dence of both, net switching power and cell internal power,
on the input signal, the standard-cell library presents multiple
values corresponding to different input signal slews. Addition-
ally, the power losses for net switching power are dependent

on various output cell capacitances. For simplicity, piyn,avg
represents an average power consumption, encompassing the
respective variables for net switching power and cell internal
power. The average cell internal power and net switching
power for an input pin ¢ are defined as follows:

Nslew
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Assuming equal switching activity on each pin, gates with
more pins tend to consume more power than gates with fewer
pins.

Example 4. Considering the power consumption of an AND4
gate with four inputs, compared to the power consumption of
an AND2 gate with two inputs, assuming an equal switching
probability at each pin, the AND4 gate is twice as likely to see
a switching activity at one of its input pins. This should not
be confused with the output pin’s switching probability. For
an AND4 gate, output pin switching is less frequent, making
internal cell power a more significant factor in dynamic power
consumption than net switching power. These aspects are
already reflected in the values p;,; and pye;.

Therefore, the number of pins is directly linked to the power
consumption of the gate. Based on this information, we present
the initial cryogenic-aware cost function, which is the average
dynamic power consumption pgyn, qvg- It is defined as the sum
of the power consumption of the input pins of a gate g:

Npins

pavg,dyn(g) = Z (paug,int({r) +pa'ug,net (T)) (3)
r=0

In addition to the average power, which can be used to
compare individual cuts, we propose a global heuristic derived
from areaflow as introduced in [12]. More precisely, we define
the dynamic power flow as follows:

" dynflow(leaf (c))
dynflow(c) = payn(c) + ’
d ; nfanout(leaf ;(c))

with pgyy, (c) being the dynamic power of an individual cut ¢
and leaf;(c) being the i-th leaf of c. Each leaf is contributing
its own dynflow divided by the number of its fan-outs to c.

These cost metrics properly represent the optimization ob-
jectives for a technology mapping method aiming at cryogenic
circuits. Based on that, the corresponding steps reviewed
above can be adjusted for a cryogenic-specific consideration
as described in the following.

“4)

C. Supergates

As already mentioned in Section III-A, supergates are con-
ventionally grouped by their Boolean function in a hash table.
When they are found to be dominated by another supergate,
they are not included in the supergate library. In the cryogenic
domain, instead of area and delay, our objective is to select
the supergate with the lowest dynamic power consumption.



To achieve this, we need to determine the dynamic power
consumption of each supergate for comparison. The dynamic
power consumption of a supergate is defined as the sum of the
average dynamic power consumption of the individual gates it
comprises. Due to this step, we provide (Simplified) Boolean
Matching with a cryogenic-aware supergate library.

Example 5. Consider again Fig. 3 and the previous Exam-
ple 1. When comparing which gate should be included into
the supergate library, this time a cryogenic-aware decision
can be made. When adding up the pgyg, qyn-values for the
sub-network, the circuit in Fig. 3a results in power costs of
0.14+2-0.35+ 0.35 = 1.15 and the one in Fig. 3b results in
costs of 0.143-0.30 = 1.00. Hence, the latter implementation
is clearly favorable. This outcome is contrary to the area cost,
which would favor the former implementation (0.70 compared
to 0.85).

D. Simplified Boolean Matching

During (Simplified) Boolean Matching, the Boolean func-
tions of cuts are matched against supergates, aiming to dis-
cover an efficient implementation of the network concerning a
specific cost metric. As mentioned above, Boolean Matching
also allows the selection of NPN-equivalent classes. When
matching the cuts based on cryogenic costs, it provides the
cover selection with the relevant information to also make
cryogenic-aware decisions.

Example 6. Consider again Example 2 and Fig. 3. Using the
new, cryogenic-specific, cost functions (rather than the area-
focused ones from conventional technology mappers) leads to
a different assessment of the dominance of the two supergates.
Comparing the power costs provided in Fig. 3c for the AND
gate (0.35) to those of the NAND gate (0.30), the NAND
gate is now selected. Hence, the implementation in Fig. 3b is
preferred.

E. Cover Selection

When choosing a cover, the comparison of cut costs relies
on evaluating them through a cryogenic-aware cost function.
This essential procedure can be supported by techniques such
as dynflow, which considers not just the pgyn, qvg but also the
number of fan-outs a gate has, and splits its cost upon them.
It has to be noted, that the fan-out of a node only persist after
mapping if this node is used as a root node. Otherwise, if the
multi-fan-out node is covered in a cut, it has to be duplicated.
This means that this heuristic tries to use nodes with fan-outs
as root nodes to avoid node duplication to a certain degree. For
a delay optimal mapping on the other hand, node duplication
can be highly beneficial in certain cases.

Example 7. For the AIG shown in Fig. 4, the heuristic dynflow
enables a global comparison of cuts, considering both the
network structure and the cost pgyn, avg. Considering again
the cuts rooted at node ms and node ni, with dynflow, a
cryogenic-aware decision can be made, determining whether
node duplication is advantageous or should be avoided.

Given that dynflow is employed to choose more optimal
cuts, subsequent to the cut selection, the individual cuts are
once again matched with respect to pgyn, qug-

TABLE I: Experimental comparison against ABC’s map com-
mand [12] considering the power difference at 1 GHz

IMPROVEMENT OVER S-0-T-A [12] IN %
Power-Inf.-Delay

BENCHMARK [20]

Delay-Power-Aware

NSP cip Prot PDP NSP Ccip Piot PDP
adder —12.43 5843 17.85 27.57 -3.18 67.37 26.97 —28.33
arbiter 1.08 -0.14 0.79 —18.03 8.63 2.31 7.19 —14.98
bar 880 17.87 11.88 18.16 18.16 38.49 25.07 31.59
cavle 3.20 5.75 4.03 —23.54 0.31 1291 4.41 —22.45
ctrl —4.93 6.33 —2.13 —47.87 —10.07 23.20 —1.83 —47.18
dec 0.61 5.92 1.25 0.04 -7.02 2241 -3.36 3.17
hyp —4.42  39.50 16.20 13.29 18.14 58.25 36.97 19.72
i2c 1.45 15.71 5.14 —16.53 0.85 17.12 5.06 —9.15
int2float —4.07 544 —1.10 —39.35 —-3.43 10.38 0.89 —58.53
log2 547 2920 14.64 —8.59 44.65 64.15 52.17 32.14
max 6.60  15.08 9.30 2.38 19.86 27.67 2239 -3.13
mem_ctrl 0.30  14.93 5.29 1.27 4.14  19.47 9.40 8.11
multiplier —1.56 3225 12.65 6.88 33.10 62.39 45.38 16.71
priority 15.33  21.69 17.14 13.03 54.51 47.26 5242 31.26
router 0.59 56.04 26.64 40.98 13.84 66.30 38.50 2.68
sin 22,55 41.44 2940 2146 3292 4996 39.12 25.38
sqrt —4.55 38.66 12.43 45.17 56.59 71.48 62.33 83.76
square —1.49 54.60 2497 17.07 5.97 58.74 30.82 —49.21
voter —2.46 9.50 1.64 —7.26 53.15 64.35 57.00 51.21
Average 1.58 24.64 10.95 243 17.95 41.27 26.89 3.83

NSP and CIP are the net switching power and cell internal power respectively.
Piot is the total power and PDP is the power-delay-product.

Additionally, cover selection can choose between the
present cover and the newly obtained cover. Starting from a
delay-optimal cover and considering all the matches found
for power optimization in the second run, the mapper is
able to take both possibilities into account. This enables the
mapper to choose—informed by a cost function—which cut to
prefer. If delay optimality needs to be preserved, the mapper
can decide to only select the power-optimal solutions that
do not negatively impact the critical path. Otherwise, the
mapper can disregard delay completely. This realization yields
two modes of operation for the proposed cryogenic-aware
technology mapper: In the (1) Delay-Power-Aware mode, the
mapper optimizes for dynamic power consumption without
impacting the critical path of the network. On the other hand,
the (2) Power-Inf.-Delay mode freely trades delay for dynamic
power savings without limitations.

Overall, cover selection is responsible for choosing the final
mapping and has the capability to take into account multiple
variables. It does not only help to find a more globally-
optimal solution for the cryogenic domain, but it also offers
the designer various choices for optimization.

IV. EXPERIMENTAL EVALUATION

The technology mapper proposed in the previous sections
takes the considerations of the cryogenic domain into the logic
synthesis process. To validate the effectiveness of this technol-
ogy mapper, evaluations against the conventional technology
mapping (reviewed in Section III-A) have been conducted. In
this section, the correspondingly obtained results are summa-
rized and discussed. To this end, we first provide an overview
of the used setup. Afterwards, we present and discuss the
obtained results.

A. Experimental Setup

In our evaluations, the cryogenic-aware standard-cell library
from [10] is utilized. As reference, the EPFL Benchmark
Suite [20] has been considered, which offers a diverse set of



combinational logic networks widely used in the logic syn-
thesis community. The proposed cryogenic-aware technology
mapper was implemented in C on top of ABC’s commands
map and read_lib based on the concepts provided in
Section III.

The output of the proposed flow are mapped netlists in
Verilog format, which have been generated via the new map
command and written via ABC’s write_verilog com-
mand. The generated netlists have been entered into Synopsys
PrimeTime, a commercial tool used for STA, which provides
information about the resulting power consumption and delay
values for each of the circuits. To ensure a fair comparison, the
power consumption is evaluated independently of the delay at
a fixed clock frequency of 1 GHz.

B. Obtained Results and Discussion

The results are generated using the EPFL benchmarks and
the cryogenic standard-cell library, enabling a comparison
between the conventional and cryogenic-aware technology
mappers. Moreover, the latter includes the two proposed
modes. Table I summarizes the obtained results; for each
benchmark, the improvements in net switching power, cell
internal power, as well as the total power improvement at 1
GHz, are listed. On average, net switching power is about
three times higher than cell internal power, while the latter is
much more affected by the new mapper. As discussed, leakage
can be neglected at cryogenic temperatures. Additionally, the
power-delay-product (PDP) is presented. The last row provides
the averages for all metrics.

For the Delay-Power-Aware mode, the average power losses
at 1 GHz could be reduced by 10.95 % on average. For 2 out
of 19 cases, the power losses are increasing (worst case ctrl).
Regarding the delay, the PDP is decreasing slightly by 2.43 %.
The more unrestricted Power-Inf.-Delay mode even results in
average power savings of 26.89%. The increase in power
losses can also be observed in 2 cases, with the case of dec
being the worst. Additionally, the PDP decreases by 3.83 %
on average.

Two significant conclusions can be drawn form these re-
sults: first of all, considering only power savings, the pro-
posed technology mapper achieves an average power reduction
of 26.89% with up to 62.33% (in case of sqrt) in the
Power-Inf.-Delay mode. These are immense improvements
for the cryogenic domain. Secondly, upon examining the
delay aspect, both proposed modes of the technology mapper
demonstrate the ability to trade delay for a reduction of power
loss, nearly in a one-to-one relationship. This can be observed
by the delay-power product, which even improves by 2.43 %
and 3.83 % for the respective modes. Thus, the results confirm
the effectiveness of the proposed technology mapper in gener-
ating solutions proximate to the Pareto-optimal front, as dis-
cussed in Section I. This approach provides the designer with
two modes to assess the trade-off between delay and power
loss. Ultimately, these achieved results serve as validation for
the cryogenic awareness of the proposed technology mapper.

V. CONCLUSION

This work introduces the first cryogenic technology mapper,
considering essential steps in technology mapping, namely

Supergate Creation, Boolean Matching, and Cover Selection,
to integrate cryogenic considerations. Prioritizing dynamic
power dissipation as the primary optimization target while also
considering delay, we devised a mapping approach tailored for
cryogenic environments. The experimental evaluation provides
compelling confirmation of its effectiveness. The findings from
this research serve as a motivation towards the development of
a comprehensive cryogenic-aware logic synthesis procedure.
By developing a logic synthesis flow for cryogenic technolo-
gies, we unlock the potential of highly specialized technologies
operating at cryogenic temperatures, promising the compliance
with strict power constraints.
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