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Abstract—Quantum computers and quantum algorithms have
made great strides in the last few years and promise improve-
ments over classical computing for specific tasks. Although the
current hardware is not yet ready to make real impacts at
the time of writing, this will change over the coming years.
To be ready for this, it is important to share knowledge of
quantum computing in application domains where it is not yet
represented. One such application is the verification of classical
circuits, specifically, equivalence checking. Although this problem
has been investigated over decades in an effort to overcome
the verification gap, how it can potentially be solved using
quantum computing has hardly been investigated yet. In this
work, we address this question by considering a presumably
straightforward approach: Using Grover’s algorithm. However,
we also show that, although this might be an obvious choice, there
are several pitfalls to avoid in order to get meaningful results.
This leads to the proposal of a working concept of a quantum
computing methodology for equivalent checking providing the
foundation for corresponding solutions in the (near) future.

I. INTRODUCTION

Since the introduction of the first transistor, the semiconduc-
tor industry has made exponential improvements for decades.
Accordingly, the resulting circuits and systems substantially
increased in complexity—constantly making it harder to prop-
erly verify their correctness. Equivalence checking, i.e., ver-
ifying whether two circuits realize the same functionality or
not, is a typical task in this context. But despite the fact that,
in the meantime, numerous approaches addressing this task
have been proposed (see, e.g., [1]-[8]), all approaches still
suffer from the steadily increasing complexity and the resulting
verification gap (i.e., the fact that the designs grow faster than
the ability to efficiently verify them).

Consequently, the verification community should consider
all available alternative directions and explore whether they
may provide additional support to eventually close or at
least narrow this gap. Quantum computing [9] could pro-
vide such an alternative. Although still in its infancy, recent
achievements have already sparked interest in many applica-
tion domains, such as finance [10], chemistry [11], machine
learning [12], and optimization [13]. Even if the resulting
solutions are often not practical yet and still restricted by
the limited hardware capabilities, these considerations already
indicated the potential for quantum advantages in the (near)
feature. This raises the question whether similar quantum
advantages can be achieved for equivalence checking as well.

In this work, we are aiming to provide a first step towards
answering this question. While we are not claiming yet that

quantum computing certainly will provide an advantage for
equivalence checking, we propose a conceptual basis to tackle
this task with this new computational concept. To this end, we
are considering Grover’s algorithm [[14]—a quantum solution
for which quantum advantage already has been verified on a
conceptual level. We show that this seems to be an obvious
choice for equivalence checking as well, but also illustrate
some pitfalls that might lead to an improper application of
Grover and, hence, the generation of meaningless results.
Afterwards, we discuss how these pitfalls can be addressed—
resulting in a concept and workflow for equivalence checking
using quantum computing.

Experimental evaluations confirm the applicability of the
proposed approach and show that, even despite the probability
nature of quantum computing, still helpful conclusions can
be drawn from the obtained results—providing verification
engineers with a “starting point” to an alternative computing
technology that may help them to solve the equivalence
checking problem.

The remainder of this work is structured as follows. In

Section IIf we discuss the basics of Grover’s algorithm.

Section [II] presents a straightforward approach to equivalence

checking using quantum computing and shows its pitfalls,
which can easily lead to meaningless results. How these can
be addressed and how a workflow can be derived accordingly
is then covered in The resulting workflow is
then evaluated and discussed in [Section V| before [Section VI

concludes this work.

II. BACKGROUND

To keep this work self-contained, this section briefly reviews
one of the most prominent quantum computing algorithms: the
Grover’s algorithm.

A. Grover’s Algorithm

Grover’s algorithm [14] provides a quadratic speed-up for
several problems compared to classical algorithms. This al-
gorithm was originally motivated by the problem of finding
desired elements Z in an unordered database, but it can be
applied to further search problems as well, e.g., to determine
the desired basis states out of all 2" possibilities for n
qubits. Formally, the problem is defined by having a function
f :B™ — B and finding an & € B" such that f(%) = 1.
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Fig. 1: State vector evolution in the S-Basis with the corre-
sponding state amplitudes.

The algorithm itself consists of three steps (state prepa-
ration, oracle operator, and diffusion operator) which are
reviewed in the following. To make the algorithm more
accessible, the original input and the results of each step are
visualized on a plane shown in that is spanned between
the superposition of all desired states |S) and all the other
remaining states |S) that are orthogonal to each other. In the
following, we will refer to this as the S-Basis. The respective
amplitudes of the states are shown in in matching
colors.

Example 1. Let us assume a database over 2 bits and,
hence, four possible inputs 00, 01, 10, 11, where wlog. & = 01
represents the desired state. Thus, |S) = [0 1 0 0T and
|S) = 1/+/3[1 0 1 1T form the coordinate system (as shown
in[Fig. 1d). Obviously, these states are not known beforehand,
but are used to visualize the results of the algorithm.

Step 1 (State Preparation): Initially, all qubits are put in a
superposition such that the amplitudes of all basis states are
equally distributed. This can be easily done by starting with a
basis state |00) and applying H operations to all qubits.

Example 2. The result of the first step is shown by the pink
vector in and the respectively colored amplitude in
This state is expressed in terms of the S-Basis by
o) = H®2|0) = 5|5) + 2 18) = 31 1 11",

Step 2 (Oracle Operator): This step is the most important
one and encodes the actual problem, i.e., it is also the only
step that is problem-dependent. To this end, the function f
(representing the problem) is implemented as an oracle O
which marks the amplitudes for all basis states representing
the desired input allocations & with a negative phase, while
keeping all other amplitudes (representing inputs = # )
unchanged. That is, the application of the oracle effectively
mirrors the initial state |t)o) around |S). Therefore, it can be
written as O = I —2|S) (S| with I being the identity operator.
Generating quantum circuits that realize such oracles has been
actively researched for years and many so-called reversible
logic synthesis tools have been proposed for this purpose, such
as [15[]-[20].

Example 3. Recall that wlog., & = 01 represents the desired
input. Then, the result of the second step (i.e., the result of
applying the oracle O to the state obtained in [Example 2))
is shown by the pink vector in and its respective
amplitude in This state is expressed in terms of the

S-Basis by [¢1) = —3 |S>+§ |S). It can be clearly seen that
this state now explicitly marks the basis state representing the
desired input z, i.e., the corresponding amplitude of the state
01 is negative, while all other amplitudes (representing basis
states x # I) remain unchanged.

Now, one may assume that the problem is solved, since the
resulting state clearly marks the desired input. But the state
cannot be directly observed and must be measured. However,
a measurement of this state still yields all basis states with
the same probability (in the case of the example, both |1|?
and | — %|2 yield 0.25, i.e., all basis states are still measured
with the same probability). Therefore, a third and last step is
necessary.

Step 3 (Diffusion Operator): This step conducts a so-called
amplitude amplification, i.e., it aims to isolate the desired
states by increasing the amplitudes (and, hence, the probability
of measurement) of the basis states marked by a negative
phase, while decreasing the amplitudes (and, hence, the prob-
ability of measurement) of all other basis states. This is done
by applying D = 2 |1g) (tbo| —I, where |t)g) is the initial state.
Applying this operator effectively mirrors the state O |i)g)
around |vy).

Example 4. Applying the diffusion operator to the result of
the second step shown in rotates the corresponding

vector by 40 = 4arcsin i = 2?” This eventually yields
the final result, which is shown by the yellow vector and
amplitude in One can clearly see, that measuring this
state now Yyields the desired basis state & with a substantially
higher probability (in fact, here even with 100% probability,
since |1|?> = 1) while all other basis states are measured
with a substantially lower probability (in fact, here even with
0% probability, since |0|> = 0). Considering that the actual
function f was only evaluated once (when applying the oracle)
and not 2" times, this constitutes a promising advantage over
classical approaches.

In order to make that work, it is imperative that particularly
Steps 2 and 3 are properly applied. They form a so-called
Grover iteration and may need to be applied more than once
to actually get the best probabilities.

However, the optimal number of iterations actually depends
on the number of desired states and the number of total states.
Selecting a non-ideal number of iterations could negatively
affect the desired probabilities and, in the worst case, lead
to random measurement results. Furthermore, note that the
application of these steps does not always guarantee a 100%
probability of finding the desired element despite an optimal
number of iterations.

B. Probability of Measuring Target States

The probability of measuring the desired states (and, hence,
their distinctiveness from the remaining states) after a certain
number of Grover iterations depends on the angle between
|4bo) and |S) and, therefore, on the number of desired states
c and total states IN. This angle 6§ is given by

6 = arcsin (4 / %)
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Fig. 2: Probability of measuring a desired state in dependence
of the number of iterations when 1 respectively 15 out of 64
basis states represent desired states.

Since every Grover iteration mirrors the current state vector
first around |S) and, then, around |v), the angle 6 first
evolves to —6 and, then, to 360. The resulting vector contains a
component parallel to |.S) of sin ((2g + 1)6) after g iterations.
Since the probability of measuring a state is the square of its
amplitude, the probability of measuring one of the desired
states, which are the basis states contained in |S), after g
iterations is given by

P = sin®((2g + 1)0) = sin?((2g + 1) arcsin (1/¢/N)).

Hereby, the probability of measuring any basis state within
one of both two groups of states—the desired or remaining
ones—is always evenly distributed. However, not every prob-
ability of measuring desired elements is achievable because
the number of Grover iterations is an integer.

Furthermore, if P goes to zero, every state except the
desired ones will be measured, which also allows a distinction
of both groups.

Example 5. The probability of measuring a desired state is
denoted in [Fig. 2] for two examples with different numbers
of desired states. In the case of 1 desired state, the sinus
function has a much lower frequency compared to the 15
desired states case—highlighting the importance of choosing
a suitable number of Grover iterations. This becomes even
clearer when considering the probabilities for the g = 5
Grover iterations: While for the 1 desired state case the
probability is almost 100%, it is close to 50% in the other
case.

III. EQUIVALENCE CHECKING
USING QUANTUM COMPUTING

This section briefly reviews classical equivalence checking
and motivates how this task could be tackled using quantum
computing.

A. Classical Equivalence Checking

Designing classical circuits and systems is a tedious process
that requires multiple levels of abstraction, as well as several
non-trivial steps to implement a given functionality in silicon.
Starting from a mathematical definition, the specification is
synthesized using the actually available hardware gates and
potentially optimized until it is finally realized on a physical
computer chip. Through all those steps, it is of utmost impor-
tance to ensure that the initial specification is always met and
the functionality is never altered—using equivalence checking.

The problem of equivalence checking is simple to formulate:
Given two circuits designed to realize the same target, it shall

Circuit A

Circuit B

Fig. 3: Miter configuration with two non-equivalent circuits.

be proven whether they realize the same functionality or not.
In the latter case, the non-equivalence shall be witnessed by
a counter example, i.e., an input pattern which, when applied
to both circuits, yields different output values. Over the past
decades, numerous approaches have been proposed to tackle
that problem [1]]-[8]—methods based on Binary Decision
Diagrams (BDDs, [3]]) or Boolean satisfiability (SAT, [4],
[7]])) are two prominent examples. Furthermore, also “unusual”
approaches are frequently evaluated (see, e.g., [21]], [22]).

In this work, we consider the problem through the miter
structure as described in [8]]. Here, two circuits to be checked
are applied with the same primary inputs. Then, for each pair
of to-be-equal output bits, an exclusive-OR (XOR) gate is
applied—evaluating to 1 if the two outputs generate different
values (which only happens in the case of non-equivalence).
By OR-ing the outputs of all these XOR gates, eventually
an indicator results that shows whether both circuits are
equivalent. Then, the goal is to determine an input assignment
so that this indicator evaluates to 1 (providing a counter
example that shows non-equivalence) or to prove that no such
assignment exists (proving equivalence).

Example 6. shows two circuits A and B, each with five
inputs and two outputs. Although they are obviously different
since they comprise different gates—Circuit A comprises an
XOR gate, while Circuit B comprises an OR gate—it is unclear
whether they nevertheless realize the same functionality. For
that, the miter structure is applied and the two output bits of
both circuits are connected with two XOR and one OR gate.
Then, to check for equivalence, an input assignment must be
determined so that the indicator evaluates to 1 (or to prove
that such assignment does not exist). Here, this is the case,
e.g., for the input assignment 11111.

B. Using Grover’s Algorithm for Equivalence Checking

At first glance, the equivalence checking problem reviewed
above seems very similar to the database search problem
reviewed in In both cases, a function f exists (a
database or the miter-formulation) for which an 2 shall be
determined so that f evaluates to f(Z#) = 1. Accordingly,
using Grover’s algorithm for this problem could be considered
a good first approach. To this end, only the oracle (repre-
senting the actual problem; thus far: database search, now:
equivalence checking) needs to be replaced. This can be done
using a reversible circuit synthesis method (e.g., as proposed
in [15]-[20]).
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Fig. 4: Probability distributions of 32 states for different
numbers of iterations with the four counter examples 110117,
7111017, ”11110”, and 111117,

If “properly” executed, a Grover approach should generate
a quantum state in which all desired basis states representing
counter examples have a much larger amplitude (and, hence,
probability of getting measured) than the remaining states.
Since a separation of these groups into as distinct as possible
subsets is desired, a “proper” number of Grover iterations
should be chosen. However, determining an optimal number
of iterations requires information on the number of elements
that one is looking for. Since it is part of the actual problem to
find out if and how many such elements exist, this information
is not accessible.

Therefore, both the equivalence and the non-equivalence
cases can be boiled down to choosing a suitable number of
Groover iterations and postprocessing the resulting measure-
ments. For the former, every number of iterations leads to
the same superposition outcome and, therefore, a procedure
must be defined to distinguish the desired outcome from
cases in which there are actual counter examples, but an
unfortunate number of Grover iterations has mistakenly led to
a superposition. For the latter, the number of Grover iterations
leading to the most distinguishable separation of the counter
examples from the remaining states must be determined.

IV. HANDLING THE
UNKNOWN NUMBER OF GROVER ITERATIONS

This section describes the proposed approach on how to
apply Grover’s algorithm to the equivalence checking problem
without knowing the number of counter examples. To this
end, we first cover conceptually how the proposed approach
can detect non-equivalence and equivalence. Afterwards, we
provide a description of a possible implementation of this
concept.

A. Concept

In the case of non-equivalence, Grover’s algorithm isolates
the basis states that represent counter examples from the
remaining ones by obtaining different probabilities for the two
groups of being measured.

For that, a suitable number of Grover iterations must be
chosen and, for that, almost every number of iterations is
sufficient to isolate the basis states of counter examples from
the ones of the remaining states. Although different numbers
lead to different probabilities of measuring the counter ex-
amples’ basis states, they are clearly distinguishable for any
number of iterations—except for two corner cases, which are
described later. Hereby, it is irrelevant which of the two groups
of basis states has a larger probability of being measured,
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Fig. 5: Distribution of number of measurements when executed
with 256 shots.

since by simulating the circuits with one of the basis states
as input, the group containing the counter examples can be
determined. Nevertheless, it is desired to derive a number of
Grover iterations that allows us to achieve the most distinct
isolation of the basis states of counter examples from the
remaining ones.

In the case of equivalence, it is different, since any number
of Grover iterations will result in an equal superposition of all
basis states. However, since any number of iterations should
lead to a difference in the probabilities of basis states in
the case of non-equivalence, the argumentation can be turned
around: If none of the evaluated numbers of Grover iterations
has led to a distinction between basis states, it can be deduced
that the considered equivalence checking instance is actually
equivalent.

Example 7. illustrates this approach for the case shown
in with four counter examples out of 32 basis states.
Applying either one or three Grover iterations isolates the
desired states sufficiently enough to distinguish them from
the remaining ones (indicated by the dashed line in [Fig. 4).
However, the isolation is significantly more distinct for one
iteration compared to three. If both circuits were equivalent,
the distributions would have led to an equal superposition
regardless of the number of iterations as illustrated in purple.

Nevertheless, for some combinations of the number of
counter examples ¢ and the total number of states N, the two
groups of basis states cannot be separated—Ileading to the two
previously mentioned corner cases in which no isolation of
the basis states of the counter examples from the ones of the
remaining states is possible.

First, if £ = 0.5, the angle 6 of the state vector in
alternates between 45°and 135°. For both angles, an equal
superposition of all basis states is obtained. Second, if the
sum of probabilities of measuring the basis states representing
counter examples is equal to + (due to an unfortunately
chosen number of iterations), a superposition is generated as
well.

B. Implementation

Direct access and evaluation of the probabilities of the
basis states as described above only works conceptually or
when simulators such as [23]]-[28]] are used to determine the
corresponding amplitudes of a state.

When executing on a real device, only the measurement
outcome is accessible instead of the actual probabilities of the
measurement outcome. To approximate those probabilities as
closely as possible, a given quantum circuit is usually executed
several times—the so-called shots.



Due to this approximation, the proposed approach must
be extended. Although, on a conceptual level any number
of Grover iterations could be used since all numbers lead
to a difference between the two categories of basis states—
unfortunate numbers lead to a less distinct one. If the dif-
ference is now too small, the approximation effect could
compromise the result when its induced inaccuracy is larger.

Example 8. When evaluating the same equivalence checking
instance as in with 256 shots instead of directly
accessing the basis state probabilities, exemplary results for
one and three Grover iterations are shown in[Fig. 3| In contrast
to before, the result after three applied iterations is not as
distinct to evaluate, as the counter example state ”11110” was
measured only four times more often than "00001”. Applying
one Grover iteration yields a clearer separation of the basis
states representing counter examples from the remaining ones
(which is, again, indicated by the dashed line in [Fig. 4).

Therefore, a number of Grover iterations leading to an iso-
lation of the counter examples’ basis states from the remaining
ones as distinct as possible is required. For this purpose, an
approach based on [29] is designed that tests different numbers
of iterations until the isolation of a group of basis states is
reached. It starts with the number of Grover iterations for the
case of one counter example and verifies if the measurements
of two groups of basis states are sufficiently distinct.

To decide this, the basis states are sorted with respect to
how often they are measured from largest to smallest. Starting
with the most frequently measured basis state, it is compared
to the subsequent state. To determine whether their difference
is large enough to mark the division between the two groups of
states, an adjustable parameter ¢ is used to define a threshold,
which is reached if

1- DL s
7
with m; being the number of measurements of the basis state
with index 1.

This procedure (which is shown in is repeated
until either the equation validates to true—dividing all basis
states into the two groups representing counter examples and
the remaining states—or all measured states (or at most %
states) have been iterated. The latter case could indicate two
things: Either all measured states are counter examples or the
combination of the used ¢ value and Grover iteration number
was not suitable. This can be differentiated by comparing the
number of measured states |m/|. If |m| < N/2, all measured
states are counter examples, because one of the two separated
groups of states must be smaller or equal to N/2, but the
threshold was not exceeded. Therefore, the probability of
measuring one group of basis states was so large that no other
states were measured. If |m| > N/2 is greater, the number of
Grover iterations is reduced by one. If one group of states is
found to be sufficiently distinct, the circuits must be simulated
with one of the basis states as input to determine which of
the two groups represents the counter examples. If none of
the tested numbers of Grover iterations yields a sufficient
distinction between two groups of basis states, the circuits
are assumed to be equivalent, as no counter examples could
be found.

Algorithm 1 Implementation

: g < number of Grover iterations assuming ¢ = 1
: ¢ < parameter value
while g > 0 do
run Grover’s algorithm and sort measurement out-
comes m decreasingly
5 |m| <— number of measured basis states
6 fori=1,2,...,5 do
7: if 1 — = > ¢ or i == |m| then
8.
9

BN

i

determine counter examples
: return non-equivalence with counter examples
10: end if
11: end for
12: g+—g—1
13: end while
14: return equivalence

This approach enables the solving of equivalence checking
problems with quantum computing for arbitrary instances—if
equivalent or not and with how many counter examples for
the latter.

V. EXPERIMENTAL EVALUATION

The approach described in [Section IV-B|has been evaluated

with equivalence checking instances from 6 to 9 bits compris-
ing a different number of counter examples c. To this end,
* has been implemented in Python on top of Qiskit
0.42.0"} For the quantum circuit execution itself, a simulator
has been used, and each problem instance is run 10 times (each
executed with 8 - N shots and /N being the total number of
possible states) to accommodate the probabilistic nature of this
quantum computing approach. In this section, we present the
obtained results and, afterwards, discuss the correspondingly
obtained insights towards a working concept of a quantum
computing methodology for equivalence checking.

A. Results

As described above, the objective is to reach a state in which
either of the two groups of basis states have a sufficiently
distinct probability (in case the circuits are non-equivalent) or
all basis states have the same probability (in case the circuits
are equivalent). Although conceptually any difference between
the amplitudes of two basis states indicates that one is a
counter example and the other one is not, this difference is
blurred by the number of shots that approximate the underlying
basis states’ amplitudes. Therefore, in the proposed approach,
a threshold parameter ¢ is used to define how distinct the
measurement outcomes of two basis states must be to be
sufficiently distinct (cf. [Section IV-B). Obviously, the value
of ¢ has a substantial impact on the applicability of the
proposed approach. Consequently, we exhaustively evaluated
its influence. To this end, all instances (including equivalent
circuits as well as circuits with different numbers of counter
examples) have been checked with the proposed approach—
using values for ¢ from 0.1 to 0.9.

IThe proposed method has been integrated into the MQT ProblemSolver
that is part of the Munich Quantum Toolkit (MQT; [30])) and publicly available
at https://github.com/cda-tum/mqt- problemsolver.
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TABLE I: Obtained results.

Input Counter o)

Bits Examples | 0.1 0.3 0.5 07 09
6 0 - 15 15 15 15
6 1 5 5 5 5 5
6 3 5 5 5 9
6 6 - 12 12 12 14
6 13 - 5 5 5 -
7 0 - 36 36 36 36
7 1 8 8 8 8 8
7 6 - 8 8 17 30
7 13 - 8 9 15 15
7 26 - 8 8 8 8
8 0 - 78 78 78 78
8 3 - 12 12 12 23
8 13 - 12 12 22 23
8 26 - 12 12 12 12
8 51 - 12 20 23 50
9 0 - 153 153 153 153
9 5 - 17 17 17 80
9 26 - 17 17 17 17
9 51 - 17 17 17 17
9 102 - 48 48 48 -

The results are summarized in Here, the columns
indicate the number of inputs, the number of counter examples
(0 indicates that the circuits are equivalent), as well as the
different values of ¢. The table entries “-” indicate that the
circuits have been classified falsely (classifying non-equivalent
circuits as equivalent or vice versa), while the numbers indicate
a correct classification and express the necessary accumulated
number of Grover iterations (thus, lower values are desirable).

The results clearly show the influence of the threshold
parameter ¢: While for a small value of ¢ = 0.1 only a few
instances could be verified, this changes with an increasing
value. For ¢ between 0.3 and 0.7, all problem instances were
correctly verified. However, there is a turning point: When ¢
becomes too large, the non-equivalent instances are falsely
classified since the threshold cannot properly distinguish the
probabilities of basis states that represent counter examples
from the remaining ones anymore. In addition to that, a larger
value for ¢ potentially also leads to a larger number of required
Grover iterations.

Hence, ¢ offers a trade-off between the reliability of the
results and the required number of Grover iterations. In
general, ¢ should be as small as possible but large enough to
detect actual differences in the measurement outcomes. With
this knowledge, we can now formulate a working concept of
how equivalence checking problems can potentially be solved
using quantum computing in the future.

B. Resulting Working Concept

Based on all the discussions from above, a potential future
workflow for equivalence checking using quantum computing
would basically be composed of two main steps.

First, the corresponding equivalence checking instance
needs to be translated into a quantum computing formalism.
That is, the problem needs to be encoded and, then, inserted as
an oracle into Grover’s algorithm. To this end, existing tools
for reversible circuit synthesis (such as, e.g., [[15]-[20]) can
be utilized. Although the paradigms are substantially different,
from a verification engineer’s perspective, this is quite similar
to the conventional equivalence checking flow (where the
problem instance also needs to be, e.g., represented as decision
diagram [3]]) or encoded as SAT instance [4], [7].

Afterwards, the resulting quantum circuit has to be exe-
cuted following and the obtained results have
to be interpreted. Due to the probabilistic nature of quantum
computing, this is very different now, since, e.g., a number of
measurements is used to approximate the underlying quantum
state. In the evaluations summarized above, 8 - N shots were
sufficient for this.

However, as discussed, using a proper ¢ greatly affects
the probability of determining the correct result. The value
should be as small as possible because larger values result in
more Grover iterations and, thus, computational effort. The
above evaluations indicate that ¢ = 0.3 is promising. In
conclusion, finding no counter examples with this setting is
a strong indication that both circuits are equivalent. Otherwise
(if both circuits are not equivalent), the proposed approach
delivers counter examples with a high probability, which then
can simply be confirmed by simulating the circuits with the
corresponding inputs.

To further improve the proposed realization, the number
of shots used can be increased. This results in a measure-
ment outcome distribution that better mimics the underlying
quantum states—allowing for a smaller ¢ value that causes
less computational effort since fewer Grover iterations are
executed.

Overall, the approach provides the verification engineer with
a working concept to carry out equivalence checking with
quantum computing. However, its performance is influenced
by two factors: the number of used shots and the value of
the parameter ¢. While explicitly evaluating these influences
and deriving associated probabilities for the correctness of
the determined result—either empirically or theoretically—
remains for future work, the resulting concept provides a
promising alternative to potentially tackle the verification gap
in the future using quantum computing.

VI. CONCLUSION

Equivalence checking of classical circuits is an important
task in the semiconductor industry. Although various solu-
tions have been proposed in recent decades to address the
steadily increasing complexity, there still exists a verification
gap, since the circuit design grows faster than the ability to
efficiently verify it. In this work, a different approach based
on quantum computers has been explored. To this end, the
equivalence checking problem has been formulated using the
miter structure and encoded as an oracle to be suitable for
Grover’s algorithm as a first straightforward approach. But this
leads to pitfalls like the improper number of Grover iterations.
The proposed approach provides a solution to this problem by
iteratively evaluating different numbers of Grover iterations
until a sufficiently distinct separation between possible counter
examples and remaining states is determined. Experimen-
tal evaluations confirmed the applicability of the approach:
For all evaluation problem instances, the correct solution—
either equivalence or non-equivalence with the corresponding
counter examples—could be determined. By this, this work
provides a working concept that was able to classify all consid-
ered problem instances correctly. Future work includes a more
thorough empirical and/or theoretical evaluation—particular
on the effect of the number of shots and the parameter ¢.
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