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Formal Approaches to the Ontological
Argument

Ricardo Sousa Silvestre
Federal University of Campina Grande, Brasil.

ricardoss@ufcg.edu.br

Jean-Yves Béziau
Federal University of Rio de Janeiro, Brasil.

jyb@uni-log.org

Abstract

This paper presents the special issue on Formal Approaches to the On-
tological Argument and briefly introduces the ontological argument from the
standpoint of logic and philosophy of religion (more specifically the debate on
the rationality of theistic belief).

Arguments for and against the existence of God have been proposed and sub-
jected to logical analysis in different periods of the history of philosophy. In an
important sense, they all deal with the rationality of theist belief. Providing a good
argument for the conclusion that God does exist, or that it is highly probable that
he exists, might be a pretty strong case for the thesis that belief in his existence
is rational. Similarly, a good argument for the conclusion that God does not exist
could be said to support the thesis that theistic belief is irrational.

A more basic approach than that would be to analyze the very concept of God.
Can God create a stone so heavy that he cannot lift? If we say yes, then there
is something God cannot do, namely to create such a stone; if we say no, there
is also something he cannot do, namely to lift the stone. In either case he is not
omnipotent. If really unsolvable, paradoxes like this (this is the paradox of the
stone) show that the concept of God (who is, besides other things, omnipotent1) is
incoherent or contradictory. Like the concept of a squared circle, it could never be

1For more on the concept of omnipotence and the paradox of the stone see [6].
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instantiated. Theists must of course try refute claims like this; ideally, they must
provide arguments showing that the concept of God is coherent or consistent.2

One of the most influential theist arguments (which is in fact a family of related
arguments) in the history of philosophy is the ontological argument. First proposed
by Anselm of Canterbury in the Eleventh Century, the ontological argument has
been either analyzed or reformulated in the modern period by philosophers such
as Descartes, Spinoza, Leibniz, Hume and Kant.3 There has been a revival in the
interest in the ontological argument in the Twentieth century; besides a growing
literature on the topic, contemporary thinkers such Norman Malcolm [10], Charles
Hartshorne [5], David Lewis [9], Alvin Plantinga [16] and Kurt Gödel [4] have either
offered fresh views on the ontological argument or proposed new versions of it. It
is by far the most commented argument for the existence of God — indeed, for the
existence of anything — of the last half-century.

It is not difficult to see why this is so. To start with, the ontological argument is
one of the most audacious arguments in the history of ideas. It is an a priori proof for
the existence of God: from the mere concept of God, or from the mere definition of
the word “God”, it aims to arrive at the conclusion that God, as an ontological entity,
exists in reality. Besides, it unities the two approaches to appraising the rationality
of theistic belief mentioned above: the construction and analysis of arguments for
and against the existence of God and the analysis of the concept of God.4 In fact, the
ontological argument is the most illustrious part of the most traditional and perhaps
also the most comprehensive project of analyzing the concept of God: perfect being
theology.

Perfect being theology is the endeavor of, from some definition of God as a
maximally perfect being, derive conclusions about him, such as that he is unique,
omniscient, omnipotent, morally perfect, omnipresent, eternal, impassible, simple
and that he exists in reality (this is the ontological argument). Anselm was the first
to do that; Descartes, Spinoza and Leibniz have also engaged in the same kind of
project. Leibniz was the first to not take for granted that all perfections are compos-

2We are here using the terms “contradictory” and “consistent” as applied also to concepts. A
concept C is consistent or coherent if and only if the set composed by “There is an object x which is
C.”, “The concept of C is defined . . . ” and whatever other sentence is needed to turn the definition
into a complete one, is consistent. A non-consistent concept is called contradictory or non-coherent.
Here is an example. The concept of squared cirque is contradictory, for the set {“There is an object
x which is a squared circle.”, “A squared circle is defined as a figure which, as a square, has four
sides and, as a circle, has no sides.”, “If a figure has no sides, then it is false that it has four sides.”}
is not consistent.

3See [19] for a brief historical introduction to the ontological argument
4For more on arguments for and against the existence of God see [11, chapters 4 to 7] and [22,

42 to 61]; for more on the analysis of the concept of God see chapters [11, 1 to 3] and [22, 25 to 41].
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sible; attempting to fill what he took to be a shortcoming in Descartes’ ontological
arguments, he endeavored to show that all perfections can co-exist together in a
single entity, or that it is possible that there is such a supremely perfect being, or
still that the concept of God is not incoherent or contradictory. Leibniz’s so-called
ontological argument might therefore be seen as an argument for the coherence or
consistency of the concept of God.5

Consistency is a logical concept; and arguments are the main object of study of
logic. One might therefore justifiably think that logic as a field had played a strong
role in the philosophical enquiry on God. That is not completely true. Unfortu-
nately, the use of formal tools (which so distinctively characterize modern logic) in
the construction and analysis of arguments for and against the existence of God and
in the analysis of the concept of God is still an exception. One thing is to propose an
argument and even analyze it (perhaps identifying premises and hidden presuppo-
sition and conclusion and seeing to what extent the former entails the latter) using
ordinary language and common reasoning; other thing is to do that with the help of
a logical language and a formal theory of inference, or to refer to pertinent results
of modern logic. Otherwise stated, there is an important distinction between the
use of logic as an indispensable component of any rational discourse and the use of
tools and results of the field we call logic.

We are concerned here with this second, formal approach to the study arguments.
Incidentally, the ontological argument also occupies a prominent place in this regard.
It is perhaps the philosophical argument that received most formal treatment in the
twentieth century. First, there have been in the past decades quite a good number of
attempts to formally analyze several traditional versions of the ontological argument.
Attempts to formally analyze the arguments attributed to Anselm, for instance, are
abundant ([5, pp. 49–57], [1, 15, 7], [20, pp. 60–65], [12, 2]). Second, there have been
many new formulations of the ontological argument directly embedded in formal
frameworks.6

This special issue on formal approaches to the ontological argument contains
both approaches, but in an unbalanced way. While one of the papers proposes a re-
formulation of Gödel’s ontological argument, the other six deal mainly with existing
ontological arguments and existing contributions to the debate on the ontological
argument. Excepting for this introduction and the second paper, all articles which
compose this special issue were delivered at the 2nd World Congress on Logic and
Religion, which took place in Warsaw, Poland, on June 18–22, 2018.

The second paper, by Ricardo Silvestre (2018), tries to reach two goals. First,

5For more on perfect being theology see [14, 17] and [24].
6Gödel [4] and, to a lesser extent, [16] are instances of this.
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it tries to function as an introduction to the ontological argument. As such, it com-
plements this introductory paper, allowing readers not familiar with philosophical
literature to have a better glimpse of the historical nuances related to the onto-
logical argument. Secondly, it attempts at critically investigating the enterprise of
formally analyzing philosophical arguments and, according to the author, contribute
in a small degree to the debate on the role of formalization in philosophy. Silvestre
approaches the issue from a Carnapian viewpoint: he sees the task of formaliz-
ing existing arguments as an explanatory endeavor, where the original argument is
the explicandum and the formalized argument result of the analysis the explicatum.
According to Carnap’s theory of explication, the satisfactoriness of the explicatum
can be assessed through four requirements; Silvestre refers to one in particular, the
similarity requirement, adding a fifth one which is basically a development on the
fruitfulness requirement.

The third paper, by John Rushby [18], deals with Anselm’s argument. More
precisely, it deals with a charge quite often made against ontological arguments in
general and Anselm’s argument in particular: that it is question begging. The way
Rushby deals with the issue allows us to classify his work inside of what we might
call computational philosophy: he uses a specific theorem prover named PVS to
analyze several alternative formalizations of Anselm’s Ontological Argument. By
using a couple of different definitions of question begging, he concludes that all
formalizations resort to some kind of question begging. Rushby’s general thesis is
that mechanized verification provides an effective and reliable technique to perform
this kind of analysis.

The fourth paper, by Erik Thomsen [23], deals with Descartes’ ontological argu-
ment. It however has a more general goal: to deal with what the author takes as the
two major problems with ontological arguments: existential implications and term
semantics. In order to exemplify them, he uses a specific reconstruction of Descartes’
ontological argument and a less known one which makes blatant use of the rule of
existential generalization. He then offers a resolution — in the sense of showing the
fundamental mistakes that occur in an argument and how these mistakes reflect a
foundational problem that lies at the heart of traditional logical views on existence
and predication — for these two arguments by using a tractarian logic, that is to
say, a logic which follows or is at least consistent with the principles laid out in
Wittgenstein’s Tractatus. These principles include a radical reinterpretation of the
components of a proposition that defines logical subjects and functions/predicates
in terms of sequenced computational processes instead of as references to general
objects and properties.

The fifth paper, by Giovanni Mion [13], deals with Kant’s critique against
Descartes’ argument. More specifically, it deals with a supposed problem in Kant’s
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approach to existence in his critique of the ontological argument: If existence is not a
predicate, but a quantifier, then a specific version of the ontological argument which
uses the rule of existential generalization is valid. On the other hand, if existence is
a real predicate, then the traditional Cartesian version of the ontological argument
is sound. Mion’s main goal is to provide a solution to this paradox. Besides, since
he assumes that for Kant existence is governed by the rule of existential generaliza-
tion, he also provides a proof for the following biconditional: existence is not a real
predicate iff existential generalization is valid.

The sixth paper, by Srecko Kovac [8], deals with a very key issue in the ontological
argument: the possibility of the most perfect or real being. It assesses Descartes’
and Leibniz’s ontological arguments; the verdict is that they fail because they do
not distinguish between real and logical predicates (Descartes) or because they only
show the logical possibility of such a perfect being, whereas the real possibility
is what should be proved (Leibniz). Kovac then moves to Kant. He argues that
Kant’s doctrine of “transcendental ideal of pure reason” contains, in a rudimentary
sense, a second-order axiomatic theory of reality (as a property of properties) and
of the highest being, which he formalizes and which, he claims, anticipates Gödel’s
axiomatic proof for the possibility of a supreme being. The work is completed by
offering such a proof for the possibility of the most real being.

The seventh paper, by Kordula Świętorzecka and Marcin Łyczak [21], deals with
Leibniz and Gödel’s ontological argument. More specifically, it proposes a modifi-
cation of Gödel’s ontological argument following what the authors call a Leibnizian
onto-theology. The basic idea is to preserve the main structure of the Gödelian argu-
ment while taking some of Leibniz’s ideas contained in some of his letters from 1676
and 1677 into account. First of all, Świętorzecka and Łyczak try to bring Gödel’s
concept of positiveness closer to the idea of a Leibnizian perfectio, which should not
be understood via negations. Second, they analyse the concept of a necessary being
in terms of a Leibnizian notion of demonstrability. To this end, they formulate an S4
version of Gödel’s argument without using negative predicate terms. Finally, they
sketch a model for their theory that allows, they argue, to express a few specific
properties of the Leibnizian God.

The eighth and last paper, by David Fuenmayor and Christoph Benzmüller, is
one more instance of what we called computational philosophy. It deals with a
contemporary version of the ontological argument by analytic philosopher Edward
Jonathan Lowe. The way Fuenmayor and Benzmüller build their formalization of
Lowe’s argument is very interesting. The idea is to work iteratively on the argument
by temporarily fixing truth-values and inferential relations among its sentences, and
then, after choosing a logic for formalization, working back and forth on the for-
malization of its axioms and theorems by making gradual adjustments while getting
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automatic feedback about the suitability of the decisions taken. They thus arrive at
different variations or formalizations of the argument, each one, they claim, being an
improvement on the previous one. They use a generic proof assistant called Isabelle,
which uses a kind of higher-order logic dialect. Fuenmayor and Benzmüller call this
method of formalizing arguments computation hermeneutics.
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A Brief Critical Introduction to the
Ontological Argument and its

Formalization: Anselm, Gaunilo, Descartes,
Leibniz and Kant

Ricardo Sousa Silvestre
Federal University of Campina Grande, Brasil.

ricardoss@ufcg.edu.br

Abstract
The purpose of this paper is twofold. First, it aims at introducing the onto-

logical argument through the analysis of five historical developments: Anselm’s
argument found in the second chapter of his Proslogion, Gaunilo’s criticism of it,
Descartes’ version of the ontological argument found in his Meditations on First
Philosophy, Leibniz’s contribution to the debate on the ontological argument
and his demonstration of the possibility of God, and Kant’s famous criticisms
against the (cartesian) ontological argument. Second, it intends to critically
examine the enterprise of formally analyzing philosophical arguments and, as
such, contribute in a small degree to the debate on the role of formalization in
philosophy. My focus will be mainly on the drawbacks and limitations of such
enterprise; as a guideline, I shall refer to a Carnapian, or Carnapian-like theory
of argument analysis.

1 Introduction
The ontological argument is one of the most famous arguments (or family of argu-
ments, to be more precise) in the history of philosophy. It was proposed in full-
fledged form for the first time by Anselm of Canterbury, and either analyzed or
reformulated by philosophers such as Descartes, Spinoza, Leibniz, Hume and Kant.
Besides these classical approaches, so to speak, contemporary thinkers such as Nor-
man Malcolm [22], Charles Hartshorne [11], David Lewis [21], Alvin Plantinga [29])
and Kurt Gödel [9] have either offered fresh views on the ontological argument or
proposed new versions of it.
I would like to thank Giovanni Mion and Srecko Kovac for comments on a earlier draft of the paper.
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The ontological argument is also perhaps the argument that has most attracted
the attention of formal philosophers. Attempts to formally analyze the arguments
attributed to Anselm, for instance, are abundant [11, pp. 49–57], [1, 26, 17, 24, 7]
and [31, pp. 60–65]. Although there have been new formulations of the ontological
argument directly embedded in formal frameworks,1 the most common enterprise is
still the formal analyses of traditional (and non-formal) versions of the ontological
argument.

As far as formal analysis of existing philosophical arguments is concerned, some
steps might be identified. First, there must be some sort of previous, informal
analysis of the argument, meant to say, for example, what the premises and con-
clusion of the argument are, whether or not there are subsidiary arguments and
hidden premises, etc. Second, there must be a formal language in which premises
and conclusion are represented. Third, there might be an attempt to reconstruct
the inferential steps of the original argument, possibly inside a specific theory of
inference, be it proof theoretical or semantical or both. In a sense, the whole thing
can be seen from the viewpoint of Carnap’s project of conceptual explanation [5, pp.
1–18]. On one side, we have an argument, in general a prose text, whose relevant
aspects — premises and conclusion, presuppositions, structure, etc. — are obscure
and ambiguous. This would correspond to Carnap’s notion of explicandum. On the
other hand, we have the outcome of the analysis: a representation of the argument,
possibly accompanied by a derivation, embedded in a formal framework, which is
supposed to be a reconstruction, or to use Carnap’s terminology, an explanation of
the original argument. This is the explicatum.

Due to its exactness or formal feature, let us say, the explicatum is supposed
not to have those obscure features of the explicandum. In particular, it must be
evident in the explicatum the exact meaning of premises, conclusion and hidden
presuppositions, the structure of the argument, and whether or not it is valid. The
explicatum is also supposed to help in the evaluation of the reasonableness of the
premises. This has to do with Carnap’s second requirement: that the explicatum
must be fruitful. Due to this, as well as to the very nature of formal reconstructions
(Carnap would probably say their exactness) and the obscurity and incompleteness
of informal arguments, the explicatum shall most probably have many features not
shared by the original argument. However, this must not cause it to depart too
much from the original argument, otherwise the former cannot be said to be an
explanation of the latter. In Carnap’s [5, p. 5] words, “the explicatum must be as
close to or as similar with the explicandum as the latter’s vagueness permits.” To

1Gödel [9] and, to a lesser extent, Plantinga [29] are instances of this.
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these three requirements — exactness, fruitfulness and similarity2 — I will add a
fourth one: that the explicatum should not be troublemaker, by which I mean that
the explicatum or formal reconstruction should neither produce problems, confusing
questions and unfruitful issues which are not already present in the explicandum nor
obscure important and otherwise clear aspects of it.

The formal analysis of existing philosophical arguments can be categorized inside
the umbrella of formalization in philosophy. As a methodology, the use of formal
tools in philosophy has been the object of much debate in recent years [14, 10,
8]. Among other issues is the relation between formal philosophy and non-formal
philosophy. Sven Hansson (2000) has rather dramatically put this as follows:

Few issues in philosophical style and methodology are so controversial
among philosophers as formalization. Some philosophers consider texts
that make use of logical or mathematical notation as nonphilosophical
and not worth reading, whereas others consider non-formal treatments
as—at best—useful preparations for the real work to be done in a formal
language. [. . . ] This is unfortunate, since the value—or disvalue—of for-
malized methods is an important metaphilosophical issue that is worth
systematic treatment. [. . . ] It is urgently needed to revitalize formal phi-
losophy and increase its interaction with non-formal philosophy. Techni-
cal developments should be focused on problems that have connections
with philosophical issues.3

He correctly points out, although not that explicitly, that in order to revitalize formal
philosophy and increase its interaction with non-formal philosophy, there must be a
very clear understanding of the dangers and exaggerations of formalization [10, pp.
168–170].

The purpose of this paper is twofold. First, it aims at introducing the ontological
argument through the analysis of five historical developments: Anselm’s argument
found in the second chapter of his Proslogion, Gaunilo’s criticism of it, Descartes’
version of the ontological argument found in his Meditations on First Philosophy,
Leibniz’s contribution to the debate on the ontological argument and his demonstra-
tion of the possibility of God, and Kant’s famous criticisms against the (cartesian)
ontological argument.

Second, it intends to critically examine the enterprise of formally analyzing philo-
sophical arguments and, as such, contribute in a small degree to the debate on the
role of formalization in philosophy. For this purpose, in my presentation of Anselm’s

2There is a fourth requirement in Carnap’s theory of conceptual explanation: simplicity [5, pp.
5–8].

3Hansson [10, pp. 162, 173].
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argument and Gaunilo’s criticism I shall refer to Robert Adam’s (1971) pioneer work
on the formalization of the ontological argument. Descartes’ argument shall be intro-
duced with the help of Howard Sobel’s [31, pp. 31–40] analysis; as far as Leibniz’s
argument is concerned, I shall refer to Graham Oppy’s [27, pp. 24–26] analysis,
which, albeit not being a formal one, shall be useful as an instance of the first step
in the task of formally analyzing an argument which I have mentioned above. My
focus will be mainly on the drawbacks and limitations of these approaches as at-
tempts to analyze existing philosophical arguments; as a guideline, I shall strongly
refer to the Carnapian (or Carnapian-like) theory of argument analysis sketched
above, specially its similarity and non-troublesome criteria.

The structure of the paper is as follows. In the next section I present Anselm’s
ontological argument, followed by Gaunilo’s objection to it (Section 3)4. In Section 4,
Descartes’ version of the ontological argument is presented. In Section 5 I introduce
Leibniz’s contribution, which is followed by Kant’s criticisms in Section 6. In Section
7 I lay down my concluding remarks about the enterprise of formally analyzing
arguments.

2 Anselm
Although it is a consensus that a complete version of the ontological argument was
first proposed by Anselm of Canterbury in his Proslogion (written between 1077 and
1078)5, it is somehow controversial what the main argument is and where exactly
in the text it is located.6 Despite this, it is pretty safe to take the following extract
from the second chapter of the Proslogion as describing the first, and surely the
most famous, of Anselm’s ontological arguments:

(1) Well then, Lord, You who give understanding to faith, grant me that
I may understand, as much as You see fit, that You exist as we believe
You to exist, and that You are what we believe You to be. (2) Now
we believe that You are something than which nothing greater can be
thought. (3) Or can it be that a thing of such a nature does not ex-
ist, since “the Fool has said in his heart, there is no God?” (Psalms14,
l.1, and 53, l. 1.) (4) But surely, when this same Fool hears what I

4The content of Sections 2 and 3 has been partially taken from [32].
5The basic ideas of the Proslogion were anticipated in one of Anselm’s earlier writings, the

Monologion.
6While some authors ([6, 2]) believe that the major argument is found in the second chapter

of the Proslogion, others ([22, 2, 29]) claim that the main argument is a modal one occurring in
the third chapter. Still others [18] claim that the second and third chapter, and perhaps the entire
work, comprise a single argument.
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am talking about, namely, “something-than-which-nothing-greater-can-
be-thought”, he understands what he hears, and what he understands
is in his mind (intellect, understanding), even if he does not understand
that it actually exists. (5) For it is one thing for an object to exist
in the mind, and another thing to understand that an object actually
exists. (6) Thus, when a painter plans before hand what he is going
to execute, he has (it) in his mind, but does not yet think that it ac-
tually exists because he has not yet executed it. (7) However, when
he has actually painted it, then he both has it in his mind and under-
stands that it exists because he has now made it. (8) Even the Fool,
then, is forced to agree that something-than-which-nothing-greater-can-
be-thought exists in the mind, since he understands this when he hears
it, and whatever is understood is in the mind. (9) And surely that-
than-which-a-greater-cannot-be-thought cannot exist in the mind alone.
(10) For if it exists solely in the mind even, it can be thought to exist
in reality also, which is greater. (11) If then that-than-which-a-greater-
cannot-be-thought exists in the mind alone, this same that-than-which-a-
greater-cannot-be-thought is that-than-which-a-greater-can-be-thought.
(12) But this is obviously impossible. (13) Therefore there is absolutely
no doubt that something-than-which-a-greater-cannot-be-thought exists
both in the mind and in reality.7

Sentences (1) and (2) might be seen as an introduction to the argument. While
(1) is a sort of opening statement, (2) is Anselm’s famous definition of God: God
is something than which nothing greater can be thought. (3) marks the proof style
Anselm adopted: the reductio ad absurdum method; it states the reductio ad absur-
dum hypothesis, that is, the negation of what is supposed to be proved. Sentences
(4) to (8) can be taken as a preliminary argument meant to prove a key premise
of the argument: that something-than-which-nothing-greater-can-be-thought exists
in the Fool’s mind. (9) is an anticipation of the argument’s conclusion: that God
exists both in reality and in the understanding. (10) is the basic step of the ar-
gument: if this thing exists only in the mind, it can be thought to exist in real-
ity also, and to exist in reality is greater. Sentence (11) states the consequence
of what has been said so far: if this thing exists only in the mind, it will be at
the same time that-than-which-a-greater-cannot-be-thought and that-than-which-a-
greater-can-be-thought. But this, as sentence (12) says, is impossible. Therefore,
the conclusion of the argument (13): that something-than-which-a-greater-cannot-
be-thought exists both in the mind and in reality.

7Translation by M. J. Charlesworth [6].
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In his pioneer work, Robert Adams [1, pp. 29–34] analyzes this argument as
follows:

i There is, in the understanding at least, something than which nothing greater
can be thought;

ii If it is even in the understanding alone, it can be thought to be in reality also;

iii which is greater;

iv There exists, therefore, . . . both in the understanding and in reality, something
than which a greater cannot be thought

As far as our numeration of Anselm’s statements is concerned, (i) is (8), (ii)
and (iii) are (10), and (iv) is (13). Adams still refers to a fourth premise which
corresponds to the reductio ad absurdum hypothesis (3) and is used only at the
time of reconstructing the derivation:

v There is no God.

A pertinent observation to be made about Adams’s analysis concerns his choice
of taking (8) as premise. As I have said, sentences from (4) to (8) can be taken very
reasonably as a preliminary argument: while (4) is an anticipation of the conclusion
and (8) is the conclusion, sentences (5) to (7) seem to be meant to support (8).
That Adams skips this and takes (8) instead as premise is significant for a couple
of reasons. First, although one could try to justify this move, the fact that Adams
does not even mention it and simply ignores a good part of Anselm’s original ar-
gument makes his analysis less faithful to it. Second, as an obvious consequence of
that, Carnap’s similarity criterion will probably not be satisfactorily met by Adams’
reconstruction. Third, neglecting that Anselm himself tried to justify (8) has impor-
tant consequences for evaluating the reasonableness of (Adam’s reconstruction of)
Anselm’s argument. Some have argued that this premise is a very key one, and un-
less it is well justified, the argument as a whole might be accused of question-begging
[30, pp. 37–52].

For the formalization proper, four predicates are used: U (x), meaning that x
exists in the understanding, R(x), meaning that x exists in reality, G(x, y), meaning
that x is greater than y, and Q(x, y), meaning that x is the magnitude of y. Besides
them, Adams also uses a modal operator of possibility, represented here as ◊; ◊�
means that it is possible that �,8 which he takes as equivalent to it can be thought
that �. Anselm’s concept of a thing than which nothing greater can be though is
represented as an abbreviation:

8Adams uses M instead of the symbol ◊.
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�(x, m) =def Q(m, x) ∧ ¬◊∃y∃n(G(n, m) ∧Q(n, y))

And here are the premises and conclusion of the argument:

I ∃x∃m(U (x) ∧ �(x, m))

II ∀x∀m(U (x) ∧ �(x, m)→ ◊R(x))

III ∀x∀m(�(x, m) ∧ ¬R(x)→ ¬◊¬(R(x)→ ∃n(G(n, m) ∧Q(n, x))))

IV ∃x∃m(U (x) ∧ R(x) ∧ �(x, m))

�(x, m) says that m is the magnitude of x and it is not possible that there is another
thing, say y, whose magnitude n is greater than m. (I), (II) and (IV) are of easy
understanding. (III) says that to every x and m, if x is God and m is his magnitude
but he does not exist in reality, then it is not possible that the following proposition
is false (that is to say, it is a necessary one): if x exists in reality, then its new
magnitude, n, is greater than m. Adopting a counterfactual reading, (III) would
mean the following: if God, whose magnitude is m, does not exist in reality, then
would he exist in reality, his new magnitude, n, would be greater than m. The
reductio ad absurdum hypothesis (v) is represented with the help of a constant, for
it appears, one might argue, inside Anselm’s talk-about-particulars discourse (see
below):

V ¬(a)

Premise (III) — and the original sentence (10) in the argument — incorporates
one of the most controversial issues in Anselm’s argument, namely the doctrine that
existence is something which ‘produces’ greatness:

(G) It is greater to exist in reality as well than to exist merely in the understanding.

In its turn, (G) might be understood in at least three different ways [23, pp. 90–91]:

(G1) Anything that exists both in reality and in the understanding is greater than
anything that exists in the understanding alone.

(G2) Anything that exists both in reality and in the understanding is greater than
the otherwise same kind of thing that exists in the understanding alone.

(G3) Anything that exists both in the understanding and in reality is greater than
the otherwise exact same thing, if that thing exists merely in the understand-
ing.
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Adams picks (G3) as the correct or more suitable interpretation of (G). However,
even considering its attempt to be as precise as possible, (G3) is still ambiguous with
respect to one thing: are these two things we are comparing exactly the same object,
or two objects which differ in one aspect only (existence)? Adams representation
leaves no doubt: we are comparing the very and same object, the one referred to by
variable x.

For the derivation, the following inference rules are used:9

M1. ¬◊¬(� → �),◊� ⊢ ◊�

M2. ∃x◊�(x) ⊢ ◊∃x�(x)

C1. ∃x�(x) ⊢ �(x∕t)

C2. ∀x�(x) ⊢ �(x∕t)

C3. � ∧ �, � ∧ '→ � ⊢ '→ �

C4. �(t) ⊢ ∃x�(t∕x)

C5. � ∧ �, ' ⊢ � ∧ '

C6. If Γ, � ⊢ � then Γ ⊢ � → �

C7. ¬� → � ∧ ¬� ⊢ �

C8. � ∧ �, ' ⊢ � ∧ ' ∧ �

MP. �, � → � ⊢ �

And here is the derivation:

1. ∃x∃m(U (x) ∧ �(x, m)) Pr. (I)

2. ∀x∀m(U (x) ∧ �(x, m)→ ◊R(x)) Pr.(II)

3. ∀x∀m(�(x, m) ∧ ¬R(x)→ ¬◊¬(R(x)→ ∃n(G(n, m) ∧Q(n, x)))) Pr. (III)

9Adams bases his formal treatment on Quine’s Methods of Logic; I have here adopted a more
standard notation. Some of these rules shall be used also in the coming sections. Due to their
elementariness, I shall not bother neither to justify nor to prove them. Neither shall I take into
consideration the provisos that some rules such as C1 and C2 are supposed to have, which depend
on the particularities of the axiomatization at hand. If you wish, you could say that I am using a
kind of a semi-formal approach here.
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4. U (a) ∧ �(a, b) C1 (2x) 110

5. U (a) ∧ �(a, b)→ ◊R(a) C2 (2x) 2

6. ◊R(a) MP 5,4

7. �(a, b) ∧ ¬R(a)→ ¬◊¬(R(a)→ ∃n(Gn, b) ∧Q(n, a))) C2 (2x) 3

8. ¬R(a)→ ¬◊¬(R(a)→ ∃n(G(n, b) ∧Q(n, a))) C3 4, 7

*9. ¬R(a) Pr. (V)

*10. ¬◊¬(R(a)→ ∃n(G(n, b) ∧Q(n, a))) MP 8,9

*11. ◊∃n(G(n, b) ∧Q(n, a)) M1 6,10

*12. ∃y◊∃n(G(n, b) ∧Q(n, y)) C4 11

*13. ◊∃y∃n(G(n, b) ∧Q(n, y)) M2 12

*14. U (a) ∧Q(b, a) ∧ ¬◊∃y∃n(G(n, b) ∧Q(n, y)) 411

*15. ◊∃y∃n(G(n, b) ∧Q(n, y)) ∧ ¬◊∃y∃x(G(n, b) ∧Q(n, y)) C5 13,14

16. ¬R(a)→ ◊∃y∃n(G(n, b) ∧Q(n, y)) ∧ ¬◊∃y∃x(G(n, b) ∧Q(n, y)) C6 9,15

17. R(a) C7 16

18. U (a) ∧ R(a) ∧ �(a, b) C8 4,17

19. ∃x∃m(U (x) ∧ R(x) ∧ �(x, m)) C4 (2x) 18

A couple of things have to be said about this reconstruction of Anselm’s argu-
ment. First, it is exactly this: a reconstruction. At most, it might be taken as
revealing the logic beyond Anselm’s argument or unclosing all otherwise hidden log-
ical steps needed to turn Anselm’s argument into a valid one. Trivially Anselm’s
argument does not have this structure; at no point of the text do we find evidence
for most of the steps and inference rules that Adams uses.

Despite of this, and this is the second point, Adams correctly represents two
important structural features of Anselm’s argument. First, starting from step 9, it
uses the reductio ad absurdum method found in the original argument (it ends at

10Here “C1 (2x) 1” means that this step is justified by applying two times rule C1 to formula of
step 1.

11Here is the unabbreviated form of 4.
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15). Second, Anselm’s original argument switches back and forth from a universal
discourse to talk about particulars. From (4) to (8) he speaks about something than
which nothing greater can be thought; however, from (9) to (12) he changes his
discourse and starts speaking about that than which a greater cannot be thought;
then, in (13), he goes back to talk about something than which nothing greater can
be thought. Adams correctly represents this movement.12

Third, about Adams’ use of the operator ◊, sure it is an interesting way to
represent the expression “it can be thought that”. However, it is significant that
Anselm’s original argument does not use any kind of modal construction. We might
therefore once more bring into scene Carnap’s similarity criterion. Moreover, from
a logical point of view, taking “it can be thought that” to be equivalent to “it is
possible that” has some worrisome consequences. Trivially, the correctness of his
reconstruction depends on the validity of the modal inferences he uses. That they
are valid when interpreting ◊ as “it is possible that” is not a big issue. But how
about Adams’ interpretation? Is the validity of these modal inferences automatically
transferred when one interprets ◊ as “it can be thought that”? It is somehow ad
hoc to arbitrarily assume that this question can be answered with a “yes”.

3 Gaunilo
The very first objection to Anselm’s argument13 was given by one of his contem-
poraries, the Marmoutier monk Gaunilo, in a pamphlet entitled “On Behalf of the
Fool”. Here are Gaunilo’s words:

Consider this example: Certain people say that somewhere in the ocean
there is a “Lost Island” [. . . ] which is more abundantly filled with ines-
timable riches and delights than the Isles of the Blessed. [. . . ] Suppose
that one was to go on to say: You cannot doubt that this island, the
most perfect of all lands, actually exists somewhere in reality, because it

12Using C1 and C2, he switches, in steps 4, 5 and 7, from a universal discourse to discourse
about particulars (in the case, individuals a and b). Similarly to Anselm’s original argument, all
crucial reductio ad absurdum steps are done inside this particular discourse framework. Then, when
he has proved that a exists in reality, he goes back in step 19, thought C4, to the universal type of
discourse.

13Anselm’s argument has been attacked on several different grounds. It might be objected, for
instance, that the concept of greatness used by Anselm unjustifiably presupposes the existence of
a maximum. How about if the order relation involved in such a concept is alike to the order of
natural numbers, that is to say, how about if for every being we can think of, it is always possible to
think of something greater than it? For the sake of space, I shall here mention only the objections
related to the historical development I am following.
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undoubtedly stands in relation to your understanding. Since it is most
excellent, not simply to stand in relation to the understanding, but to
be in reality as well, therefore this island must necessarily be in reality.
[. . . ] If, I repeat, someone should wish by this argument to demonstrate
to me that this island truly exists and is no longer to be doubted, I would
think he were joking.14

Gaunilo’s idea was to provide an argument which parallels Anselm’s reasoning but
which has an absurd conclusion. In order to reject the absurd conclusion that there
exists such a lost perfect island, one has of course to reject the whole argument as
invalid, even if she is unable to point out exactly what the defective steps in the
argument are. But since the argument shares the same structure, so it is believed,
than Anselm’s argument, one is forced to also reject the latter argument along with
its conclusion that there is something than which a greater cannot be thought.

In order to formalize Gaunilo’s counter-argument, Adams [1, pp. 34–40] uses
the following predicates: I(x), meaning that x is an island, L(x), meaning that x
is a land or country, and P (x), meaning that x has the profitable and delightful
features attributed by legend to the lost island. The premises and conclusion of the
argument, already formalized, are as follows:

(I) ∃x(U (x) ∧ I(x) ∧ P (x) ∧ ¬∃y(L(y) ∧ G(y, x)))

(II) ∃x(L(x) ∧ R(x))

(III) ∀x∀y(L(x) ∧ R(x) ∧ I(y) ∧ ¬R(y)→ G(x, y))

(IV) ∃x(U (x) ∧ R(x) ∧ I(x) ∧ P (x) ∧ ¬∃y(L(y) ∧ G(y, x)))

(I) means that there is an individual x which exists in the understanding, is an
island, has the profitable and delightful features attributed by legend to the lost
island and, besides, there is no land greater than it. (II) says that there exists a real
land. (III) says that any real land is greater than any island which does not exist
in reality. The conclusion (IV) says that there exists such an island, both in the
understanding and in reality, and that there is no greater land. Here is the reductio
ad absurdum hypothesis:

(V) ¬R(b)

And here is the derivation:

1. ∃x(U (x) ∧ I(x) ∧ P (x) ∧ ¬∃y(Ly ∧ G(y, x))) Pr. (I)
14Hick and McGill [13, pp. 22-23].
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2. ∃x(L(x) ∧ R(x)) Pr. (II)

3. ∀x∀y(L(x) ∧ R(x) ∧ I(y) ∧ ¬R(y)→ G(x, y)) Pr (III)

4. U (b) ∧ I(b) ∧ P (b) ∧ ¬∃y(L(y) ∧ G(y, b) C1 1

5. L(a) ∧ R(a) C1 2

6. L(a) ∧ R(a) ∧ I(b) ∧ ¬R(b)→ G(a, b) C2 (2x) 3

7. ¬R(b)→ G(a, b) C9 4,5,6

*8. ¬R(b) Pr. (V)

*9. G(a, b) MP 8, 7

*10. L(a) ∧ G(a, b) C5 5,9

*11. ∃y(L(y) ∧ G(y, b)) C4 10

*12. ∃y(L(y) ∧ G(y, b)) ∧ ¬∃y(L(y) ∧ G(y, b) C5 4,11

13. ¬R(b)→ ∃y(L(y) ∧ G(y, b)) ∧ ¬∃y(L(y) ∧ G(y, b) C6 8, 12

14. R(b) C7 13

15. U (b) ∧ R(b) ∧ I(b) ∧ P (b) ∧ ¬∃y(L(y) ∧ G(y, b)) C8 4,14

16. ∃x(U (x) ∧ R(x) ∧ I(x) ∧ P (x) ∧ ¬∃y(L(y) ∧ G(y, x))) C4 15

where C9 is the following additional rule of inference:

C9. �1 ∧ � ∧ �2, �, � ∧ � ∧ �→ ' ⊢ �→ '

This is a valid argument. As far as Anselm’s argument is concerned, despite the
similarities (both proofs use the reductio ad absurdum method and the universal-
to-particular-to-universal movement), it is pretty clear that both arguments have a
quite different structure. In fact, the structure departure starts from the logical form
of the premises: whereas Anselm spoke of a being whose greatness could not possibly
be surpassed, Gaunilo speaks only of an island to which no country is superior.

Given this, it seems that Gaunilo’s argument fails as a counter-argument to
Anselm’s. As I have said, a counter-argument in this sense is an argument that
shares the same logical structure than the target argument, has true or reasonable
premises and an absurd or patently false conclusion. But according to Adams’
reconstructions both arguments have a quite different structure, which might allow
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us to conclude that, contrary to first appearances, Gaunilo did not succeed in refuting
Anselm’s argument.

This conclusion of course depends on the claim that Adams’ formalization is a
faithful and correct reconstruction of both Anselm’s and Gaunilo’s arguments. This
of course is far from being trivial. As I have pointed out, Adams’ reconstruction of
Anselm’s argument might be charged of departing too much from Anselm’s original
formulation, and therefore not satisfying Carnap’s criterion of similarity to the ex-
planandum. Besides, there are reconstructions according to which both arguments
seem to share the same formal structure [27, pp. 17–18].

4 Descartes
Although writings such as the Discourse on the Method (1637) and The Principles
of Philosophy (1644) discuss a priori arguments for the existence of God, Descartes’
most referred version of the ontological argument appears in the fifth chapter of his
Meditations on First Philosophy, first published in 1641. It is however controversial
where exactly in the Fifth Meditation the argument (or arguments) is and how it
shall be reconstructed. I shall take the following passage as the best representative
of Descartes’ formulation of his ontological argument:

(1) [. . . ] although it is not necessary that I should at any time entertain
the notion of God, nevertheless whenever it happens that I think of a
first and a sovereign Being, and, so to speak, derive the idea of Him from
the storehouse of my mind, it is necessary that I should attribute to Him
every sort of perfection, although I do not get so far as to enumerate them
all, or to apply my mind to each one in particular. And this necessity
suffices to make me conclude, (2) after having recognized that existence
is a perfection, that (3) this first and sovereign Being really exists.15

Descartes’ argument turns out to be a very simple one: the first premise (1) states
that the idea or concept of God includes all perfections; from that, along with the
second premise — that (2) existence is a perfection — we conclude that (3) God
exists.16

In explaining the rationale behind this argument, it might be useful to refer to
something which comes a little before this passage in the Fifth Meditation:

But now, if just because I can draw the idea of something from my
thought, it follows that all which I know clearly and distinctly as per-

15Translation by Elizabeth S. Haldane and G. R. T. Ross [19, p. 182].
16For alternative reconstructions of Descartes’ ontological argument, see [27, pp. 20–24] and [25].
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taining to this object does really belong to it, may I not derive from this
an argument demonstrating the existence of God? It is certain that I no
less find the idea of God, that is to say, the idea of a supremely perfect
Being, in me, than that of any figure or number whatever it is; and I do
not know any less clearly and distinctly that an [actual and] eternal ex-
istence pertains to this nature than I know that all that which I am able
to demonstrate of some figure or number truly pertains to the nature
of this figure or number, and therefore, although all that I concluded in
the preceding Meditations were found to be false, the existence of God
would pass with me as at least as certain as I have ever held the truths
of mathematics (which concern only numbers and figures) to be.17

Here Descartes invokes one of his key epistemological rules — that whatever I clearly
and distinctly perceive to be contained in the idea of something is true of that thing
— to introduce the possibility of an argument for the existence of God. In the
same way that we arrive at basic truths about the nature of a figure or number, we
might arrive at the conclusion that God exists simply by apprehending clearly and
distinctively that existence pertains to the nature of such a supremely perfect being.

Although some have taken this passage as part of the argument itself [27, p. 21],
it might be seen as providing a justification for the premises of the argument, first
by offering the rule of clarity and distinctiveness as the epistemological support for
the two premises, and second by giving a definition or explanation for the concept
of God — a supremely perfect Being — which would render the first premise

(i) A supremely perfect being has every perfection.

quasi-tautological. Using this definition, the other premise and conclusion would be
written as follows:

(ii) Existence is a perfection.

(iii) A supremely perfect being does exist.

This is the beginning of Sobel’s reconstruction of Descartes argument [31, pp. 31–
40].18 Sobel points out that there is an ambiguity in (iii), which might be read either

17Translation by Elizabeth S. Haldane and G. R. T. Ross [19, pp. 180–181].
18Due to a passage in the Fifth Meditation where Descartes says that “it is no less repugnant

to think of a God (that is, a supremely perfect being) lacking existence (that is, lacking some
perfection), than it is to think of a mountain lacking a valley”, Sobel takes him to be using a reductio
ad absurdum proof style, adding then a fourth premise to the argument: A supremely perfect being
does not exist. Even though one might argue against this analysis of Descartes’ reasoning, it shall
not interfere in my analysis of Sobel’s contribution, for in order to get the contradiction one has to
go through a direct proof, as Sobel does, and conclude that a supremely perfect being does exist.
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as “Any supremely perfect being exists” or “At least one supremely perfect being
exists”. After investigating the consequences of reconstructing the argument using
the first reading, he (correctly) picks the second one as the most accurate analysis
of Descartes’ argument.

For the formalization, Sobel uses three predicates — S, P and G — and a con-
stant e. S(x) means that x is a supremely perfect being, P (x) that x is a perfection
and H(x, y) that x has property y; e means the property of existence. The argument
is represented as follows:

(I) ∀x(S(x)→ ∀y((P (y)→ H(x, y)))

(II) P (e)

(III) ∃x(S(x) ∧H(x, e))

The conclusion of Sobel’s analysis is that the argument is invalid: trivially, from
the two premises we cannot arrive at (III); at most we reach at the conclusion
that ∀x(Sx → H(x, e)). But here Sobel’s analysis was extremely uncharitable to
Descartes, to say the least. When a very key aspect of Descartes’ argument is
considered, we see that Sobel’s analysis is faulty — it does not satisfactorily meet
with the similarity criterion — and the argument straightforwardly valid.

Here is the key feature of Descartes’ argument that Sobel misses: If some object
has the property of existence, it obviously must exist. In other words, there must be
some kind of link between the property of existence and existence itself. From the
perspective of the formalism Sobel uses, this means that there must be a connection
between constant e and the existential quantifier ∃ (recall that they represent the
very same notion, namely existence in reality). This might be expressed as follows:

(IV) ∀x(H(x, e)→ ∃xH(x, e))

This unfortunately does not solve the issue. First of all, even with this extra
axiom we cannot derive (III): in order to conclude ∃xH(x, e) we should have H(d, e)
for some object d, which we cannot, for if we had H(d, e), we would have the hard
part of the conclusion — ∃xH(x, e)— and the argument would be patently circular.
Second, and this is trivially related to the first point, H(d, e) → ∃xH(x, e) is an
instance of the rule of existential generalization. (IV) is tautological and, as such,
adds nothing to our set of premises. Since classical first order logic requires each
singular term to denote an object in the domain of quantification, which is usually
understood as the set of existing objects, it is vacuous to say of an object that if it
has some property it exists: in order to have any property, it must already exist.
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This inability to properly represent what seems to be a very key presupposition
of Descartes’ argument reveals that Sobel’s approach is misguided and his recon-
struction a troublemaker one. But what if we take seriously Descartes’ claim, found
in both extracts of the Meditations shown above, that the idea of God is in our
minds? Is not Descartes presupposing here a kind of existence pretty much alike
to Anselm’s notion of existence in the understanding? It seems to me that textual
evidence suggests a positive answer to these questions.

What follows is an attempt to consider these ruminations and fix the issue still
inside the basic logical framework which Sobel uses, that is to say, first-order classical
logic.19 Taking the existential quantifier (and consequently the universal quantifica-
tion) to refer to this Anselmian-like notion of existence — in cartesian terms, ∃xA(x)
would mean that I can draw from my thought the idea of some x which has property
A — and predicate H and constant e to the notion of existence in reality — H(x, e)
means that x exists in reality — the argument could be rewritten as follows:

(I*) ∃xS(x)

(I) ∀x(S(x)→ ∀y(P (y)→ H(x, y)))

(II) P (e)

(III) ∃x(S(x) ∧H(x, e))

(I*) and (I) both represent premise (i). In the same way that there is an am-
biguity in (iii), there is also an ambiguity in (i): it can be read as “Any supremely
perfect being has every perfection” or “At least one supremely perfect being exists
and it has every perfection.” While the first reading is the one (and only one) that
Sobel takes into account (to characterize the concept of a supreme being), the second
one encapsulates the presupposition that a supreme being (or the idea of a supreme
being, to be more precise) exists in our minds. Instead then of preferring one reading
over the other, I take both of them into account; my reading of (i) in terms of (I*)
and (I) is a compromise between these two interpretations.

The proof of the argument validity is straightforward:

1. ∃xS(x) Pr. (I*)

2. ∀x(S(x)→ ∀y(P (y)→ H(x, y)) Pr. (I)

3. P (e) Pr. (II)

19This is why I have left out free logic, which in this context could be a better representational
tool than classical first order logic.
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4. S(d) C1 1

5. S(d)→ ∀y(P (y)→ H(d, y)) C2 2

6. ∀y(P (y)→ H(d, y)) MP 4,5

7. P (e)→ H(d, e) C2 6

8. H(d, e) MP 3,7

9. S(d) ∧H(d, e) C10 4,8

10. ∃x(S(x) ∧H(x, e)) C4 9

In addition to the rules introduced in Section 2 in the context of Adam’s recon-
struction of Anselm’s argument, an additional one has been used here:

C10. �, � ⊢ � ∧ �

Amore elegant second order version of this reconstruction of Descartes’ argument
would be as follows:

(*I) ∃xS(x)

(I) ∀x(S(x)→ ∀Y (P(Y )→ Y (x)))

(II) P(E)

(III) ∃x(S(x) ∧ E(x))

where P (Y ) is a second order predicate meaning that Y is a perfection and E(x) is
a first order predicate meaning that x exists in reality. The derivation then would
be rewritten as follows:

1. ∃xS(x) Pr. (I*)

2. ∀x(S(x)→ ∀Y (P(Y )→ Y (x))) Pr. (I)

3. P(E) Pr. (II)

4. S(d) C1 1

5. S(d)→ ∀Y (P(Y )→ Y (d)) C2 2

6. ∀Y (P(Y )→ Y (d)) MP 4,5
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7. P(E)→ E(d) C22 6

8. E(d) MP 3,7

9. S(d) ∧ E(d) C10 4,8

10. ∃x(S(x) ∧ E(x)) C4 9

, where C22 is second order version of C2.

5 Leibniz
Leibniz wrote about ontological arguments in many of his works, including Mon-
adology (1714), Theodicy (1710), and New Essays Concerning Human Understand-
ing (completed in 1704). Although he presented at least three different ontological
proofs for the existence of God,20 his most important contribution to the history of
ontological arguments is his attempt to demonstrate the coherence of the concept of
God. If this is not done, he argued, all ontological arguments are irremediably de-
fective. In the “Meditations on Knowledge, Truth, and Ideas” of 1684, for instance,
he analyzes what he calls the “old argument for the existence of God” as follows:

The argument goes like this: Whatever follows from the idea or definition
of a thing can be predicated of the thing. God is by definition the most
perfect being, or the being nothing greater than which can be thought.
Now, the idea of the most perfect being includes ideas of all perfections,
and amongst these perfections is existence. So existence follows from
the idea of God. Therefore [. . . ] God exists. But this argument shows
only that if God is possible then it follows that he exists. For we can’t
safely draw conclusions from definitions unless we know first that they
are real definitions, that is, that they don’t include any contradictions.
If a definition does harbour a contradiction, we can infer contradictory
conclusions from it, which is absurd.21

Leibniz is here charging the ontological argument of being incomplete. He is con-
cerned that the concept of a being who possesses all perfections might not be consis-
tent, that is to say, that two perfections A and B, say, are such that there cannot be
an individual that possess A and B at the same time. In order for the concept of God
as defined by Anselm and Descartes to be a “real definition”, one has to show first

20Blumenfeld [4] tries to how that the three proofs are equivalent, something in which Leibniz
himself believed, he claims.

21Translation by Jonathan Bennet [3].
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that all perfections or ‘greatness producers’ are compossible, that is to say, that it
is possible for all of them to be instantiated by one and the same individual. Unless
this is shown, all the ontological arguments have reached is the following conclusion:
if God is possible, then he exists. As far as Anselm’s and Descartes’s arguments are
concerned, this implies that the reasonableness of

(I) ∃x∃m(U (x) ∧ �(x, m))

and

(I*) ∃xS(x)

depend, respectively, on the truth of ◊∃x∃m�(x, m) and ◊∃xS(x).
In order to fill in this gap, Leibniz presents the following argument, found in his

New Essays concerning Human Understanding:

I call every simple quality which is positive and absolute, or expresses
whatever it expresses without any limits, a perfection. But a quality
of this sort, because it is simple, is therefore irresolvable or indefinable,
for otherwise, either it will not be a simple quality but an aggregate of
many, or, if it is one, it will be circumscribed by limits and so be known
through negations of further progress contrary to the hypothesis, for a
purely positive quality was assumed. From these considerations it is not
difficult to show that all perfections are compatible with each other or
can exist in the same subject. For let the proposition be of this kind:
A and B are incompatible
(for understanding by A and B two simple forms of this kind or perfec-
tions, and it is the same if more are assumed like them), it is evident
that it cannot be demonstrated without the resolution of the terms A
and B, of each or both; for otherwise their nature would not enter into
the ratiocination and the incompatibility could be demonstrated as well
from any others as from themselves. But now (by hypothesis) they are
irresolvable. Therefore this proposition cannot be demonstrated from
these forms.22

This is the extract of Leibniz’s work that Oppy analyzes. He informally reconstructs
the argument as follows [27, p. 23]:

i. By definition, a perfection is a simple quality that is positive and absolute.
(Definition)

22Translation by Alfred Langley [20, pp. 714–715].
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ii. A simple quality that is positive and absolute is irresolvable or indefinable.
(Premise — capable of further defense)

iii. A and B are perfections whose incompatibility can be demonstrated. (Hy-
pothesis for reductio)

iv. In order to demonstrate the incompatibility of A and B, A and B must be
resolved. (Premise)

v. Neither A nor B can be resolved. (From ii)

vi. (Hence) It cannot be demonstrated that A and B are incompatible. (From iii,
iv, v by reductio)

Here is an attempt to turn this into a more formal and detailed account. Let
■ be a modal operator meant to represent the notion of demonstrability so that
■� means that � is demonstrable and S(Y ),O(Y ),A(Y ) and R(Y ) four second order
predicates meaning, respectively, that Y is simple, Y is positive, Y is absolute and
Y is resolvable. Besides, there are the following two definitions:

C(X, Y ) =def ◊∃z(X(z) ∧ Y (z))
P(Y ) =def S(Y ) ∧ O(Y ) ∧ A(Y )

C(X, Y ) means that X and Y are two compossible (or compatible, in Oppy’s termi-
nology) properties and P(Y ) that Y is a perfection. The premises of the argument
would then be represented as follows:

(I) ∀Y (P(Y )→ ¬R(Y ))

(II) P(A)

(III) P(B)

(IV) ∀X∀Y (■¬C(X, Y )→ R(X) ∧ R(Y ))

(V) ■¬C(A,B)

(I) is premise (ii), (II) and (III) are (partially) (iii), (IV) is the universal form of
(iv) and (V) is the hypothesis for absurdum, which is also contained in (iii). The
conclusion is obviously

(VI) ¬■¬C(A,B)

As for the derivation, the following additional rules shall be used:
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C7*. � → � ∧ ¬� ⊢ ¬�

C11. ¬� ⊢ ¬(� ∧ �)

C12. �, � ⊢ � ∧ �

And here is the reconstruction of the derivation:

1. ∀Y (P(Y )→ ¬R(Y ) Pr. (I)

2. P(A) Pr. (II)

3. P(A)→ ¬R(A) C22 1

4. ¬R(A) MP 2,3

5. P(B) Pr. (III)

6. P(B)→ ¬R(B) C22 1

7. ¬R(B) MP 5,6

8. ∀X∀Y (■¬C(X, Y )→ R(X) ∧ R(Y )) Pr. (IV)

9. ∀Y (■¬(C(A, Y )→ R(A) ∧ R(Y )) C22 8

10. ■¬C(A,B)→ R(A) ∧ R(B) C22 9

*11. ■¬C(A,B) Pr. (V)

*12. R(A) ∧ R(B) MP 11,10

*13. ¬(R(A) ∧ R(B)) C11 4

*14. (R(A) ∧ R(B)) ∧ ¬(R(A) ∧ R(B)) C12 12,13

15. ■¬C(A,B)→ (R(A) ∧ R(B)) ∧ ¬(R(A) ∧ R(B)) C6 11,14

16. ¬■¬C(A,B) C7* 15

Oppy offers two criticisms against Leibniz’s attempt to fix the ontological arguments.
First, he correctly points out that showing that it cannot be demonstrated that A
and B are incompatible is quite different from showing that A and B are compatible,
what makes it obvious that the argument failed to reach the required conclusion [27,
pp. 25–26].

1459



Silvestre

Two observations are in order here. First of all, the conclusion that ¬■¬C(A,B)
might be quite relevant to the debate about the ontological argument. The way
Leibniz puts the whole thing, saying that all the ontological arguments show is that
if God is possible then it follows that he exists, implies that the ontological defender
is the one who has to bear the burden of the proof. But it might also be argued, as
Leibniz himself did, that “there is always a presumption on the side of possibility;
that is to say, everything is held to be possible until its impossibility is proved”.23

In other words, possibility claims are blameless until the contrary is proven. The
burden of the proof then, in this case the proof that the concept of God is indeed
incoherent, is on the critic of the ontological argument. But if this is correct, then
showing that the concept of God cannot be proved to be incoherent has the relevant
consequence that the critic’s movement to refute the argument is hopeless.24

Second, Oppy oddly overlooks what Leibniz writes right after the quotation he
analyzes, where he clearly does offer an argument for the conclusion that A and B
are compossible:

But it might certainly be demonstrated by these if it were true, because
it is not true per se, for all propositions necessarily true are either demon-
strable or known per se. Therefore, this proposition is not necessarily
true. Or if it is not necessary that A and B exist in the same subject,
they cannot therefore exist in the same subject, and since the reasoning
is the same as regards any other assumed qualities of this kind, therefore
all perfections are compatible.25

Complementing Oppy’s analysis then, we would have the two additional premises:

vii. A proposition is necessary only it is true (or known) per se or demonstrable.

viii. That A and B are incompatible is not true (or known) per se,

which might be formalized as follows:
23Quoted from Blumenfeld [4, p. 357]. Blumenfeld defends that there is an argument in Leibniz,

which he calls Leibniz’s fallback position, that, in the absence of proof, one ought to assume that
God is possible.

24This can also be seen from another angle. From a dialectical point of view, there are two
movements one can make to criticize a valid argument. The first is trying to show that one of its
premises is false or is known to be false; if successful, this movement would be enough to claim
that the argument has been refuted. The second, and more modest movement, is to question the
truth of one of the premises on the grounds that the defender was unable to provide strong support
or evidence for it or did not prove some non-obvious presupposition on which it depends; it puts
the burden of the proof on the defender’s shoulder, claiming the argument to be incomplete, so to
speak, but does not serve as a final word on the correctness of the argument.

25Translation by Alfred Langley [20, p. 715].
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VII. □� → ■� ∨ ◦�

VIII. ¬◦¬C(A,B),

where ◦� means that � is true (or known) per se and ◦� that � is necessary; (VII)
is a schema of premises, instead of a single premise.

Adding the following inference rules and axiom to our list of logical principles:

C13. � → � ∨ ',¬�,¬' ⊢ ¬�

C14. ¬□¬� ⊢ ◊�

C15. ◊◊� ⊢ ◊�

we have a full Leibnizian derivation for the conclusion that A and B are compossible
— C(A,B) or ◊∃z(A(z) ∧ B(z)) — as follows:

17. □¬C(A,B)→ ■¬C(A,B) ∨ ◦¬C(A,B) Pr. (VII)

18. ¬◦¬C(A,B) Pr. (VIII)

19. ¬□¬◊∃z(A(z) ∧ B(z)) C13 16,17,18

20. ◊◊∃z(A(z) ∧ B(z)) C14 19

21. ◊∃z(A(z) ∧ B(z)) C15 20

The second criticism Oppy offers is a threefold one [27, pp. 25–26]. First, even if one
succeeds in showing that all simple, positive, absolute qualities are compatible, it
seems there is still a hole in the ontological argument: one has to show that there are
indeed simple, positive and absolute qualities. Second, given the nature of simple,
positive, absolute qualities, there seems to be an epistemological problem about the
possibility of reasonable belief in their existence.26 Third, even if we grant that there
are simple, positive, absolute qualities, the question can be raised whether existence
is a simple, positive, absolute quality.

Although Oppy’s criticism looks correct, it seems to be at odds with his analysis
of the argument, and consequently with my own rendition of it. A good look at
the first part of the derivation will suffice for one to see why: as far as premise

26He writes: “What grounds could one have for thinking that there are simple, positive, absolute
qualities? There may only be the appearance of a problem here, since it seems reasonable to allow
that reasonable belief need not require grounds. However, this problem does appear to threaten
the dialectical value of the demonstration; it certainly seems that one could reasonably believe that
there are no simple, positive, absolute qualities.” [27, p. 25].
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(I) — that every simple quality that is positive and absolute is irresolvable — is
concerned, although we have applied it to both A and B, only the result of applying
it to A (which got us ¬R(A) at step 4) is effectively used in the derivation (step
*13); steps 5 to 7 play no role whatsoever in the derivation and could, therefore, be
harmlessly erased from it. Hence, as far as Leibniz’s argument is concerned, only one
of the properties needs effectively to be simple, positive and absolute. Based on this,
someone might respond to Oppy’s criticism as follows: contrary to what he says,
one does not need to show that there are simple, positive and absolute qualities; all
it is required is that one shows that one, and only one, of the divine properties is
simple, positive and absolute, and it does need to be the property of existence.

Although surely sound from the point of view our logical analysis, there seems
to be something wrong with this response. That only one of the divine properties
needs to me simple, positive and absolute does not match with Leibniz account. The
solution of this puzzle is in fact very simple: the analysis on which our formalization
was based, Oppy’s analysis, is faulty. Suppose that A is a simple, positive and
absolute quality but B is not; while B is therefore resolvable, A is not. In addition,
suppose that B is resolved into A⃗ and C, where A⃗ is the complement of A. It
can therefore be demonstrated that A and B are incompatible, even though only
A is unresolvable. What this shows is that in order to demonstrate that A and B
are incompatible, A or B must be resolved, not A and B. Therefore, the correct
representation of premise (iv) is

iv. In order to demonstrate the incompatibility of A and B, A or B must be
resolved.

not “In order to demonstrate the incompatibility of A and B, A and B must be
resolved”, as Oppy says.

Modifying (IV) accordingly —

(IV) ∀X∀Y (■¬C(X, Y )→ R(X) ∨ R(Y ))

we get a proper reconstruction of Leibniz’ reasoning which is not susceptible to the
mentioned response:27

1. ∀Y (P(Y )→ ¬R(Y )) Pr. (I)

2. P(A) Pr. (II)

27I am considering here (as Leibniz and Oppy did) only pairs of properties, which is obviously
not general enough. For an account which considers not only pairs of properties but a potentially
infinite numbers of divine properties, see [28].
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3. P(A)→ ¬R(A) C22 1

4. ¬R(A) MP 2,3

5. P(B) Pr. (III)

6. P(B)→ ¬R(B) C22 1

7. ¬R(B) MP 5,6

8. ∀X∀Y (■¬C(X, Y )→ R(X) ∨ R(Y )) Pr. (IV)

9. ∀Y (■¬C(A, Y )→ R(A) ∨ R(Y )) C22 8

10. ■¬C(A,B)→ R(A) ∨ R(B) C22 9

*11. ■¬C(A,B) Pr. (V)

*12. R(A) ∨ R(B) MP 11,10

*13. ¬(R(A) ∨ R(B)) C16 4,7

*14. (R(A) ∨ R(B)) ∧ ¬(R(A) ∨ R(B)) C12 12,13

15. ■¬C(A,B)→ (R(A) ∨ R(B)) ∧ ¬(R(A) ∨ R(B)) C6 11,14

16. ¬■¬C(A,B) C7* 16

where the additional rule of inference C16 is as follows:

C16. ¬�,¬� ⊢ ¬(� ∨ �)

Oppy’s mistake seems to be a good example of an informal analysis which gives rise
to a formal reconstruction that does not meet the similarity criterion and, to the
extent that the misrepresentation of premise (iv) gives rise to a fake response to one
of Oppy’s objections to Leibniz’s solution, does not meet with the non-troublemaker
criterion.

6 Kant
In his Critique of Pure Reason (1787, 2nd edition), Immanuel Kant presents three
objections against what he calls “the ontological argument”, which is, grossly speak-
ing, the cartesian argument we discussed above. The first two critiques are general
ones, addressed not to specific formulations of the ontological argument, but to any
a priori argument for the existence of God. They follow the same general idea put
forward by David Hume in his Dialogues concerning Natural Religion (1779):

1463



Silvestre

I shall begin with observing that there is an evident absurdity in pre-
tending to demonstrate a matter of fact, or to prove it by any arguments
a priori. Nothing is demonstrable unless the contrary implies a contra-
diction. Nothing that is distinctly conceivable implies a contradiction.
Whatever we conceive as existent, we can also conceive as non-existent.
There is no being, therefore, whose non-existence implies a contradic-
tion. Consequently there is no being whose existence is demonstrable.
I propose this argument as entirely decisive, and am willing to rest the
whole controversy upon it.28

Otherwise said, since no existence claim is contradictory, for its negation is always
possible, there cannot be any a priori proof for the existence of God or any other
matter of fact.

Kant in some sense elaborates on this idea, now making use of the distinction
between analytic and synthetic claims, the counterparts of Hume’s relations of ideas
and matters of fact, respectively. He follows Hume in maintaining that synthetic
propositions can never be proved a priori; this is a prerogative of analytic proposi-
tions. Since existential claims are synthetic, he adds, it follows that no ontological
proof of the existence of God is possible:

If we admit, as every reasonable person must, that all existential propo-
sitions are synthetic, how can we profess to maintain that the predicate
of existence cannot be rejected without contradiction? This is a fea-
ture which is found only in analytic propositions, and is precisely what
constitutes their analytic character.29

But independently of the analytic-synthetic distinction, and this is Kant’s second
criticism, it is not difficult to see that negative existentials can never be contradic-
tory. If we deny, say, that God is omnipotent, then we arrive at a contradiction,
for we suppose that the property of omnipotence belongs to the very concept of an
infinite being. But this is very different from denying that God exists; at this time,
the instantiation in reality of the whole concept of God, with all its attributes, is
denied, and this implies no contradiction whatsoever:

To posit a triangle, and yet to reject its three angles, is self-contradictory,
but there is no contradiction in rejecting the triangle together with its
three angles. The same holds true of the concept of an absolutely neces-
sary being. If its existence is rejected, we reject the thing itself with all

28Translation by H. Aiken [15, p. 58].
29Translation by N. Kemp-Smith [16, A598B626].
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its predicates; and no question of contradiction can then arise. There is
nothing outside it that would then be contradicted, since the necessity
of the thing is not supposed to be derived from anything external; nor
is there anything internal that would be contradicted, since in rejecting
the thing itself we have at the same time rejected all its internal prop-
erties. ‘God is omnipotent’ is a necessary judgement. The omnipotence
cannot be rejected if we posit a Deity, that is, an infinite being; for the
two concepts are identical. But if we say, ‘There is no God’, neither the
omnipotence nor any other of its predicates is given; they are one and all
rejected together with the subject; and there is therefore not the least
contradiction in such a judgement.30

Not considering other issues such as the tenability of the analytic-synthetic dis-
tinction, these two objections have a very serious flaw: they completely overlook the
ontological argument itself, or, in other words, what seems to be the very counter-
example to the thesis (present in both objections) that no a priori proof of God is
possible. Only in his third objection, which is by far the most famous, is that Kant
addresses directly the (Cartesian) ontological argument:

‘Being’ is obviously not a real predicate; that is, it is not a concept
of something which could be added to the concept of a thing. It is
merely the positing of a thing, or of certain determinations, as existing
in themselves. Logically, it is merely the copula of a judgement. The
proposition ‘God is omnipotent’ contains two concepts, each of which
has its object — God and omnipotence. The small word ‘is’ adds no new
predicate, but only serves to posit the predicate in its relation to the
subject. If, now, we take the subject (God) with all its predicates (among
which is omnipotence), and say ‘God is’ or ‘There is a God’, we attach
no new predicate to the concept of God, but only posit the subject itself
with all its predicates, and indeed, posit it as an object that stands in
relation to my concept. The content of both must be one and the same;
nothing can have been added to the concept, which expresses merely
what is possible, by my thinking its object (through the expression ‘it
is’) as given absolutely. [. . . ] By whatever and however many predicates
we may think a thing — even if we completely determine it — we do not
make the least addition to the thing when we further declare that this
thing is. Otherwise, it would not be exactly the same thing that exists,
but something more than we thought in the concept; and we could not,

30Translation by N. Kemp-Smith [16, A595B623].
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therefore, say that the exact object of my concept exists. If we think
in a thing every feature of reality except one, the missing reality is not
added by my saying that this defective thing exists.31

This is of course the famous existence-is-not-a-predicate criticism against the
ontological argument. It is easy to see how it threatens Descartes’ argument: if
existence is not an authentic predicate, premise

(ii) Existence is a perfection.

is false, for in order for something to be a perfection it must be a predicate. By
implication, it also threatens Sobel’s formalization and my amendments of it.

The same however cannot be uncontroversially said about Anselm’s formulation.
Gareth Matthews, for example, has written as follows:

He does [Anselm] not speak of adding the concept of existence, or even
the concept of existence in reality, to the concept of God, or the concept
of something than which nothing greater can be thought. What he does
instead is to ask us to compare something existing merely in the under-
standing with something existing in reality as well. And the second, he
says, is greater.32

Indeed, the key premise of Anselm’s argument — premise (x) — and correlated
doctrine (G) neither speak nor presuppose that existence is a property or perfection.
Instead, they just make the comparative claim that it is greater to exist in reality
than to exist merely in the understanding. So, it is not at all clear that Kant’s
criticism threatens Anselm’s formulation.33

Oddly enough, it does threaten Adams’ formulation of Anselm’s argument. Since
Adams represents the concepts of existence in reality and existence in the under-
standing with the help of logical predicates, his formulation naturally assumes that
existence is a predicate, which implies the odd fact that while Anselm’s formulation
is at least defensible against Kant’s critique, Adam’s formalization of it is not. This
is again a clear instance of a troublemaker explicatum.

It is important to keep in mind that the choice of representing the two existence
concepts as logical predicates is exactly this: a technical choice. Many formalizations
of Anselm’s argument represent at least one of the concepts with the help of the
existential quantifier. And in fact, it is not difficult to conceive an alternative version

31Translation by N. Kemp-Smith [16, A598B626-A600B628].
32[23, p. 90].
33For the same reason, Oppy’s objection that one has to show that existence is a positive, simple

and absolute property does not uncontroversially apply to Anselm’s argument.
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of Adam’s formalization which represents none of the two existence concepts as
properties. In order to illustrate this point, let me give a rough and somehow naïve
sketch of what this version would look like.

First, we have to build an expanded first-order logic with two existential quan-
tifiers, say, ∃ and ℇ.34 While ∃ is a broad quantifier ranging over a large domain
D, ℇis a more restricted one ranging over domain D′ ⊆ D. As far as Anselm’s
argument is concerned, D contains all objects, be them located in reality or in the
understanding (it does not matter here who’s understanding); D′ contains only ob-
jects located in reality. Therefore, while ∃xP (x) means that x exists in reality or in
the understanding and has property P , ℇxP (x) means that x exists in reality and
has property P . Given this, we have two abbreviations:

�(x, m) =def Q(m, x) ∧ ¬◊∃y∃n(G(n, m) ∧Q(n, y))
"(x) =def ℇy(y = x)

� is the same as Adam’s abbreviation. "(x) means that x exists in reality. The
premises and conclusion are then represented as follows:

(I) ∃x∃m(�(x, m))

(II) ∀x∀m(�(x, m)→ ◊"(x)

(III) ∀x∀m(�(x, m) ∧ ¬"(x)→ ¬◊¬("(x)→ ∃n(G(n, m) ∧Q(n, x)))

(IV) ℇx∃m(�(x, m))

7 Conclusion
The first aim of this paper was to provide a humble and somewhat historical intro-
duction to the ontological argument. This was done by presenting the contributions
of Anselm, Gaunilo, Descartes, Leibniz and Kant. Its second aim was to critically
examine the enterprise of formally analyzing philosophical arguments and contribute
in a small degree to the debate on the role of formalization in philosophy. For this
purpose, I scrutinized Adam’s formalization of Anselm’s ontological argument and
his formalization of Gaunilo’s criticism against it, Sobel’s formalization of Descartes’

34As far as I am concerned, I could not find any published formalization of such kind of logic.
I however assume that building such a kind of logical system would not be a big issue. I base
this assumption on two facts: the great diversity of existing multi-modal logics (that is to say,
modal logics with more than one pair of modal operators) and the well-known equivalence between
first-order logic with one variable and (mono) modal logic.
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ontological argument and Oppy’s analysis of Leibniz’s proof for the possibility of
God.

As I anticipated in the Introduction, my focus was mainly on the drawbacks
and limitations of these approaches as attempts to analyze existing philosophical
arguments. I have not however tried to put formal philosophy on trial. Au contraire,
the modest critical analysis I have made in the previous sections and the synthesis
I shall lay down here are meant to uncover some (quite trivial, one might say)
dangers facing the enterprise of formally analyzing philosophical arguments. Besides,
I have punctually called attention to the advantages of formalization (as in the
disambiguation of (G) in Anselm’s argument) and tried to amend (or show the
possibility of amending) the approaches I have analyzed.

In one sense, all my criticisms had to do with Carnap’s similarity criterion and
my non-troublemaker criterion. For instance, although Adams’ informal analysis of
Anselm’s argument incorporates many important elements of the original formula-
tion, it unjustifiably ignores that Anselm did give an argument for premise (viii),
not thus satisfying the similarity criterion. Sobel also slips into that in his infor-
mal analysis of Descartes’ argument: he neglects Descartes’ assumption that there
must be a connection between the property of existence and existence itself. As we
have seen, this had the consequence of turning Descartes’ valid argument into an
invalid one, which would classify his formal reconstruction as a troublemaker one.
A similar problem occurs with Oppy’s analysis of Leibniz’s argument. As we have
seen, besides being unfaithful to Leibniz’s argument, Oppy’s misrepresentation of
premise (iv) gives rise to a fake response to one of Oppy’s own objections to Leibniz’s
solution.

For the formal representation of arguments, here we also find violations of the
similarity and non-troublemaker criteria. For instance, Adams equates “it can be
thought that” with “it is possible that”, representing premise (x) with the help of a
possibility modal operator for which we find no hint in Anselm’s original formula-
tion. Furthermore, he does not provide any kind of justification for this theoretical
decision of his. As I said, the explicatum is expected to depart in several aspects
from the explicadum; however, for a big departure like this one is expected to pro-
vide strong philosophical arguments. Another troubling and in fact troublemaker
aspect of Adam’s formalization is his use of two predicates to represent the concepts
of existence in reality and existence in the understanding. By introducing another
element which was absent from Anselm’s original formulation, he made the argu-
ment vulnerable to a criticism which the original formulation was at least defensible
against.

As far as the similarity criterion is concerned, the reconstruction of the inferential
steps of the argument seems to be the stage of the formal analysis of an existing
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argument which involves most foreign elements. The word “reconstruction” applies
perhaps even more strongly here than in the other two stages. For instance, despite
of correctly representing two structural features of Anselm’s argument (the reductio
ad absurdum strategy and the movement back and forth from a universal discourse
to talk about particulars), Adams’ derivation is mostly formed by elements trivially
not found in Anselm’s text. The same can be said about my formal analysis of the
derivations of Descartes’ and Leibniz’s arguments.

The lessons here seem to be clear. From the informal analysis to the formal
representation of the inferential steps, everything is but a reconstruction of the
original argument. As such, in some degree or other they will depart from the
original formulation. But if the departure is too much — this is the first lesson — it
is hard to see how the formal argument at hand might be taken as a formalization
of the original argument. As a consequence of this, there will be hardly any hope of
effectively contributing to the philosophical debate involving the argument: unless
it is uncontroversial that the formalization is a reconstruction of the argument at
hand, it is very hard to see how it will shed noteworthy light on the issues involving
the argument. The similarity criterion should therefore be seen as an indispensable
desideratum of any formal reconstruction.

The second lesson is related to the non-troublemaker criterion. What is the point
of formally reconstructing an argument if the reconstruction produces confusing
questions and unfruitful issues which are not found in the original formulation of the
argument or obscure important aspects of it? Besides being a technical contribution,
a formal analysis of an argument must also be a philosophical contribution to the
debate over the argument in question; this is my version of Carnap’s fruitfulness
criterion. Its purposes should be to clarify, to shed some light on the philosophical
issues involving the argument, and not to introduce new, and we might say, artificial
problems.

The only way to avoid these two complications — this is the third and last
lesson — is that the reconstruction be itself a philosophical endeavor. As soon
as one starts a formal reconstruction of an existing argument, many theoretical
choices will be made. But they should be rationally, philosophically justified. Formal
philosophy must still be philosophy. Ad hoc and unjustified theoretical decisions
should be reduced to the minimum, and when they are unavoidable, attention should
be called upon them; a formal reconstruction should be aware of its own limitations.
Only if this is done can the formal analysis be a real philosophical contribution.
Then perhaps we might have hopes to revitalize formal philosophy and increase its
interaction with non-formal philosophy.
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A Mechanically Assisted Examination of
Begging the Question in Anselm’s

Ontological Argument

John Rushby
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SRI International, Menlo Park CA USA

Abstract
I use mechanized verification to examine several first- and higher-order for-

malizations of Anselm’s Ontological Argument against the charge of begging the
question. I propose three different criteria for a premise to beg the question in
fully formal proofs and find that one or another applies to all the formalizations
examined. My purpose is to demonstrate that mechanized verification provides
an effective and reliable technique to perform these analyses; readers may de-
cide whether the forms of question begging so identified affect their interest in
the Argument or its various formalizations.

1 Introduction
I assume readers have some familiarity with St. Anselm’s 11’th Century Ontological
Argument for the existence of God [2]; a simplified translation from the original Latin
of Anselm’s Proslogion is given in Figure 1, with some alternative readings in square
parentheses. This version of the argument appears in Chapter II of the Proslogion;
another version appears in Chapter III and speaks of the necessary existence of
God. Many authors have examined the Argument, in both its forms; in recent
years, most begin by rendering it in modern logic, employing varying degrees of
formality. The Proslogion II argument is traditionally rendered in first-order logic
while propositional modal logic is used for that of Proslogion III. More recently,
higher-order logic and quantified modal logic have been applied to the argument of
Proslogion II. My focus here is the Proslogion II argument, represented completely

I am grateful to Richard Campbell of the Australian National University for stimulating discussion
on these topics, to my colleagues Sam Owre and N. Shankar for many useful conversations on PVS
and logic, and to the anonymous reviewers for very helpful comments.
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We can conceive of [something/that] than which there is no greater
If that thing does not exist in reality, then we can conceive of a greater

thing—namely, something [just like it] that does exist in reality
Thus, either the greatest thing exists in reality or it is not

the greatest thing
Therefore the greatest thing exists in reality
[That’s God]

Figure 1: The Ontological Argument

formally in first- or higher-order logic, and explored with the aid of a mechanized
verification system. Elsewhere [26], I use a verification system to examine renditions
of the argument in modal logic, and also the argument of Proslogion III.

Verification systems are tools from computer science that are generally used for
exploration and verification of software or hardware designs and algorithms; they
comprise a specification language, which is essentially a rich (usually higher-order)
logic, and a collection of powerful deductive engines (e.g., satisfiability solvers for
combinations of theories, model checkers, and automated and interactive theorem
provers). I have previously explored renditions of the Argument due to Oppenheimer
and Zalta [19] and Eder and Ramharter [12] using the PVS verification system
[23, 24], and those provide the basis for the work reported here. Benzmüller and
Woltzenlogel-Paleo have likewise explored modal arguments due to Gödel and Scott
using the Isabelle and Coq verification systems [5, 6].

Mechanized analysis confirms the conclusions of most earlier commentators: the
Argument is valid. Attention therefore focuses on the premises and their interpre-
tation. The premises are a priori (i.e., armchair speculation) and thus not suitable
for empirical confirmation or refutation: it is up to the individual reader to accept
or deny them. We may note, however, that the premises are consistent (i.e., they
have a model), and this is among the topics that I previously subjected to mech-
anized examination [23] (as a byproduct, this examination demonstrates that the
Argument does not compel a theological interpretation: in the exhibited model, that
“than which there is no greater” is the number zero).

The Argument has been a topic of enduring fascination for nearly a thousand
years; this is surely due to its derivation of a bold conclusion from unexceptionable
premises, which naturally engenders a sense of disquiet: “The Argument does not,
to a modern mind, seem very convincing, but it is easier to feel that it must be
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fallacious than it is to find out precisely where the fallacy lies” [28, page 472]. Many
commentators have sought to identify a fallacy in the Argument or its interpretation
(e.g., Kant famously denied it on the basis that “existence is not a predicate”). One
direction of attack is to claim that the Argument “begs the question”1; that is, it
essentially assumes what it sets out to prove [22, 30]. This is the charge that I
examine here.

Begging the question has traditionally been discussed in the context of informal
or semi-formal argumentation and dialectics [3, 4, 29, 31, 32, 33], where the concern
is whether arguments that beg the question should be considered fallacious, or valid
but unpersuasive, or may even be persuasive. Here, we examine question begging in
the context of fully formal, mechanically checked proofs. My purpose is to provide
techniques that can identify potential question begging in a systematic and fairly
unequivocal manner. I do not condemn the forms of question begging that are
identified; rather, my goal is to highlight them so that readers can make up their
own minds and can also use these techniques to find other cases.

The paper is structured as follows. In the next section, I introduce a strict
definition of “begging the question” and show that a rendition of the Argument
due to Oppenheimer and Zalta [19] is vulnerable to this charge. Oppenheimer and
Zalta use a definite description (i.e., they speak of “that than which there is no
greater”) and require an additional assumption to ensure this is well-defined. Eder
and Ramharter argue that Anselm did not intend this interpretation (i.e., requires
only “something than which there is no greater”) [12, Section 2.3] and therefore
dispense with the additional assumption of Oppenheimer and Zalta. In Section
3, I show that this version of the argument does not beg the question under the
strict definition, but that it does so under a plausible weakening. In Section 4,
I consider an alternative premise due to Eder and Ramharter and show that this
does not beg the question under either of the previous interpretations, but I argue
that it is at least as questionable as the premise that it replaces because it so
perfectly discharges the main step of the proof that it seems reverse-engineered. I
suggest a third interpretation for “begging the question” that matches this case. In
Section 5, I consider the higher-order treatment of Eder and Ramharter [12, Section
3.3] and a variant derived from Campbell [7]; these proofs are more complicated
than the first-order treatments but I show how the third interpretation for “begging
the question” applies to them. I compare these interpretations to existing, mainly
informal, accounts of what it means to “beg the question” in Section 6. Finally, in
Section 7, I discuss some limitations and possible implications of this work.

1This phrase is widely misunderstood to mean “to invite the question.” Its use in logic derives
from medieval translations of Aristotle, where the Latin form Petitio Principii is also employed.
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2 Begging the Question: Strict Case
“Begging the question” is a form of circular reasoning in which we assume what we
wish to prove. It is generally discussed in the context of informal argumentation
where the premises and conclusion are expressed in natural language. In such cases,
the question-begging premise may state the same idea as the conclusion, but in
different terms, or it may contain superfluous or even false information, and there
is much literature on how to diagnose and interpret such cases [3, 4, 29, 31, 32, 33].
That is not my focus. I am interested in formal, deductive arguments, and in criteria
for begging the question that are themselves formal. Now, deductive proofs do not
generate new knowledge—the conclusion is always implicit in the premises—but they
can generate surprise or insight; I propose that criteria for question begging should
focus on the extent to which either the conclusion or its proof are “so directly”
represented in the premises as to vitiate the hope of surprise or insight.

The basic criterion for begging the question is that one of, or a collection of, the
premises is equivalent to the conclusion. But if some of the premises are equivalent
to the conclusion, what are the other premises for? Certainly we must need all the
premises to deduce the conclusion (else we can eliminate some of them); thus we
surely need all the other premises before we can establish that some of them are
equivalent to the conclusion. Hence, the criteria for begging the question should
apply after we have accepted the other premises. Thus, if C is our conclusion, Q
our “questionable” premise (which may be a conjunction of simpler premises) and
P our other premises, then Q begs the question if C is equivalent to Q, assuming
P : i.e., P ` C = Q. Of course, this means we can prove C using Q: P, Q ` C, and
we can also do the reverse: P, C ` Q.

Figure 2 presents Oppenheimer and Zalta’s treatment of the Ontological Argu-
ment [19] in PVS. I will not describe this in detail, since it is explained at tutorial
level [23] and used [24] elsewhere, but remark that the identifiers and constructs
used here are from [24] rather than [23]. Briefly, the specification language of PVS
is a strongly typed higher-order logic with predicate subtypes. This example uses
only first order but does make essential use of predicate subtypes and the proof obli-
gations that they can incur [27]. The uninterpreted type beings is used for those
things that are “in the understanding” (i.e., “understandable beings”). Note that a
question mark at the end of an identifier is merely a convention to indicate predicates
(which in PVS are simply functions with return type bool). The predicate God?
recognizes those beings “than which there is no greater”; the axiom ExUnd asserts
the existence of at least one such being; the(God?) is a definite description that
identifies this being. PVS generates a proof obligation (not shown here) to ensure
this being is unique (this is required by the predicate subtype used in the definition
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oandz: THEORY
BEGIN

beings: TYPE
x, y: VAR beings

>: (trichotomous?[beings])

God?(x): bool = NOT EXISTS y: y > x

re?(x): bool

ExUnd: AXIOM EXISTS x: God?(x)

Greater1: AXIOM FORALL x: (NOT re?(x) => EXISTS y: y > x)

God_re: THEOREM re?(the(God?))

%---------------- Question Begging Analysis ----------------------

Greater1_circ: THEOREM God_re => Greater1

END oandz

Figure 2: Oppenheimer and Zalta’s Treatment, in PVS

of the, which is part of the “Prelude” of standard theories built in to PVS) and
ExUnd and the trichotomy of > (also from the Prelude)2 are used to discharge this
obligation. The uninterpreted predicate re? identifies those beings that exist “in
reality” and the axiom Greater1 asserts that if a being does not exist in reality,
then there is a greater being.

The theorem God_re asserts that the being identified by the definite description
the(God?) exists in reality. The PVS proof of this theorem is accomplished by the
following commands.

PVS Proof(typepred "the(God?)") (use "Greater1") (grind)

These commands invoke the type associated with the(God?) (namely that it satisfies
the predicate God?), the premise Greater1, and then apply the standard automated
proof strategy of PVS, called grind. Almost all the proofs mentioned subsequently
are similarly straightforward and we do not reproduce them in detail.

2Trichotomy is the condition FORALL x, y: x > y OR y > x OR x = y.
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As first noted by Garbacz [14], the premise Greater1 begs the question un-
der the other assumptions of the formalization. We state the key implication as
Greater1_circ (PVS Version 7 allows formula names to be used in expressions as
shorthands for the formulas themselves) and prove it as follows.

PVS proof(expand "God_re")
(expand "Greater1")
(typepred "the(God?)")
(grind :polarity? t)
(inst 1 "x!1")
(typepred ">")
(grind)

The first two steps expand the formula names to the formulas they represent, the
typepred steps introduce the predicate subtypes associated with their arguments
(namely, that the(God?) satisfies God? and that > is trichotomous) and the other
steps perform quantifier reasoning and routine deductions.

Given that we have proved God_re from Greater1 and vice-versa, we can easily
prove they are equivalent. Thus, in the definition of “begging the question” given
earlier, C here is God_re, Q is Greater1 and P is the rest of the formalization (i.e.,
ExUnd, the definition of God?, and the predicate subtype trichotomous? asserted
for >).

3 Begging the Question: Weaker Case
Eder and Ramharter [12, Section 2.3] claim that Anselm’s Proslogion does not em-
ploy a definite description and that a correct reading is “something than which there
is no greater.” A suitable modification to the previous PVS theory is shown in Figure
3; the differences are that > is now an unconstrained relation on beings, and the
conclusion is restated as the theorem God_re_alt. As before, this theorem is easily
proved from the premises ExUnd and Greater1 and the definition of God?. However,
Greater1 no longer strictly begs the question because it cannot be proved from the
conclusion God_re_alt.

We can observe, however, that this specification of the Argument is very austere
and imposes no constraints on the relation >; in particular, it could be an entirely
empty relation. We demonstrate this in the theory interpretation eandr1interp,
where all beings exist in reality, and none are > than any other (some may think
this describes the real world), and beings are interpreted as natural numbers. PVS
generates proof obligations (not shown here) to ensure the axioms of the theory
eandr1 are theorems under this interpretation, and these are trivially true.
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eandr1: THEORY
BEGIN

beings: TYPE
x, y: VAR beings

>(x, y): bool

God?(x): bool = NOT EXISTS y: y > x

re?(x): bool

ExUnd: AXIOM EXISTS x: God?(x)

Greater1: AXIOM FORALL x: (NOT re?(x) => EXISTS y: y > x)

God_re_alt: THEOREM EXISTS x: God?(x) AND re?(x)

%---------------- Question Begging Analysis ----------------------

Greater1_circ_alt: THEOREM trichotomous?(>)
IMPLIES God_re_alt => Greater1

Greater1_circ_alt2: THEOREM (FORALL x, y: God?(x) => x>y or x=y)
IMPLIES God_re_alt => Greater1

END eandr1

eandr1interp: THEORY
BEGIN

IMPORTING eandr1{{
beings := nat,
> := LAMBDA (x, y: nat): FALSE,
re? := LAMBDA (x: nat): TRUE

}} AS model

END eandr1interp

Figure 3: Eder and Ramharter’s First Order Treatment, in PVS

Such a model seems contrary to the intent of the Argument: surely it is not
intended that something than which there is no greater is so because nothing is
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greater than anything else. So we should surely require some minimal constraint on
> to eliminate such vacuous models. A plausible constraint is that > be trichotomous;
if we add this condition, as in Greater1_circ_alt, then the premise Greater1 can
again be proved from the conclusion God_re_alt. (Note that the string IMPLIES
and the symbol => are synonyms in PVS, we alternate them for readability.) A
weaker condition is to require only that beings satisfying the God? predicate should
stand in the > relation to others; this is stated in Greater1_circ_alt2 and is also
sufficient to prove Greater1 from God_re_alt.

In terms of the abstract formulation given at the beginning of Section 2, what
we have here is that the conclusion C can be proved using the questionable premise
Q: P, Q ` C, but not vice versa. However, if we augment the other premises P by
adding some P2, then we can indeed prove Q: P, P2, C ` Q, and also the equivalence
of C and Q: P, P2 ` C = Q. Thus, Q does not beg the question C under the original
premises P but does do so under the augmented premises P, P2. We will say that Q
weakly begs the question, where P2 determines the “degree” of weakness.

In this example, the question begging premise fails our definition of strict begging
because it is used in an impoverished theory, and weak begging compensates for that.
Another way a premise can escape strict begging is by being stronger than necessary
and one way to compensate for that is to strengthen the conclusion by conjoining
some S so that P, (C ∧ S) ` Q and P, Q ` (C ∧ S). However, it may be difficult to
satisfy both of these simultaneously and the first is equivalent to weak begging with
P2 = S; hence, we prefer the original, more versatile, notion of weak begging.

Observe that one can always construct a P2 and thereby claim weak begging;
the question is whether it is plausible and innocuous in the intended interpretation,
and this is a matter for human judgment.

4 Indirectly Begging the Question
Eder and Ramharter consider Greater1 an unsatisfactory premise because it does
not express “conceptions presupposed by the author” (i.e., Anselm) [12, Section
3.2] and says nothing about what it means to be greater other than the contrived
connection to exists in reality. They propose an alternative premise Greater2,
which is shown in Figure 4. This theory is the same as that of Figure 3, except that
Greater2 is substituted for Greater1, and a new premise Ex_re is added.

It is easy to prove the conclusion God_re_alt from the new premises; they also
directly entail Greater1 so there is circumstantial evidence that they are question
begging. However, it is not possible to prove Greater2 from God_re_alt and the
other premises, nor have I found a plausible augmentation to the premises that
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eandr2: THEORY
BEGIN

beings: TYPE
x, y: VAR beings

>(x, y): bool

God?(x): bool = NOT EXISTS y: y > x

re?(x): bool

ExUnd: AXIOM EXISTS x: God?(x)

Ex_re: AXIOM EXISTS x: re?(x)

Greater2: AXIOM FORALL x, y: (re?(x) AND NOT re?(y) => x > y)

God_re_alt: THEOREM EXISTS x: God?(x) AND re?(x)

END eandr2

Figure 4: Eder and Ramharter’s Adjusted First Order Treatment, in PVS

enables this. Thus, it seems that Greater2 does not beg the question under our
current definitions, neither strictly nor weakly, so we should investigate whether
some alternative method might expose it to this charge.

When constructing a mechanically checked proof of God_re_alt using Greater2
I was struck how neatly the premise exactly fits the requirement of the interactive
proof at its penultimate step. To see this, observe the PVS sequent shown below; we
arrive at this point following a few straightforward steps in the proof of God_re_alt.
First, we introduce the premises ExUnd and Ex_re, expand the definition of God?, and
perform a couple of routine steps of Skolemization, instantiation, and propositional
simplification.

PVS Sequent AGod_re_alt :

[-1] re?(x!1)
|-------

{1} x!1 > x!2
[2] re?(x!2)
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PVS represents its current proof state as the leaves of a tree of sequents (here there
is just one leaf); each sequent has a collection of numbered formulas above and below
the |––- turnstile line; the interpretation is that the conjunction of formulas above
the line should entail the disjunction of those below. Bracketed numbers on the
left are used to identify the lines, and braces (as opposed to brackets) indicate this
line is new or changed since the previous proof step. Terms such as x!1 are Skolem
constants. PVS eliminates top level negations by moving their formulas to the other
side of the turnstile. Thus the sequent above is equivalent to the following.

Variant SequentGod_re_alt :

[-1] re?(x!1)
[2] NOT re?(x!2)

|-------
{1} x!1 > x!2

We can read this as

re?(x!1) AND NOT re?(x!2) IMPLIES x!1 > x!2

and then observe that Greater2 is its universal generalization.
PVS has capabilities that help mechanize this calculation. If we ask PVS to

generalize the Skolem constants in the original sequent, it gives us the formula

FORALL (x_1, x_2: beings): re?(x_2) IMPLIES x_2 > x_1 OR re?(x_1)

Renaming the variables and rearranging, this is

FORALL (x, y: beings): (re?(x) AND NOT re?(y)) IMPLIES x > y

which is identical to Greater2. Thus, Greater2 corresponds precisely to the formula
required to discharge the final step of the proof.

I will say that a premise indirectly begs the question if it supplies exactly what
is required to discharge a key step in the proof. Unless they are redundant or
superfluous, all the premises to a proof will be essential to its success, so it may seem
that any premise can be considered to indirectly beg the question. Furthermore, if
we do enough deduction, we can often arrange things so that the final premise
to be installed exactly matches what is required to finish the proof. My intent
is that the criterion for indirect begging applies only when the premise in question
perfectly matches what is required to discharge a key (usually final) step of the proof
when the preceding steps have been entirely routine. It is up to the individual to
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decide what constitutes “routine” deduction; I include Skolemization, propositional
simplification, definition expansion and rewriting, but draw the line at nonobvious
quantifier instantiation. The current example does require quantifier instantiation:
a few steps prior to Sequent A above, the proof state is represented by the following
sequent.

PVS SequentGod_re_alt :

{-1} God?(x!1)
{-2} re?(x!2)

|-------
[1] EXISTS x: God?(x) AND re?(x)

The candidates for instantiating x are the Skolem constants x!1 or x!2. The correct
choice is x!1 and I would allow this selection, or even some experimentation with
different choices, within the “obvious” threshold, though others may disagree.

I claim that the sequent constructed by the PVS prover following routine de-
ductions is a good representation of our epistemic state after we have digested the
other premises. If the questionable premise then supplies exactly what is required to
complete the proof (by generalizing the sequent), then it appears reverse-engineered,
and certainly eliminates any hope of surprise or insight. Hence, I consider it to beg
the question.

My description of indirect begging is very operational and might seem tied to
the particulars of the PVS prover, so we can seek a more abstract definition. After
we have installed the other premises, the PVS sequent is a representation of P ⊃ C.
The proof engineering that reveals Q indirectly to beg the question shows that Q is
what is needed to make this a theorem, so ` Q ⊃ (P ⊃ C). But more than this, it
is exactly what is needed, so we could suppose ` Q = (P ⊃ C) and then take this as
a definition of indirect begging.3 Notice that strict begging implies this definition,
but not vice-versa. However, a difficulty with this definition is that the direction
` (P ⊃ C) ⊃ Q is generally stronger than can be proved. The proof engineering
approach to indirect begging can be seen as an operational way to interpret and
approximate this definition: we use deduction to simplify P ⊃ C and then ask
whether Q is its universal generalization.

In simple cases, the proof engineering approach is straightforward and makes
good use of proof automation, but it may be difficult to apply in more complex proofs
where a premise is employed as part of a longer chain of deductions. In the following

3I am grateful to one of the reviewers for this suggestion.
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section I show how careful proof structuring can, without undue contrivance, isolate
the application of a premise and expose its question begging character.

5 Indirect Begging in More Complex Proofs
In search of a more faithful reconstruction of Anselm’s Argument, Eder and Ramhar-
ter observe that Anselm attributes properties to beings and that some of these (no-
tably exists in reality) contribute to evaluation of the greater relation [12, Section
3.3]. They formalize this by hypothesizing some class P of “greater-making” proper-
ties on beings and then define one being to be greater than another exactly when it
has all the properties of the second, and more besides. This treatment is higher or-
der because it involves quantification over properties, not merely individuals. This
is seen in the definition of > in the PVS formalization of Eder and Ramharter’s
higher order treatment shown in Figure 5. Notice that P is a set (which is equivalent
to a predicate in higher-order logic) of predicates on beings; in PVS a predicate
in parentheses as in F: VAR (P) denotes the corresponding subtype, so that F is
a variable ranging over the subsets of P. A more detailed description of this PVS
formalization is provided elsewhere [24].

The strategy for proving God_re_ho is first to consider the being x introduced
by ExUnd; if this being exists in reality, then we are done. If not, then we consider
a new being that has exactly the same properties as x, plus existence in reality—
this is attractively close to Anselm’s own strategy, which is to suppose that very
same being can be (re)considered as existing in reality. In the PVS proof this is
accomplished by the proof step

PVS Proof Step(name "X" "choose! z: FORALL F: F(z) = (F(x!1) OR F=re?)")

which names X to be such a being. Here, x!1 is the Skolem constant corresponding
to the x introduced by ExUnd and choose! is a “binder” derived from the PVS
choice function choose, which is defined in the PVS Prelude. This X is some being
that satisfies all the predicates of x!1, plus re?. Given this X, we can complete the
proof, except that PVS generates the subsidiary proof obligation shown below to
ensure that the choice function is well-defined (i.e., there is such an X).4

PVS TCCEXISTS (x: beings): (FORALL F: F(x) = (F(x!1) OR F = re?))

4This is similar to the proof obligation generated for the definite description used in Oppen-
heimer and Zalta’s rendition: there we had to prove that the predicate in the is uniquely satisfiable;
here we need merely to prove that the predicate in choose! is satisfiable. The properties of the def-
inite description, the choice function, and Hilbert’s ε are described and compared in our description
of Oppenheimer and Zalta’s treatment [23].
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eandrho: THEORY
BEGIN

beings: TYPE

x, y, z: VAR beings

re?: pred[beings]

P: set[ pred[beings] ]

F: VAR (P)

>(x, y): bool = (FORALL F: F(y) => F(x)) & (EXISTS F: F(x) AND NOT F(y))

God?(x): bool = NOT EXISTS y: y > x

ExUnd: AXIOM EXISTS x: God?(x)

Realization: AXIOM
FORALL (FF:setof[(P)]): EXISTS x: FORALL F: F(x) = FF(F)

God_re_ho: THEOREM member(re?, P) => EXISTS x: God?(x) AND re?(x)

END eandrho

Figure 5: Eder and Ramharter’s Higher Order Treatment, in PVS

This proof obligation requires us to establish that there is a being that satisfies
the expression in the choose!; it is generated from the predicate subtype specified
for the argument to choose and is therefore called a PVS Typecheck Correctness
Condition, or TCC [27].

Eder and Ramharter provide the axiom Realization for this purpose; it states
that for any collection of properties, there is a being that exemplifies exactly those
properties and, when its variable FF is instantiated with the term

{ G: (P) | G(x!1) OR G=re? },

it provides exactly the expression above. In other words, Realization is a gener-
alization of the formula required to discharge a crucial step in the proof. Thus, I
claim that the premise Realization indirectly begs the question in this proof. This
seems appropriate to me, because Realization says we can always “turn on” real
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existence and, taken together with ExUnd and the definition of >, this amounts to
the desired conclusion.

An alternative and more common style of proof in PVS would invoke the premise
Realization directly at the point where name and choose! are used in the proof
described here. The direct invocation obscures the relationship between the formal
proof and Anselm’s own strategy, and it also uses Realization as one step in a
chain of deductions that masks its question begging character. Thus, use of name
and choose! are key to revealing both the strategy of the proof and the question
begging character of Realization. Note that the deductions prior to the name
command, and those on the subsequent branch to discharge the TCC should be
routine if Realization is to be considered indirectly question begging, but those
on the other branch may be arbitrarily complex.

Campbell [8], who is completing a new book on the Argument [7], adopts some
of Eder and Ramharter’s higher order treatment, but rejects Realization on the
grounds that it is false. Observe that we could have incompatible properties5 and
Realization would then provide the existence (in the understanding) of a being
that exemplifies those incompatible properties, and this is certainly questionable. A
better approach might be to weaken Realization to allow merely the addition of
re? to the properties of some existing being. This is essentially the approach taken
below.

Campbell’s formal treatment [8] differs from others considered here in that he in-
cludes more of Anselm’s presentation of the Argument (e.g., where he speaks of “the
Fool”). The treatment shown in Figure 6 is my simplified interpretation of Camp-
bell’s approach, scaled back to resemble the other treatments considered. Campbell
adopts Eder and Ramharter’s higher order treatment, but replaces Realization by
(in my interpretation) the axiom Weak_real which essentially states that if x does
not exist in reality, then we can consider a being just like it that does. A being
“just like it” is defined in terms of a predicate quasi_id introduced by Eder and
Ramharter [12, Section 3.3] and is true of two beings if they have the same prop-
erties, except possibly those in a given set D. Observe that the PVS specification
writes this higher order predicate in Curried form. Here, D is always instantiated by
the singleton set jre containing just re?, so we always use quasi_id(jre).

5Eder and Ramharter are careful to require that all the greater-making properties are “positive”
so directly contradictory properties are excluded, but we can have positive properties that are
mutually incompatible [15]. Examples are being “perfectly just” and “perfectly merciful”: the first
entails delivering exactly the “right amount” of punishment, while the latter may deliver less than
is deserved.
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campbell: THEORY
BEGIN

beings: TYPE

x, y, z: VAR beings

re?: pred[beings]

P: set[ pred[beings] ]

F: var (P)

>(x, y): bool = (FORALL F: F(y) => F(x)) & (EXISTS F: F(x) AND NOT F(y))

God?(x): bool = NOT EXISTS y: y > x

ExUnd: AXIOM EXISTS x: God?(x)

quasi_id(D: setof[(P)])(x,y: beings): bool =
FORALL (F:(P)): NOT D(F) => F(x) = F(y)

jre: setof[(P)] = singleton(re?)

Weak_real: AXIOM
NOT re?(x) => (EXISTS z: quasi_id(jre)(z, x) AND re?(z))

God_re_ho: THEOREM member(re?, P) => EXISTS x: God?(x) AND re?(x)

END campbell

Figure 6: Simplified Version of Campbell’s Treatment, in PVS

A couple of routine proof steps bring us to the following sequent.

God_re_ho :

{-1} P(re?)
|-------

[1] EXISTS y: y > x!1
[2] re?(x!1)
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Our technique for discharging this is to instantiate formula 1 with a being just like
x!1 that does exist in reality, which we name X.

(name "X" "(choose! z: quasi_id(jre)(z, x!1) AND re?(z))")

The main branch of the proof then easily completes and we are left with the obli-
gation to ensure that application of the choice function is well-defined. That is, we
need to show

EXISTS (z: beings): quasi_id(jre)(z, x!1) AND re?(z)

under the condition NOT re?(x!1). This is precisely what the premise Weak_real
supplies, so we may conclude that this premise indirectly begs the question.

The higher order formalizations considered in this section have slightly longer
and more complex proofs than those considered earlier. This means that the indirect
question begging character of a particular premise may not be obvious if it occurs
in the middle of a chain of proof steps. Use of the name and choose! constructs
accomplishes two things: it highlights the strategy of the proof (namely, it identifies
the attributes of the alternative being to consider if the first one does not exist in
reality), and it isolates application of the questionable premise to a context where
its indirect question begging character is revealed.

6 Comparison with Informal Accounts of
Begging the Question

There are several works that examine the Ontological Argument against the charge
that it begs the question. Some of these, including the present paper, employ a “log-
ical” interpretation for begging the question, which is to say they associate question
begging with the logical form of the argument and not with the meaning attached
to its symbols. Others employ a “semantical” interpretation and find circularities in
the meanings of the concepts employed by the Argument prior to consideration of
its logical form.

Roth [21], for example, observes that Anselm begins by offering a definition
of God as that than which nothing greater can be conceived and then claims that
greatness already presupposes existence and is therefore question begging. McGrath
[18] criticizes Rowe’s analysis and presents his own, which finds circularity in the
relationship between possible and real existence. (Kant, who named the Argument,
declared that existence is not a predicate [16].) Devine [10] (who was writing 15
years earlier than McGrath but is not cited by him) asks whether it is possible to
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use “God” in a true sentence without assuming His existence and concludes that it
is indeed possible and thereby acquits the Argument of this kind of circularity.

All these considerations lie outside the scope considered here. We treat “greater
than,” “real existence,” and any other required terms as uninterpreted constants,
and we assume there is no conflict between the parts they play in the formalized
Argument and the intuitive interpretations attached to them. We then ask whether
the formalized argument begs the question in a logical sense.

Many authors consider logical question begging in semi-formal arguments. Some
consider a “dialectical” interpretation associated with the back and forth style of
argumentation that dates to Aristotle’s original identification of the fallacy (as he
thought of it), while others consider an “epistemic” interpretation in the context of
standard deductive arguments. Walton [33] outlines a history of analysis of begging
the question, focusing on the dialectical interpretation, while Garbacz [13] provides
a formal account within this framework. Walton [31] contends that the notion
of question begging and the intellectual tools to detect it are similar in both the
dialectical and epistemic interpretations, so I will focus on the epistemic case. The
intuitive idea is that a premise begs the question epistemically when “the arguer’s
belief in the premise is dependent on his or her reason to believe the conclusion”
[31, page 241].

Several authors propose concrete definitions or methods for detecting epistemic
question begging. Walton [31], for example, recommends proof diagrams (as sup-
ported in the Araucaria system [20]) as a tool to represent the structure of informal
arguments, and hence reveal question begging circularities. He illustrates this with
“The Bank Manager Example”:

Manager: Can you give me a credit reference?
Smith: My friend Jones will vouch for me.
Manager: How do we know he can be trusted?
Smith: Oh, I assure you he can.

Our interest here is with formal arguments and as soon as one starts to formalize
The Bank Manager Example, it becomes clear that the argument is invalid, for it
has the following form.

Premise 1: ∀a, b : trusted(a) ∧ vouch-for(a, b) ⊃ trusted(b)
Premise 2: vouch-for(Jones, Smith)
Premise 3: vouch-for(Smith, Jones)
Conclusion: trusted(Smith)
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The invalidity here is stark and independent of any ideas about question begging.
Walton describes other methods for detecting question begging in informal argu-
ments but most of the examples are revealed as invalid when formalized. While
these methods may be of assistance to those committed to notions of informal ar-
gument or argumentation, our focus here is on valid formal arguments, so we do
not find these specific techniques useful, although we do subscribe to the general
“epistemic” model of question begging, and will return to this later.

Barker [4], building on [3, 29], calls a deductive argument simplistic if it has a
premise that entails the conclusion; he claims that all and only such (valid) argu-
ments are question begging. Our definition for strict begging includes this case, but
also others. For example, Barker considers the argument with premises p and ¬q
and conclusion p to beg the question, whereas that with premises p∨ q and ¬q, and
the same conclusion does not, which seems peculiar to say the least. Both of these
are question begging by our strict definition.

Now one might try to “mask” the question begging character of an argument
that satisfies Barker’s definition by adding obfuscating material, so he needs some
notion of equivalence to expose such “masked” arguments. However, it cannot be
logical equivalence of the premises because the conjunction of premises is identical in
the two cases above, yet Barker considers one to be question begging and the other
not. Barker proposes that “relevant equivalence” (i.e., the bidirectional implication
of relevance logic [11]) of the premises is the appropriate notion. The examples
above are not equivalent by this criterion (¬q ⊃ p and ¬q illustrate premises that
are equivalent to the second example by this criterion) and so the question begging
character of the first does not implicate the second, according to Barker.

As noted, all these examples strictly beg the question by my definition and I
claim this is as it should be. Recall that a premise strictly begs the question when
it is equivalent to the conclusion, given the other premises. Now, the essence of
the epistemic interpretation for begging the question is that truth of the premise
in question is difficult to know or believe independently of the conclusion, and I
assert that this judgment must be made after we have digested the other premises
(otherwise, what is their purpose?). Thus, if ¬q is given (digested), then p ∨ q and
p are logically equivalent and we cannot believe one independently of the other and
p ∨ q is rightly considered to beg the question in this context. Barker judges p ∨ q
and p in the absence of any other premise and thereby reaches the wrong conclusion,
in my opinion.

My proposal for strict begging differs from those in the literature but is not
unrelated to existing proposals such as Barker’s. My proposals for weak and indirect
begging depart more radically from previous treatments. I consider a premise to be
weakly begging when light augmentation to the other premises render it strictly
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begging. Human judgment must determine whether the augmentation required is
innocuous or contrived and this can be guided by epistemic considerations: if the
augmentation is required to establish a context in which the questionable premise(s)
are plausible (as in our example of Figure 3, where we certainly intend the > relation
to be nonempty), then the questionable premise(s) surely beg the question in the
informal epistemic sense as well as in our formal weak sense.

Indirect begging arises when the questionable premise supplies (a generalization
of) exactly what is required to make a key move in the proof. Provided we have
not applied anything beyond routine deduction, I claim that the proof state (conve-
niently represented as a sequent) represents our epistemic state after digesting the
other premises and the desired conclusion. An indirectly begging premise is typically
(a generalization of) one that can be reverse engineered from this state, and belief
in such a premise cannot be independent of belief in the current proof state; hence
such a premise begs the question in the informal epistemic sense as well as in our
formal indirect sense.

The informal epistemic criterion underpins our definitions for begging the ques-
tion in formal deductive arguments. These identify when a premise may be consid-
ered to beg the question, but it is not immediate from these definitions why this
should be considered a defect. The conclusion to a deductive argument is always
implicit or “contained” in the premises but one source of value or satisfaction can be
surprise at the revelation that the premises do indeed entail the conclusion. This is
surely one reason for the enduring interest in the Ontological Argument: its premises
seem innocuous, yet its conclusion is bold. But when a premise is shown to beg the
question, this surprise is seen to be illusory: we already assented to the conclusion
when we accepted the premise in question.

Most authors who examine question begging in the Ontological Argument implic-
itly apply an epistemic criterion, and do so in the context of modal representations
of the argument (which are briefly mentioned below). Walton, however, does discuss
first-order formulations in a paper that is otherwise about modal formulations [30].

Walton begins with a formulation that is identical (modulo notation) to that of
Figure 4. He asserts that the premise Greater2 (his premise 2) is implausibly strong
because it “would appear to imply, for example, that a speck of dust is greater than
Paul Bunyan.”6 I would suggest that a better indicator of its “implausible strength”
is the fact that it indirectly begs the question, as described in Section 4. Walton then
proposes that premise Greater1 of Figure 3 (his premise 2G) may be preferable but
worries that our reason for believing Greater1 must be something like Greater2.
It is interesting that Walton does not indicate concern that Greater1 might beg

6Paul Bunyan is a lumberjack character in American folklore.
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the question, whereas our analysis shows that it is weakly begging, and becomes
strictly so in the presence of premises that require a modicum of connectivity in
the > relation (recall Sections 2 and 3). Thus, I suggest that the formulations and
methods of analysis proposed here are more precise, informative, and checkable than
Walton’s and other informal interpretations for begging the question.

7 Conclusion
Once we go beyond the “simplistic” case, where the conclusion is directly entailed by
one of its premises, the idea of begging the question is open to discussion and personal
judgment. A variety of positions are contested in the literature on argumentation
and were surveyed in Section 6, but I have not seen any discussion of question
begging in fully formal deductive settings.

My proposal is that a premise may be considered to beg the question when it
is equivalent to the conclusion, given the other premises (strict begging), or a light
augmentation of these (weak begging), or when it directly discharges a key step of
the proof (indirect begging). The intuition is that such premises are so close to the
conclusion or its proof that they cannot be understood or believed independently of
it. I have shown that several first- and higher-order formalizations of the Ontological
Argument beg the question, illustrating each of the three kinds of question begging.
I suspect that all similar formulations of the Argument are vulnerable to the same
charge.

Separately (in work performed after this paper was prepared) [26], I have ex-
amined several formulations of the argument in quantified modal logic (including
that of Rowe [22], who explicitly accuses the Argument of begging the question,
and those of Adams [1] and Lewis [17], who also discuss circularity) and found them
vulnerable to the same criticism. The analysis there reveals that modal formulations
of the Argument admit delicate choices in how the quantification is arranged and
this determines identification of the premises accused of question begging.

Begging the question is not a fatal defect and does not affect validity of its argu-
ment; identification of a question begging premise can be an interesting observation
in its own right, as may be identification of the augmented premises that reveal a
weakly begging one. However, I think most would agree that the persuasiveness of
an argument is diminished when its premises are shown to beg the question. Fur-
thermore, revelation of question begging undermines any delight or surprise in the
conclusion, for the question begging premise is now seen to express the same idea.

Indirect begging is perhaps the most delicate case: it reveals how exquisitely
crafted—one is always tempted to say reverse-engineered—is the questionable
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premise to its rôle in the proof. To my mind, it casts doubt on the extent to
which the premise may be considered analytic in the sense that Eder and Ramhar-
ter use the term: that is, something that the author “could have held to be true for
conceptual (non-empirical) reasons” [12, Section 1.2(7)].

In a related observation, Eder and Ramharter note that in a deductively valid
argument the premises always “contain” the conclusion but, for an argument to
be satisfying, they should do so in a non-obvious way: the conclusion has to be
“hidden” in the premises [12, Section 1.2(5)]. One way of looking at the notions
of question begging defined here is that they identify cases where the conclusion
is insufficiently well hidden. A legitimate criticism is that the methods employed,
particularly for weak and indirect begging, may be too powerful, so that intuitively
“well hidden” conclusions are exposed by unreasonably intense scrutiny. Richard
Campbell expresses this concern [9] and poses an example derived from Proslogion
III. Here, we have two premises

1. “Something-than-which-a-greater-cannot-be-thought” (STWNG) so truly ex-
ists that it cannot be thought not to exist.

2. Whatever is other than God can be thought not to exist.

The desired conclusion is “God is STWNG” (and hence exists).
Since this has only two premises, if we are given either one plus the conclusion

it is always possible to calculate the other, and Campbell is concerned this can be
used to justify an accusation of indirect begging. He finds this argument to be a
satisfying one since the first premise says nothing about God, and the second says
nothing about His greatness, so the conclusion is nicely hidden in the premises.

This is a modal argument (i.e., it involves necessary and possible existence) and
I prefer not to complicate this paper with a description of how modal arguments are
embedded in PVS (this is done at length elsewhere [25, 26]), but the salient point
is that my methods can indeed be used unjustly to accuse this argument of begging
the question.

First, we might claim that STWNG should be unique under the intended inter-
pretation. If we add this as a premise, then Premise 2 can be proved from the other
premises and the Conclusion and is therefore weakly begging. Separately, Premise
1 can be reverse-engineered (and thereby claimed as indirectly begging) from the
Conclusion and Premise 2, but the derivation involves a quantifier instantiation (of
STWNG for the “whatever” variable in Premise 2).

Now, weak begging is “graduated” by the strength of the augmenting premise,
and indirect begging by the deductive power employed, so this example nicely illus-
trates the range of judgments that are possible. Campbell states that to augment the
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premises is not merely unnecessary but an error, for uniqueness is a consequence, not
an assumption, of this argument. Furthermore, the quantifier instantiation required
to exhibit indirect begging is not routine (indeed, PVS does not find it automati-
cally) but a creative step. Thus, the accusations of weak and indirect begging should
both be rejected in this example. In contrast, the augmentation and deductive power
needed to reveal weak and indirect begging in the Proslogion II argument seem rea-
sonable to me and serve correctly to identify the premises concerned as contrived
rather than analytic.

It is, of course, for individual readers to form their own opinions and to de-
cide whether the forms of question begging identified here affect their confidence, or
their interest, in the various renditions of Anselm’s Argument, or in the Argument
itself. What I hope all readers find attractive is that these methods provide explicit
evidence to support accusations of question begging that can be exhibited, exam-
ined, and discussed, and that may be found interesting or enlightening even if the
accusations are ultimately rejected.

Observe that detection of the various kinds of question begging requires exploring
variations on a specification or proof. This is tedious and error-prone to do by hand,
but simple, fast, and reliable using mechanized assistance. I hope the methods and
tools illustrated here will encourage others to investigate similar questions concerning
this and other formalized arguments: as Leibniz said, “let us calculate.”

References
[1] Robert Merrihew Adams. The logical structure of Anselm’s arguments. The Philosoph-

ical Review, 80(1):28–54, 1971.
[2] St. Anselm. Proslogion. Internet Medieval Sourcebook. Fordham University (in English,

the original Latin is dated 1077).
[3] John A. Barker. The fallacy of begging the question. Dialogue, 15(2):241–255, 1976.
[4] John A. Barker. The nature of question-begging arguments. Dialogue, 17(3):490–498,

1978.
[5] Christoph Benzmüller and Bruno Woltzenlogel Paleo. Gödel’s God in Isabelle/HOL.

Archive of Formal Proofs, 2013.
[6] Christoph Benzmüller and Bruno Woltzenlogel Paleo. Interacting with modal logics in

the Coq proof assistant. In Computer Science—Theory and Applications: 10th Inter-
national Computer Science Symposium in Russia, CSR 2015, volume 9139 of Lecture
Notes in Computer Science, pages 398–411, Listvyanka, Russia, July 2015. Springer-
Verlag.

[7] Richard J. Campbell. Rethinking Anselm’s Arguments: A Vindication of his Proof of
the Existence of God. Brill, Leiden, The Netherlands, 2018.

1494



Question Begging in the Ontological Argument

[8] Richard J. Campbell. Personal communication, June 2016.
[9] Richard J. Campbell. Personal communication, February 2018.
[10] Philip E. Devine. Does St. Anselm beg the question? Philosophy, 50(193):271–281,

July 1975.
[11] J. Michael Dunn. Relevance logic and entailment. In Handbook of philosophical logic,

pages 117–224. Springer, 1986.
[12] Günther Eder and Esther Ramharter. Formal reconstructions of St. Anselm’s ontolog-

ical argument. Synthese, 192(9):2795–2825, October 2015.
[13] Paweł Garbacz. Begging the question as a formal fallacy. Logique & Analyse, 177–

178:81–100, 2002.
[14] Paweł Garbacz. Prover9’s simplifications explained away. Australasian Journal of

Philosophy, 90(3):585–592, 2012.
[15] Kenneth Einar Himma. Ontological argument. In James Fieser and Bradley Dowden,

editors, Internet Encyclopedia of Philosophy. April 2005.
[16] Jaakko Hintikka. Kant on existence, predication, and the Ontological Argument. Di-

alectica, 35(1/2):127–146, 1981.
[17] David Lewis. Anselm and actuality. Noûs, 4(2):175–188, May 1970.
[18] P. J. McGrath. The refutation of the Ontological Argument. The Philosophical Quar-

terly, 40(159):195–212, April 1990.
[19] Paul E. Oppenheimer and Edward N. Zalta. On the logic of the Ontological Argument.

Philosophical Perspectives, 5:509–529, 1991. Reprinted in The Philosopher’s Annual:
1991, Volume XIV (1993): 255–275.

[20] Chris Reed and Glenn Rowe. Araucaria: Software for argument analysis, diagramming
and representation. International Journal on Artificial Intelligence Tools, 13(4):961–
979, 2004.

[21] Michael Roth. A note on Anselm’s Ontological Argument. Mind, 79:271, April 1970.
[22] William L. Rowe. The Ontological Argument and question-begging. International

Journal for Philosophy of Religion, 7(4):425–432, 1976.
[23] John Rushby. The Ontological Argument in PVS. In Nikolay Shilov, editor, Fun

With Formal Methods, St Petersburg, Russia, July 2013. Workshop in association with
CAV’13.

[24] John Rushby. Mechanized analysis of a formalization of Anselm’s ontological argu-
ment by Eder and Ramharter. Technical Note, Computer Science Laboratory, SRI
International, Menlo Park, CA, January 2016.

[25] John Rushby. PVS embeddings of propositional and quantified modal logic. Technical
Report, Computer Science Laboratory, SRI International, Menlo Park, CA, June 2017.

[26] John Rushby. Mechanized analysis of modal reconstructions of Anselm’s Ontological
Arguments. Technical Report, Computer Science Laboratory, SRI International, Menlo
Park, CA, 2018. In preparation.

[27] John Rushby, Sam Owre, and N. Shankar. Subtypes for specifications: Predicate sub-

1495



Rushby

typing in PVS. IEEE Transactions on Software Engineering, 24(9):709–720, September
1998.

[28] Bertrand Russell. History of Western Philosophy: Collectors Edition. Routledge, 2013.
[29] David H. Sanford. The fallacy of begging the question: A reply to Barker. Dialogue,

16(3):485–498, 1977.
[30] Douglas N. Walton. The circle in the Ontological Argument. International Journal for

Philosophy of Religion, 9(4):193–218, 1978.
[31] Douglas N. Walton. Epistemic and dialectical models of begging the question. Synthese,

152(2):237–284, September 2006.
[32] Douglas N. Walton. Begging the Question: Circular Reasoning as a Tactic of Argu-

mentation. Greenwood Press, New York, NY, 1991.
[33] Douglas N. Walton. Begging the question as a pragmatic fallacy. Synthese, 100(1):95–

131, 1994.

Received 22 September 20171496



A Tractarian Resolution to the
Ontological Argument

Erik Thomsen
BlenderLogic

ethomsen@blenderlogic.com

The [ontological] argument does not, to a modern mind, seem very con-
vincing, but it is easier to feel convinced that it must be fallacious than
to find out precisely where the fallacy lies.
-Bertrand Russell [27]

Abstract
Ontological arguments for the existence of God highlight classical logic’s

problematic treatment of the existential entailments of true propositions. Is
existence implicitly assumed to hold of the logical subject (i.e., argument) of
a true proposition? Or must existence be explicitly predicated? To allow for
assertions about non-existent objects, modern non-classical approaches from
Meinong to Berto, reject the classical approach traceable to Kant and Frege
that associates existence with the logical subjects of true propositions. Yet, in
overcoming the acknowledged problems with logical subject-based existential
entailment (as exemplified by the existential quantifier) these newer predicate-
based approaches have only re-opened the door to the problems created by the
ontological argument (e.g., from Anselm, Descartes, Leibniz) which were what
originally had motivated Kant to delegitimize existential predicates in the first
place. Classical logic’s approach to the ontological argument appears to be
running in circles.

In this paper, I attempt to simultaneously resolve the problems in both the
predicate-based and logical subject-based approaches to the ontological argu-
ment (and to the characterization principle-based approaches which are closely
related to predicate-based ones) by replacing the notion of existential entail-
ment with the notion of ‘sequenced evaluation’ as the fundamental entailment
that applies to both the logical subject and predicate of a proposition. Towards
that end, I use a logic consistent with the principles laid out in Wittgenstein’s
Tractatus. The recasting of ontological arguments in Tractarian terms appears
to show a foundational mistake made by all approaches and how it can be
resolved.

The author wishes to thank the reviewers for their detailed suggestions and criticisms that served
to greatly improve the quality of the paper.

Vol. 5 No. 7 2018
Journal of Applied Logics — IfCoLog Journal of Logics and their Applications



Thomsen

1 Introduction
An ontological argument for the existence of God begins with one or more aspect(s)
of our common intuition intended to be so self-evident that they can be taken as an-
alytic or necessary premises. And then attempts, using only logic as reasoning tool,
to conclude that there must exist something in our shared reality that exemplifies
or corresponds to the concept of God.

Although there are numerous exemplars [18] and even classifications of onto-
logical arguments (including definitional, conceptual, modal, and mereological [20]),
they all rely on some notion of existence in both premises and conclusion. For exam-
ple, Anselm relies on the existence in reality of something that exemplifies a concept
as being greater1, in some sense (having added the generic qualifier ‘in some sense’
because Anselm does not provide an operational definition of what it means to be
greater), than the mere concept itself; Descartes [6] relies on necessary existence
being a perfection; Leibniz [13] distinguished existence from essence; Kant [10] re-
lies on existence being implicitly associated with the logical subject of an assertion;
Frege [9] equates existence with number, and Plantinga [22] treats existence as a
modal possibility.

The notion of existence and how it ought to be associated with the premises
and/or conclusions that make up the individual propositions belonging to an onto-
logical argument for God is thus one major problem that must be solved to either
construct a successful ontological argument or to successfully demonstrate that no
such argument is possible. Either outcome may be called a resolution of the onto-
logical argument.

A second major problem that receives nowhere near the same amount of atten-
tion, but which nevertheless must be solved, is understanding how the semantics (or
definitions) of key terms (e.g., ‘God’, ‘perfections’) can impact the validity, sound-
ness (and triviality) of a logical argument. For example, the mereological argument
attributed to Lewis [14] by Oppy [20] rests on a very different semantics for the term
‘God’ than do most other ontological arguments (whose semantics will be discussed
below). By equating God as the mereological sum of what exists, God is stripped of
its divine attributes and defined simply in terms of non-sentient existence. From the
fact that anything exists (e.g., you now reading this paper) it is trivial to conclude
that something exists. In this sense, Lewis’ semantics trivializes the ontological
argument.

1“And certainly that greater than which cannot be understood cannot exist only in thought,
for if it exists only in thought it could also be thought of as existing in reality as well, which is
greater.” From Chapter 2 ‘That God really exists’ in [29].
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The focus therefore, in this paper, will be on two kinds of ontological arguments
that (1) exemplify the wrestling within the logic community over how to associate
existence with propositions (e.g., through explicit predication, through logical sub-
jects, or some new way), and that (2) illustrate the importance of term semantics to
the construction and characterization of logical arguments and the propositions of
which they are composed. Specifically, I will discuss (1) Descartes’ reformulation in
the Meditations of Anselm’s original argument where necessary existence is treated
as a valid predicate; and (2) a version of the ontological argument not found in the
literature outside of Mion in [16] that I include as a means to highlight the impact of
existential generalization on any ontological argument and on existential entailments
more generally.2

Ontological arguments remain of current interest in large part because they high-
light areas where there is still disagreement about relevant logical principles. For
example, by rejecting the Kantian hypothesis where existence is entailed by the log-
ical subject of an assertion, (which one might argue had been done in an attempt
to refute Anselm’s and Descartes’ ontological argument) and by treating existence
as a real predicate, Priest [23] and Berto [4] now seem to be returning to Descartes’
implicit treatment of existence as a real perfection (i.e., predicate) for which the
problems in so doing were well understood by Kant. This flip flop is but one indi-
cation of a foundational problem having to do with the essence, not of God, but of
the components of a proposition (i.e., logical subject and predicate) and with the
relationship between logic and the world (a point of contention between Wittgen-
stein and his view of Russell and Frege ([32] 5.4) ) whose implications run through
the heart of modern logic, both classical and non-classical.

In this paper, I attempt to resolve both kinds of ontological arguments. (admit-
tedly with the less-than-shocking conclusion that they fail, but with new reasons
for why they fail). I will try to do this by showing (1) the fundamental mistakes
that occur in both Descartes’ argument and any argument from existential general-
ization; and (2) how these mistakes reflect a foundational problem that lies at the
heart of both classical logic and the supposed real predicate fixes of Meinong, Priest
and Berto that diverge from the classical tradition.

This will be done by using a logic consistent with the principles laid out in
Wittgenstein’s Tractatus [7]. These principles include a radical re-interpretation of
the components of a proposition that defines logical subjects and functions/pred-
icates in terms of sequenced computational processes instead of as references to
general objects and properties.

2Leibniz’s shoring up of Anselm’s argument by more precisely justifying the ability to conceive
of a perfect being is interesting but outside the scope of this paper which focuses on those aspects
of the Ontological argument directly impacted by logic’s approach to existence.
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Towards that end, the rest of the paper is divided in three sections. In §2,
I provide an analysis of Descartes’ argument and an illustrative argument from
existential generalization and include a critical discussion of Priest’s recent claim
that existential entailment is irrelevant. In §3, I describe relevant aspects of an
alternative approach to logic; what might be called Tractarian logic. And in §4, I
attempt to resolve the two contrasting ontological arguments by recasting them in
Tractarian terms.

2 Problems With The Ontological Arguments
The two major problems with the ontological arguments—existential implications
and term semantics are now discussed.

1. Existential implications are the first problem with ontological arguments.
At first sight, ontological arguments highlight logic’s reliance on some notion of
existence either being implicitly entailed by the logical subject of a true proposition
or being explicitly predicated. For Descartes, existence (i.e., necessary existence)
was a perfection (i.e., a positive predicate).3 Consider Descartes argument from his
Meditations on First Philosophy; Fifth meditation (p 24):

Whenever it happens that I think of a first and a sovereign Being, and,
so to speak, derive the idea of Him from the storehouse of my mind,
it is necessary that I should attribute to Him every sort of perfection,
although I do not get so far as to enumerate them all, or to apply my
mind to each one in particular. And this necessity suffices to make me
conclude (after having recognized that existence is a perfection) that this
first and sovereign Being really exists.

Descartes’ argument can be put in a more explicitly logical form as follows:

Descartes’ Argument

Premise (#1): I have an idea of a supreme being that has all perfec-
tions;

Premise (#2): Necessary existence is a perfection.
Conclusion (#3): A supreme being (i.e., God) necessarily exists.

3Descartes also thought that whatever could be clearly and distinctly perceived to be contained
in the idea of something was true of that thing.

1500



A Tractarian Resolution to the Ontological Argument

For Kant, the fault in Descartes’ argument lay in the second premise. Existence
could not be allowed to be a perfection (i.e., a predicate) lest Descartes’ conclu-
sion prove true. In his motivation to disallow the existential predicates assumed
by Descartes, (and Anselm, Leibniz, and Spinoza [31] before), Kant argued in the
Critique of Pure Reason (1787) that existence is analytically presumed in the logical
subject and so not a real predicate.4 Kant’s view of the existential import of logical
subjects was later baked into the fabric of what is called the existential quantifier in
classical predicate or first order logic ‘FOL’.

However, from the standard interpretation of the existential quantifier, another
kind of ontological argument can arise;5 one based directly on the classical notion
of existential generalization ‘EG’ where f(a) implies ∃x f(x).
(Read: f(a) implies that there exists an ‘x’ such that f is true of x.)

Consider, now, an EG argument.

(2) An EG Argument

Premise (#1): God is perfect.
Conclusion (#2): There exist an X (e.g., ‘God’) such that X is perfect.

Since the asserted premise is true by definition, the conclusion is not only valid,
but also sound. Therefore, God exists. But something is clearly wrong. This EG
argument seems like it should be trivially invalid. It shouldn’t be that easy to infer
an existential claim for the logical subject of an assertion.

So, it is not surprising that the entailment of existence from the logical subjects of
true assertions has been challenged. Beginning in the last century, such non-classical
thinkers as Meinong, (in [17]) and more recently Lambert [12], Oppenheimer and
Zalta [19], Priest [23] and Berto [4], found the classical, or logical subject-based
FOL view of existential entailments to be problematic. There are two aspects to
this more modern view of the problem.

The first aspect relates to the EG argument presented above where non-classical
thinkers did not wish to see existential claims implicitly attributed to the logical
subject of an assertion. Rather, they wanted to be able to freely assert or negate
the (real) existence of the logical subject of a true assertion. The second aspect is

4In On Denoting [28, p. 491], Russell also criticized Descartes’ argument. But his criticism
stating that Descartes’ ontological argument fails for “want of a proof of the premise” was unfair
because Descartes treated God’s perfection as analytic (coming from ‘the storehouse of my mind’).

5Though not an ontological argument in the sense of an argument widely discussed in the
literature, the EG argument is a way of exemplifying the problems that arise from associating the
quantification of a variable with any kind of existential entailment which is a significant problem as
described elsewhere in this essay.
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the classically interpreted FOL’s seeming inability to support useful reasoning over
fictional objects (e.g., Sherlock Holmes) which is something these same individuals
quite understandably wanted to be able to do. And in a formally supported way.

Solving both aspects to the problem, it was argued, required existence to be a
real predicate and concomitantly, for the quantifier to free itself of any existential
implications. What was hitherto called the existential quantifier is now referred
to by some as the particular quantifier; sometimes even given a new symbol as
with Lambert’s Free Logic [12]. While the recent advocacy for existence as a real
predicate seems to have solved the second aspect to the problem of existential entail-
ments, namely to allow useful reasoning over logical subjects that admittedly have
no reference, it came at a heavy cost; for it reopened the door to the problems in
Descartes’ original existence-as-a-predicated-perfection ontological argument. Thus,
in the sense of whether existence is associated with the predicate or logical subject of
a proposition, we are back to the view initially espoused by Descartes that existence
is a real perfection or predicate.6 The logical approach to existential entailments
has come full circle.

2. Term semantics are the second problem with ontological arguments.
Though it is common to see analyses of Descartes’ argument [30], [25] omit the
propositional attitude ‘I have an idea that x’ in order to focus on the existen-
tial implications of a supreme being having all perfections (e.g., [30] pps. 32-39),
doing so fundamentally changes the semantics of the argument by placing both the

6Some authors who follow in the wake of Meinong (e.g., [26], [21], [24], [3]) debate the issue
of existential entailments using the term characterization instead of ‘predications assumed to be
true of, or that are part of the identity of, an object’. Priest (2016), for example, asserts on p.
xviii (and then in chapter 4 beginning p. 83 under the heading ‘characterization principle’ or CP)
that “an object has those properties that it is characterized as having”. On closer examination,
however, this characterization principle reduces to the circular and trivial assertion that an object
for which certain predicates are assumed true (i.e., the properties the object is characterized as
having) may be assumed to be truthfully predicated with those predicates (i.e., the object has
those properties it is characterized as having). Priest himself criticizes CP as being too general,
but when it comes to discussing non-existent objects, for example on page 13, he uses the more
traditional language of predicates and refers to existence as a special predicate. Regardless whether
he eventually recasts the notion of predicatable existence in suitably restricted CP terms, it is
clear that he treats existence as something that may or may not be predicated of an object. (E.g.,
Sherlock Holmes is characterized as a detective which is to say that it is assumed that the predicate
‘is a detective’ is true of the object Sherlock Holmes. But this characterization is independent of
whether Sherlock Holmes exists.) So, although Priest and others use, at times, different terminology,
they adhere to the notion that existence is not entailed by the logical subject of a true proposition
but rather that existence is associated with an object through predication. Their arguments thus
fit into the existence-as-predicate group described in this paper and so are a part of the train of
logical approaches to existence that have come full circle.
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premises and the conclusion of Descartes ontological argument in the world of syn-
thetic propositions. As shown by Sobel, when recast in synthetic terms, Descartes’
first premise (recast on page 32 as ‘A supremely perfect being has every perfection.’)
either trivially presupposes the conclusion or yields an invalid argument depending
on whether the first premise is taken to mean that there exists a supreme being with
all perfections (from which the conclusion trivially follows) or whether it is taken to
mean that if there is a supreme being it would have all perfections (in which case
the conclusion does not follow).

In addition to showing the futility of trying to produce a non-trivially valid
ontological argument with synthetic premises, Sobel’s analysis shows how changes
in term semantics can impact a logical argument. Descartes original argument is, I
believe, more sophisticated than accounted for by Sobel’s synthetic rendering. This
is because Descartes’ first premise (as per his 5th meditation cited above) is that of
an a priori idea in the mind. And Descartes’ goal was to demonstrate that from an
a priori idea (i.e., a premise) in the mind we can nonetheless deduce the existence
of God in reality. Descartes’ ‘trick’ was the inclusion of an existential commitment
(necessary existence) as a 2nd premise in a seemingly non-controversial way, that by
virtue of the first premise is accorded both an a priori and synthetic status.

The semantics of an ontological argument are also impacted by the definitions
of the terms that (remain in and) make up the argument. Traditional approaches
to the ontological argument implicitly treat the semantics (or meanings) of salient
terms as a part of common intuition and so not requiring explicit treatment. Intu-
ition says that ‘God has all perfections.’ must be analytic. But nowhere in Anselm’s
original argument or in Descartes’ meditations or in Kant’s reflection on the ar-
guments is there any treatment of the semantic relationship between crucial terms
like God and perfect. When asserting the premise that “God has all perfections”,
what is the presumed relation between God and all perfections? Could God have
any imperfections? If so, then the assertion that God has all perfections becomes
synthetic. And Descartes’ argument becomes invalid.

3 Tractarian Logic
Before introducing the relevant aspects of Tractarian logic, it is useful to briefly
summarize the background consensus now called First Order Logic or FOL, against
which Wittgenstein was arguing. That consensus can be exemplified in two parts.

First, by Frege’s characterization of an assertion7 in terms of f(a) where ‘a’

7Whether in conjunction with an existential quantifier (e.g., “There exists an X such that
f(x)”), or a universal quantifier, (e.g., “For all ‘x’ f(x)” ), Hilbert, Peano, Russell, Carnap, Quine
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denotes an N-adic logical subject presumed to refer to an ordered set of n objects
and ‘f’ denotes what Frege called a function (now also called a predicate) presumed
to refer to a set of objects possessing whatever is the predicate. Common also
nowadays is the notion that for a true proposition, what is referred to by the logical
subject is a subset of what is referred to by the predicate (e.g., The assertion ‘The
book is blue’ can be interpreted as stating that the book referred to by the logical
subject is a subset of the set of blue things). The referential nature of the ‘f’ and
the ‘a’ has been a central feature of logic from the time of Aristotle to today.

Second, FOL (and even its non-classical offshoots, e.g., [12], [19], [24]) treat in-
dividual declarative expressions (whether called wffs, or sentences) as corresponding
to individual assertions/propositions (i.e., with a 1-1 relationship between them).

3.1 Tractarian Depiction of the Relationship Between the Logical
Subject and Predicate of a Proposition in Terms of Computa-
tional Sequence

In contrast, the Wittgenstein of the Tractatus ‘TLP’ [32] voiced concerns about
the referential interpretation of the components of a proposition f and a (3.333).
Wittgenstein also distinguished wff/sentences from propositions (5.4733) and sug-
gested a sequential process of evaluation for distinguishing wff that are propositions
from those that are not. Legitimate propositions in this scheme maintain their
bivalence (4.023).

The process of sequenced evaluation suggested by Wittgenstein is inherently non-
commutative (because, as will be shown, different sequences have different truth
conditions) and so breaks with the tradition originally espoused by Boole [5]. Given
Boole’s profound influence on modern logic, and in order to provide a more tangi-
ble reference point for understanding the unconventional aspect to Wittgenstein’s
approach, I succinctly review Boole’s major idea below.

From ‘The Laws of Thought’, chapter 2 on signs and their laws [5], Boole treats
multi-part descriptors as set operations. And in the case of multi-term adjectives or
verbs associated with an object, he treats them as intersections. Thus, he writes “If
x alone stands for white things and y for sheep, let xy stand for white sheep” [page
28]. This is normally understood in an extensional sense, (often with the help of a
Venn diagram) as the intersection of the set of white things and the set of sheep
things. According to Boole, the intersection is indifferent to order of operation: xy
= yx. In chapter IV division of propositions, he treats propositions with the same

and Putnam to name but a few, all used a symbolism based on the notion of a predicate ‘f’ and
N-adic logical subject ‘(a)’ to formally denote and reason about propositions.
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methods. He distinguishes logical subjects and predicates. But there is no treatment
of the sequential aspects to computation.

To explain Wittgenstein’s alternative view based on sequenced evaluations, let
us now turn to the complex fact, illustrated in Figure 1, of a white sheep.

Figure 1: The fact of a white sheep

In (5.5423), Wittgenstein states that two individuals might see different propo-
sitions or logical arrangements in the same fact/complex.8 9 Since the complex fact
is represented by two terms: “sheep” and “white”, we can form two distinct propo-
sitions: “White(sheep)” abbreviated as ‘W(s)’ and “Sheep(white)” abbreviated as
‘S(w)’, from the one sentence or wff ‘The sheep is white’.10 Since, as shown in the
detailed example below, the truth conditions for these two assertions are different,
the issue cannot be brushed off as mere surface grammar. Consider Table 1 (below).

Table 1 specifies (1) two alternate purported propositions ‘pp’ that can be gen-
erated from the one sentence/wff ‘The sheep is white’ (labeled as purported propo-
sitions because we cannot assume they will evaluate); (2) a series of facts beginning
with the fact pictured in figure 1 corresponding to row 1 of the table; (3) a collection
of related facts in rows 2-4; (4) in the cells that form the intersection of a fact and a

8The complexity of the fact, what Wittgenstein calls “logical multiplicity” (4.04) governs the
number of distinct propositions that can be generated for a single fact/complex.

9Wittgenstein’s views on the multiplicity of propositions that can be generated from a single
complex fact can be traced back to Aristotle’s original dialectic ([2, 20b 22-31], [1, 2a 4-10, 13b 10-
12]) which begins by looking at an assertion as the answer to a question; not simply as a declarative
statement. Aristotle situated logic within the context of an affirming/denying game (the "dialectic",
in its original sense), and defined assertions (i.e., propositions) as the primitive units of this game.
He further diagnosed a certain compositeness of type as their defining character, distinguishing that
which an assertion was asserting from that of which the assertion was being made.

10The presence of a name (“Sheep”) where a predicate generally occurs, and the presence of a
predicate (“white”) where a name generally occurs in “Sheep(white)” will be dealt with soon.
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The specific fact (ver-
bally represented)

Purported Proposition
pp #1 W(s)

Purported proposition
pp #2 S(w)

1 A white sheep True proposition True proposition

2 A blue sheep False proposition
Logical subject not
found; predicate is
unevaluable.

3 A white cow
Logical subject not
found; predicate is
unevaluable.

False proposition

4 A blue cow
Logical subject not
found; predicate is
unevaluable.

Logical subject not
found; predicate is
unevaluable.

Table 1: Truth Conditions of Purported Propositions

pp, the evaluation of the pp when applied to the fact; fact elements that match pp
elements (in either pp) are highlighted in bold italics.

Studying Table 1, notice that the facts specified in rows 2-4 diverge from the
fact in row 1 that made both pp true propositions. Note also that the two pp differ
in terms of the conditions by which their status changes from True to False or from
True to unevaluable. Thus in row 2, the fact varies by one element from the original
fact: The sheep is blue instead of white. For pp #1, this makes the pp a false
proposition. This is because the logical subject, namely “sheep”, still matches the
fact. But the factual attribute is blue not white so the pp which asserts that the
attribute is white is a false proposition. In contrast for pp #2, its logical subject no
longer matches an element of the fact. Nothing corresponding to the logical subject
‘white’ is found. So the predicate “sheep” never gets to evaluate and the pp as a
whole is considered unevaluable, because the logical subject fails to match any part
of the fact. This is because from pp #2, we cannot find an instance of white from
where we can evaluate the predicate that identifies what is white. In row 3 the
original fact is altered by a different element namely the identity of the object that
is white. So here pp #1 becomes unevaluable because its logical subject, “sheep”,
cannot match any element of the fact; whereas pp #2, which had been unevaluable
relative to fact 2, is now simply a false proposition. In row 4, the original fact is
completely altered. And neither of the two pp are evaluable.

Since the same facts that make some pp false propositions make others unevalu-
able (and thus not propositions in the classical bi-valent view) and vice versa, we
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conclude that the sentence as is (e.g., The sheep is white.), is inherently ambiguous;
and the logical (dare I say computable) meaning of a sentence can only be cap-
tured by a sequenced process of evaluation that (1) differentiates between pp that
do and do not evaluate as propositions, and (2) maintains classical bivalency for
those that do evaluate as propositions (e.g., pp #1 is a true proposition for fact 1
and a false proposition for fact 2; while pp #2 is a true proposition for fact 1 and a
false proposition for fact 3).

It is important to distinguish false and unevaluable; otherwise one would not be
able to distinguish between a fact that negates an assertion (e.g., the fact in row 2
for pp #1) and a fact that has no impact on the truth or falsity of the assertion (the
fact in row 4 for both pp #1 and pp #2). Stated alternatively, given the proposition
“White(sheep),” it is clear how the fact of a blue sheep would negate the assertion:
“No, the sheep isn’t white; it’s blue.” But it is not clear why an independent fact
such as ‘The cow is blue’ should negate the proposition “White(sheep):” “No the
sheep isn’t white. The cow is blue.” If the fact that the cow is blue is allowed to
negate “the sheep is white,” why not the fact that French is the language of France,
or 7 + 2 = 9? Yet, this is exactly what would happen if false is not distinguished
from unevaluable. The door would be opened to allow any non-matching fact to
negate an assertion.

One could argue that Wittgenstein is doing no more than suggesting a three-
valued logic, e.g., Lukasiewicz [15] and Kleene [11]: a wff is either true or false or
unevaluable. But this would ignore Wittgenstein’s strong commitment to Bivalence
(4.023) and his two-phase sequenced evaluation process. For Wittgenstein, true and
false depend on the prior establishment of a pp being a genuine proposition (i.e. on
the logical subject matching an aspect of the fact thereby allowing for the predicate
to evaluate). It would be hard to overestimate the degree to which this sequenced
approach to evaluation is a radical departure from conventional approaches to logic
and has significant consequences for reasoning over real world information domains
([8]) and, as will be shown, on resolving the ontological arguments previously de-
scribed. If an assertion is true, the process of evaluating the predicate must succeed
for just that location identified by the logical subject which had to previously succeed
in matching some aspect of the fact(s).

3.2 The Tractarian Relationship Between Logic and the World and
Resulting Explicit Incorporation of Term Semantics

In (3.33) Wittgenstein writes that “in logical syntax the meaning of a sign should
never play a role.” Thus, for Wittgenstein, logical syntax (or grammar) is orthogonal
to semantics, in the sense that categories of logical syntax (e.g., logical subjects or
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predicates) can be arbitrarily correlated with meanings (e.g., objects, processes,
attributes or relations).

As shown above, the single fact of a white sheep could be the veridical source
for two distinct propositions: “White(sheep)” and “Sheep(white)”. The two propo-
sitions are each comprised of an object ‘sheep’ and an attribute ‘white’. Though it
may not be standard to treat an attribute as the logical subject and an object as the
predicate, no logical rules are violated by doing so. In fact, each proposition rep-
resents an answer to a legitimately distinct question. “White(sheep)” answers the
question “What is the color of the sheep?”. “Sheep(white)” answers the question
“What is it that is white?” The fact that Sheep and white can each figure in the
logical subject or predicate role of a proposition, means that neither logical subjects
nor predicates refer in isolation to any specific kind of thing in the world (e.g., logical
subjects need not refer to some general object).11 Only when the logical subjects
and predicates have been associated with semantic variables (e.g., specific objects
and attributes) do the ensuing propositions refer. Thus, there are no semantic (or
ontological or real world) implications to the fact that “sheep” is treated as a logical
subject in a proposition. For in another it may be a predicate. The propositional
roles of logical subject and predicate are thus orthogonal to whatever semantic types
are (extra-logically) postulated as comprising the world.

I believe that Wittgenstein’s view of propositions highlights not only the orthogo-
nal relationship between logic and semantics (and the world), but also the treatment
of logical variables as computable elements based on their type of semantics. (For
example, if the logical subject were a region of Earth, its type might be comprised
of a longitude, latitude and altitude.)

To use modern software terminology, Wittgenstein saw logic as a strongly typed
system for representing and reasoning with information regardless of origin or mean-
ing ([8]). By separating logic from the world, the Tractarian approach is freed from
needless existential implications and is capable of fine tuning the expression of onto-
logical commitments based on the specific ontological realization of the computation
(e.g., in your head, in your computer or in the remainder of the real world).

4 Resolving the Ontological Debate Using Tractarian
Logic

Now it is time to revisit the ontological arguments described in §2 to see how Trac-
tarian Logic provides a clean resolution to both sides of the existential debate. Let’s

11See sections 3.314–3.317: “And the only thing essential to the stipulation is that it is merely
a description of symbols and states nothing about what is signified.” (3.317)
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begin with what was called an EG argument:

(2) An EG Argument

Premise (#1): God is perfect.

Conclusion (#2): There exists an X (e.g., ‘God’) such that X is perfect.

For a Tractarian approach, there is no issue with the assumption that the premise
“God is perfect” is true. Nor is there any issue with treating that truth as analytic.
There are implications for how the terms ‘God’ and ‘perfect’ are defined to support
those assumptions; but not with the assumptions themselves.

Based on the desired conclusion, (the existence of God in the world), it is reason-
able to assume that ‘God is perfect’ has the form Perfect(God). And it is reasonable
to assume that what is perfect is defined as a supertype of God. This is because
predicating a supertype of a type (e.g., mammal(dog), liquid(water), color(blue)) is
true by definition (i.e., is an analytic truth) whereas predicating a subtype of a type
(dog(mammal), water(liquid), blue(color)) or predicating a type of an independent
type (blue(book), hot(water)) is contingently true.

The Tractarian treatment of the premise as an analytic truth means that the
logical subject of the proposition (i.e., God) has been found and the predicate,
‘is perfect’, successfully evaluates relative to God. But it doesn’t mean that God
exists in the world. The existential implications follow from where the proposition
is evaluated: in the external world of facts or our internal worlds of definitions.
The only way for Perfect(God) to have the status of an analytic truth about the
world would be for God to have been found through empirical means and for what is
perfect to have been found through empirical means and for what is perfect to be—
by definition—a supertype of God. Otherwise, the only way to keep the analyticity
of the asserted premise ‘God is perfect.’ is to restrict its evaluation to the internal
world of definitions. In this case, the logical subject ‘God’ is only committed to being
found, when evaluated, amongst the definitions. As a result, the conclusion (which,
by definition, is about God in the world) would be invalid. In other words, from
the premise “The term ‘God’ is associated with the term ‘perfect”’, I can infer that
the term ‘God’ exists amongst my definitions. But no existential claim can be made
about the world. In this sense, Tractarian logic does not fall into the ontological
trap of existential generalization.

Finally, let us turn our attention to Descartes’ more sophisticated predicate-
based ontological argument.
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Descartes’ Argument

Premise (#1): I have an idea of a supreme being that has all perfections;

Premise(#2): Necessary existence is a perfection.

Conclusion (#3): A supreme being (i.e., God) necessarily exists.

Tractarian logic has no issue with Descartes’ first premise. Nor, does it need to
disallow premise #2 (or existential predications more generally) as did Kant. Rather,
from a Tractarian perspective, the big mistake in Descartes’ argument is implicitly
treating premise #2 in two mutually exclusive ways: one way definitional and one
way empirical. The definitional way allows him to combine premise #1 and premise
#2. The empirical way allows him to combine premise #2 and the conclusion. But
no single interpretation of premise #2 can connect to both premise #1 and the
conclusion. Let’s look at this more closely.

Premise #1 has the form of a propositional attitude. The outer assertion “I have
an idea that x,” is what allows the inner assertion “A supreme being that has all
perfections” to be treated as a definitional truth. (Remove the outer assertion and
Descartes’ argument falls prey to Sobel’s criticism as described earlier.) Descartes
is not asserting that a supreme being exists that has all perfections; only that he
has the idea of such a being. One could argue that Descartes’ having an idea is
a contingent (or empirical) statement. And this would be true if made in the 3rd
person (e.g., Descartes’ mother said that Descartes had an idea about a supreme
being. Maybe he did; maybe he didn’t). But Descartes is making the assertion in
the first person. And, being aware that one has an idea is arguably as immune from
doubt as being aware that one feels pain.

Premise #2 can be evaluated in two different ways. Definitionally, there simply
needs to be a term for ‘necessary existence’, a term for ‘perfection’, a term for all,
and terms for individual perfections. Necessary existence can then be associated
with one of the individual perfection terms that comprise the more encompassing
term ‘all perfections’. Premise #2, that necessary existence is a perfection, would
then support an analytic evaluation (presumably by Descartes) which would consist
in no more than finding the term ‘necessary existence’ amongst his definitions and
testing whether it is defined as an individual perfection. Of course, this analytic
interpretation of premise #2 would make it impossible to conclude that a supreme
being necessarily exists in the world. A modified version of Descartes’ argument
that makes clear the definitional interpretation of premise #2 would look as follows:

Premise (#1): I have an idea of a supreme being that has all perfections;
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Premise (#2): By my definition, ‘necessary existence’ is a perfection.

Conclusion (#3): A supreme being (i.e., God) necessarily exists.

The conclusion in this case would be invalid as neither premise #1 or #2 have in
any way asserted anything about supreme beings or God in reality.

Alternatively, premise #2 can be synthetically interpreted. As a synthetic
premise one would have to find something in the world (and more than just non-
sentient being as that, per the discussion of Lewis above, is trivial) whose existence
was necessary. Only when found could one then go back to premise #1 and change
its status from definitional (or analytic) to empirical (or synthetic) at which point
one could justify the conclusion. A modified version of Descartes’ argument that
makes clear the synthetic interpretation of premise #2 would look as follows
Premise (#1): I have an idea of a supreme being that has all perfections;

Premise (#2): Something with necessary existence (which is a perfection), exists.

Conclusion (#3): A supreme being (i.e., God) necessarily exists.
This interpretation of premise #2 would yield a valid interpretation for Descartes’
argument. But premise #2 is now contingent.12 It cannot combine with premise
#1 until it has been empirically determined to be true. Since we have no guarantee
of the truth of premise #2, we cannot combine it with premise #1 to support the
conclusion. The argument as a whole would be valid but with unknown soundness.

5 Conclusion
This paper demonstrated that literature on the ontological argument has flip flopped
on the pivotal point of classical logic’s existential implications. And that the failure
to resolve the issue can be traced to a foundational flaw shared by both classical
and non-classical logics; namely their referential approach to the components of
a proposition which includes the tying of existential claims to what is referred to
(or assumed to be referred to) by the proposition’s terms (e.g., God, perfections,
necessary existence) instead of tying it to how the proposition is evaluated (e.g.,
in the mind’s realm of definitions or in our shared external world). This paper
then introduced an approach to logic based on Wittgenstein’s Tractatus and showed
that with its notion of sequenced evaluations and its separation of computation and
reference, it appears able to resolve both the predicate- and logical subject-based
approaches to the ontological argument.

12There are numerous ways one could modify Descartes argument to highlight an empirical
interpretation for premise #2. The specific way is not important to the argument.
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Abstract
The paper explores Kant’s attitude toward existence in the Critique of Pure

Reason. It has two main goals: first, it argues that Kant’s criticisms of the
ontological argument might be vitiated by an ambivalence toward existence,
and then it attempts to provide a solution to the ambivalence in question.
Finally, since my reading of Kant assumes that for him, existence is governed
by the rule of existential generalization, I also prove the following biconditional:
existence is not a real predicate iff existential generalization is valid.

Keywords: Kant; Ontological argument; Existential generalization.

0 Introduction
The paper has two goals. The first goal is to draw attention to an interpretative
puzzle concerning Kant’s attitude toward existence in his critique of the ontological
argument that is generally overlooked or underappreciated. The second goal is to
suggest a possible solution to the puzzle, and accordingly, to suggest a reading of
Kant’s doctrine that might be exegetically and theoretically satisfactory.

The paper has three main sections. In the first section, I will show that Kant’s
attitude toward existence in the Critique of Pure Reason (CPR) is highly
problematic, and, therefore, that his critique to the ontological argument cannot
be uncritically accepted. In the second section, I will try to reconcile the various
claims that Kant makes about existence. My solution commits Kant to the validity
of the rule of existential generalization. Yet, Kant claims only that existence is not
a real predicate [4, A599/B627]. Accordingly, in the third section, I will prove the
following biconditional: existence is not a real predicate iff existential
generalization is valid.
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1 On Kant’s ambivalence toward existence
According to Kant, any theoretical argument that aims to establish the existence
of God is bound to fail, for we cannot know what we cannot intuit, and God is
not something that can be intuited. Accordingly, in CPR, in order to undermine
all efforts to overcome what he saw as the limits of knowledge, Kant, among other
things, challenges the soundness of the ontological argument for the existence of
God. Yet, as I am about to show, his critique of the ontological argument hides an
ambivalence toward existence that is rarely appreciated.

In CPR A599/B627, Kant makes two noteworthy claims concerning existence
and existential propositions:

(a) Existence is not a real predicate.

(b) Existential propositions are synthetic.

With (a), Kant wishes to block the following Cartesian version of the ontological
argument:

(c) God has all perfections.
Existence is a perfection.
Therefore, God exists.

(c) is based upon Anselm’s intuition about the status of existence as a perfection.
According to him, God cannot be truly perfect unless he or she existed. However,
for Kant, this argument is unsound, for the second premise is false. Since existence
is not a real predicate, i.e., a concept of something that could add to the concept of
a thing, a fortiori it is not a perfection.

On the other hand, with (b) Kant wishes to block any attempt to infer an
existential proposition from mere concepts or definitions. If existential propositions
are synthetic, then they can only be established by intuition (either pure or
empirical). Accordingly, they cannot be derived from analytic truths. This implies,
among other things, that the following proposition cannot be contradictory, for it
is not analytic.

(d) God does not exist.

As Kant puts it:

I ask you: is the proposition, This or that thing (which I have conceded to you as
possible, whatever it may be) exists - is this proposition, I say, an analytic or a synthetic
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proposition? [...] If you concede, as in all fairness you must, that every existential proposition
is synthetic, then how would you assert that the predicate of existence may not be cancelled
without contradiction? - since this privilege pertains only in the analytic propositions, as
resting on its very character [4, A598/B626].

(a) and (b) are repeated over and over in scholarly books and articles in
connection with Kant’s philosophy. Yet, it is not immediately clear that they are
actually compatible. In 1962, Jerome Shaffer1 complained that Kant’s definition of
real predicate (as something ‘which is added to the concept of the subject and
enlarges it’) is “most unfortunate”, for it contradicts his claim that existential
propositions are synthetic.2 Take a paradigmatic example of a synthetic (singular)
proposition:

(e) Socrates is wise.

(e) is clearly synthetic, for it cannot be established by conceptual analysis. Moreover,
‘wise’ in (e) is supposed to be a real predicate, in the sense that it adds/enlarges
the (individual) concept ‘Socrates’. Consider now the following proposition:

(f) Socrates exists.

According to Kant, (f) is also synthetic, for it cannot be established by conceptual
analysis, but only by an empirical investigation. This means that the concept of
existence is not contained in the concept ‘Socrates’. But if the concept of existence
is not already contained in the concept ‘Socrates’, then it is added to it. So, it seems
that, after all, existence does behave like a genuine predicate. In short, in spite
of what Kant claims, if existential propositions are synthetic, then existence seems
to be a real predicate. Conversely, if existence is not a predicate, then existential
propositions should be analytic. As Ian Proops puts it:

The problem is that if being is not a real predicate, then, by the definition of ‘real
predicate’, it must be a concept that cannot be ‘added’ to any other concept. But that

1“What is a ‘real’ predicate? Kant defines it as something ‘which is added to the concept of
the subject and enlarges it’. This is a most unfortunate definition for Kant to use, however, since
it leads to contradiction with another important doctrine of his, that existential propositions are
always synthetic. Synthetic judgments are those which ‘add to the concept of the subject a predicate
which has not been in any wise thought in it’, and if existential judgments are always synthetic then
‘exists’ must be a predicate which adds to the concept of the subject, in short, a ‘real’ predicate as
defined above” [9, p. 309].

2More recently, Nicholas Everitt wrote: “Although, therefore, Kant’s name is particularly
associated with the assertion that ‘exists’ is not a real predicate, we will look in vain to him
for a cogent defense of that thesis. Indeed, it seems that Kant’s own words commit him to denying
the thesis as well as to asserting it” [2, p. 52].
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seems to mean that it must be analytically contained in every concept. But, if so, existential
judgments would have to be analytic [8, p. 9].

2 A possible solution
As I showed in the previous section, Kant’s criticisms of the ontological argument
seem to generate an ambivalence toward existence, for if existence is not a real
predicate, then, in contrast to what Kant claims, existential propositions should
turn out to be analytic. In this section, I will sketch a possible solution to the
challenge raised by Shaffer.

As I argued in the previous section, for Kant, (e) and (f) are both synthetic. On
the other hand, for Kant, the following proposition would be analytic:

(g) If Socrates is wise, then Socrates exists.

Suppose that we established that Socrates is wise. Then we do not need any
additional research to claim that Socrates exists, for Socrates cannot be wise unless
he exists. So, in spite of the fact that for Kant, ‘Socrates is wise’ and ‘Socrates exists’
are both synthetic, (g) is analytic, for no empirical research is needed in order to see
that it is true. Moreover, for Kant, also the following proposition would be analytic:

(h) If Socrates is wise, then someone is wise.

Again, suppose that we established that Socrates is wise. Then we do not need
any additional research to claim that someone is wise, for Socrates cannot be wise
unless ‘wisdom’ is actually instantiated. So, in spite of the fact that for Kant,
‘Socrates is wise’ and ‘someone is wise’ are both synthetic, (h) is analytic, for no
empirical research is needed in order to see that it is true.

Noticeably, (h) is an instance of the following logical truth:

(i) If Pa, then ∃xPx.

According to (i), if Pa is true, then there exists something that is P . For Kant,
(i) would also be analytic, and since no other predicate seems to behave as predicted
by (i), he rightly concludes that existence is not a real predicate, in the sense that
even if from a grammatical point of view, existence might behave like a predicate,
in reality, it works in its own unique way.

If my reading of Kant is correct, then it follows that in the relevant sections of
CPR [4, A599/B627], Kant is offering a rudimentary defense of the rule of existential
generalization:
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(EG) Pa.
Therefore, ∃xPx.

This last claim might seem to be extremely controversial, for Kant only claims
that existence is not a real predicate. Yet, the idea that Kant’s treatment of existence
anticipated Frege’s and Russell’s views on quantified propositions has been endorsed
by an impressive range of philosophers: including, Ryle, Carnap, Ayer and Quine.3
However, none of them bothered to argue for it. (I plan to fill this lacuna in the
next section).

My solution has the obvious advantage of dissipating the sense of inconsistency
in Kant’s treatment of existence raised by Shaffer, for clearly there is no
contradiction between the following two claims: ‘existential propositions are
synthetic’ and ‘existence is not a real predicate’ if the last claim is interpreted as a
defense of EG. However, Kant’s implicit endorsement of EG allows for the
following argument:

(j) God is perfect.
Therefore, something is perfect.

(j) is an instance of EG. Moreover, the premise seems to be true. So, it seems
that we have just proved the existence of a perfect being.

It is not immediately clear how Kant might respond to (j). Since he would
assume its premise to be true by definition, he would have to focus on its validity.
In general, if we are confronted with an argument that we wish to invalidate, we
have two chief strategies: one, we might argue that the logical rules have not being
correctly applied; or two, we might attempt to rephrase the premises in order to
show that the conclusion does not really follow from them. As far as I can see, Kant
might pursue both strategies.

One, he could try to restrict the validity of EG to synthetic propositions only. In
this case, since the premise is analytic, the conclusion would not follow. However,
someone might rightly object that this solution would be ad hoc, for it seems designed
for the sole purpose to block (j). Yet, there seems to be some independent evidence
for the claim that, for Kant, existential generalization ought to be restricted in the
way envisioned. In a highly exegetical paper, without any specific concern about
the puzzle raised in this paper, Alberto Vanzo [11] concludes that for Kant, only

3For a list of quotations, see [7, pp. 86-87]. More recently, Jonathan Bennett introduced the so-
called Kant-Frege view: “According to Kant, every existence-statement says about a concept that
it is instantiated, rather than saying about an object that it exists. This is an important precursor
of the view of Frege that any legitimate existential statement must be built out of propositional
atoms of the form ‘There is an F’, where F stands for a determining predicate” [1, p. 231].
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synthetic judgments have existential import. So if Vanzo is right, Kant might argue
that EG does not apply to the argument in question.

Two, Kant might also argue that ‘God is perfect’ is not a categorical proposition,
but an hypothetical one:

(k) If God exists, then he or she is perfect.

Since (k) is a conditional proposition, no categorical (existential) conclusion can
be derived from it. As a matter of fact, this is the strategy that Kant seems to
pursue in CPR:

All the alleged examples are without exception taken only from judgments, but not
from things and their existence. The unconditioned necessity of judgments, however, is
not an absolute necessity of things. For the absolute necessity of the judgment is only a
conditioned necessity of the thing, or of the predicate in the judgment. The above [analytic]
proposition [‘a triangle has three angles’] does not say that three angles are absolutely
necessary, but rather that under the [sufficient] condition that a triangle exists (is given),
three angles also exist (in it) necessarily [4, A594/B622, my additions].

Here Kant is making two distinct moves. First, he claims that ‘a triangle has
three angles’ is a conditional proposition of the following form:

(l) If a triangle exists, then it has three angles.

Second, he implicitly claims that ‘God is perfect’ and ‘a triangle has three angles’
have the same logical form. So, since ‘a triangle has three angles’ and ‘God is
perfect’ are both conditional propositions, he correctly concludes that no categorical
(existential) statement can be derived from them.4

3 Existence is not a real predicate iff EG is valid
In the previous section, I contended that for Kant, EG is valid. As we saw, the
view counts numerous illustrious supporters, but it also has some notable
detractors, including Hintikka [3] and Kripke [5]. In this paper, I will not deal with
their objections.5 Instead, I will straightforwardly prove the following
biconditional: existence is not a real predicate iff EG is valid.

4Most logicians, today, would reject (l) as a paraphrases of ‘a triangle has three angles’. Yet,
they would also claim that the proposition in question is a conditional proposition: for all x, if x
is triangle, then x has three angles. Needless to say, no categorical (existential) proposition can be
inferred from it.

5For a critical assessment of Hintikka’s take on the so-called “Kant-Frege view”, see [6].
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Let us start with a proof of the following conditional claim: if existence is not a
real predicate, then EG is valid; and following James Van Cleve, let us define ‘real
predicate’ (or ‘determining predicate’) and ‘enlarge’ as follows:

(i) P is a real predicate iff P enlarges at least one concept C;

(ii) P enlarges C iff 3∃x(Cx & ∼ Px).6

Take the concept triangle and the predicate ‘rectangular’. Since it is possible for
something to be triangular but not rectangular, ‘rectangular’ is a real predicate that
can enlarge the concept of triangle, and, accordingly, narrow down its extension.

By substitution, from (i) and (ii) we can derive:

(iii) P is a real predicate iff for at least one concept C, 3∃x(Cx & ∼ Px).

By contraposition, from (iii), we can derive:

(iv) P is not a real predicate iff for any concept C, ∼ 3∃x(Cx & ∼ Px).

Since ‘∼ 3∃x(Cx & ∼ Px)’ is logically equivalent to ‘2∀x(Cx → Px)’, from (iv)
we can derive:

(v) P is not a real predicate iff for any concept C, 2∀x(Cx→ Px).

So if ‘existence’ (‘E’) is a not a real predicate, then it follows that:

(vi) For any concept C, 2∀x(Cx→ Ex).

(vi) says that for any concept ‘C’, necessarily if ‘Ca’ is true, then a exists. If a exists,
then ‘C’ is instantiated. Accordingly:

(vii) If Ca is true, then C is instantiated.

(vii) amounts to the rule of existential generalization (EG):

(viii) From Ca we can always infer ∃xCx.

So if existence is not a real predicate, then EG is valid.
Now, suppose that EG is valid. In addition, suppose that existence were a real

predicate. If existence were a real predicate, then it would be possible for ‘Ca’ to
be true and ‘Ea’ to be false (from iii). This implies that it would be possible for
‘Ca’ to be true, while C is not instantiated. However, if EG is valid, it would not
be possible to have ‘Ca’ and ‘∼ ∃xCx’. Accordingly, if EG is valid, then existence is
not a real predicate.

Q.E.D.
6See [10, p. 188 and p. 190].
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4 Conclusion
This paper had two main goals. Its first goal was to draw attention to an
interpretative puzzle concerning Kant’s attitude toward existence, and its second
goal was to suggest a reading of Kant’s doctrine that was exegetically and
theoretically satisfactory. More specifically, the challenge was to reconcile the
following two claims: existential propositions are synthetic, and existence is not a
real predicate. If the latter claim is interpreted as a defense of EG, then it becomes
clear that there is no contradiction between the following two claims: ‘∃xPx’ is
synthetic, and ‘Pa→ ∃xPx’ is analytic.7
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Abstract

We claim that Kant’s doctrine of the “transcendental ideal of pure reason”
contains, in an anticipatory sense, a second-order theory of reality (as a second-
order property) and of the highest being. Such a theory, as reconstructed in
this paper, is a transformation of Kant’s metatheoretical regulative and heuris-
tic presuppositions of empirical theories into a hypothetical ontotheology. We
show that this metaphysical theory, in distinction to Descartes’ and Leibniz’s
ontotheology, in many aspects resembles Gödel’s theoretical conception of the
possibility of a supreme being. The proposed second-order modal formaliza-
tion of the Kantian doctrine of the “transcendental ideal” of the supreme being
includes some specific features of Kantian general logic like “categorical”, “hy-
pothetical”, and exclusive disjunctive propositions as basic forms.

Keywords: totality of predicates, possibility, most real being, ontological proof,
Descartes, Leibniz, Kant, Gödel

1 Introduction
Metalogical and metaphysical concepts are deeply interconnected. This can be shown
by the example of the concept of “all first-order predicates of things”, which is a
metalogical presupposition of first-order (general or applied) logic, and of the concept
of the “most real being” as the central concept of ontotheology (i.e., ontologically
founded philosophical theology). We restrict our considerations to the case of one-
place predicates (i.e., concepts in a narrow sense), since such predicates suffice for
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establishing the concept of the most real being. If we look back into the history of the
problem, it seems that there could be a way a metatheoretical totality of predicates of
things can be reduced to a single thing, at first, assumed just in the idea, to which all
the positive (“real”) predicates would belong. We can find such a proposal in Kant’s
considerations about the “ideal of pure reason”. Kant gave these considerations only
a provisory and problematic meaning (as if pertaining to “things in themselves”, not
just to empirical objects), but with a methodological, “regulative” and “heuristic”,
character for the sake of the “systematic unity” of empirical knowledge (for example,
[16, B 713–714]). On the other side, attempts have been made up to the modern times
(in so-called ontological arguments) to prove the existence of a being comprising all
positive predicates. This opens up the question in which sense, if at all, such an all-
comprising ideal, at first just a metatheoretically assumed being, could eventually
be an object of a special, metaphysical theory.

We claim that Kant’s (critical) account of ontotheology contains the essential
contours of an axiomatic description of the concept of a “real” (“positive”) predi-
cate, in a significantly similar way as was later formally worked out by Gödel in his
axiomatized ontotheology [12]. Kant’s account of real predicates (“reality”, “thing-
hood”1) does not offer an explicit definition of a real predicate but only a description
of how real predicates behave in relationship to one another and to other predicates.
In distinction, the concept of highest reality (included in each ontotheology) seems
to allow Kant a sort of explicit definition of highest being as determined by all real
predicates. However, according to Kant, the highest reality neither contains all re-
alities under itself – it is not a general concept [16, B 605], nor in itself – it is not
a whole or a set of realities (second-order domain). To characterize it by means of
the totality (Inbegriff ) of all real predicates (see [16, B 601–602]) is just Kant’s first,
general approximation to its concept. As we will see, the highest reality should be
conceived, more precisely, as the ground that contains all realities as its consequents
[16, B 607].

Regarding the presuppositional character of the highest reality,2 and the consis-
tency of its fitting into a theoretical, logically built system, the question arises about
the possibility (logical and real) of the most real being. In particular, whether the
most real being, instead of having only a metatheoretical and “regulative” character,
can be included into some theory (and which sort of theory) as its proper object,
ultimately depends on the answer to the question about the real possibility (that
is, “objective reality”, see, e.g., [16, B 268]) of the most real being. Kant’s answer
is that the most real being, for a theoretical science, is not possible, not even as a

1The term “reality” is used by Kant sometimes collectively, for all real predicates taken together,
and sometimes distributively, for each real predicate in particular.

2Cf. Kant’s distinction between relative and absolute supposition in [16, B 704, cf. B 713].
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hypothesis in a strict sense [16, B 608, 698] (see footnote 13 below), since it cannot
be encountered in sensible experience, although he mentions that it is not “abso-
lutely impossible” outside the field of sensible experience [16, B 629, 669]. Moreover,
Kant methodologically emphasizes the need of the idea of the most real being as a
non-cognizable object presupposed in a relative sense (see “object in the idea” [16,
B 698, 725]): in order for us to have a guidance in directing our knowledge towards
the ideal goal of a complete cognition of an empirically given object with respect to
all possible predicates [16, B 608–610, 713–714, cf. B 704–710].

In this paper, we first briefly discuss Kant’s result that Cartesian ontological
proof suffers from the non-distinguishing of real and logical predicates, which leads
to an inconsistency in Cartesian ontotheology, and from taking the possibility of the
highest being for granted. We continue with a discussion of Kant’s conclusion that
Leibniz’s proof of the possibility of the highest being does not succeed in demon-
strating its real possibility, and show that this is connected with Leibniz’s concept of
“perfection” as simple. We then propose an explication and formalization of Kant’s
concepts of a real predicate and of the most real being, indicating how they, in
some essential aspects, resemble the concepts of “positive property” and “God”,
respectively, of Gödel’s ontotheology.

Although in Kant’s theoretical philosophy, as mentioned above, the highest be-
ing is present only in the sense of a methodological presupposition, we claim that
Kant’s account of “reality”, on a “dialectical” extension of the domain of things to
“things in themselves” (that is, beyond Kant’s “critical” reduction of things merely
to sensible objects), suffices to prove the real possibility of the highest being within
an appropriate ontotheological theory.3

3 See [16, B 602 and B 604] (“Through this possession of all reality . . . there is also represented
the concept of a thing in itself which is thoroughly determined”, B 604). This extension corresponds
to Gödelian non-sensible intuition (mathematical, conceptual) as a possible means of a mediate
“knowledge of objects” (cf. [10, p. 268]). For Gödel, Kantian (“concrete”) intuition is too weak since
it is not sufficient, for example, to ground some elementary or fundamental arithmetical beliefs:
“Kant’s considerations of pure intuition fail to produce a well-grounded belief in the consistency
of arithmetic. This is a ground for rejecting Kant. Our intuition tells us the truth of not only 7
plus 5 being 12 but also [that] there are infinitely many prime numbers and [that] arithmetic is
consistent” [35, 7.1.12 p. 217]. On the ground of his logical-mathematical results, Gödel opts for the
“idealization” of our intuition up to the intuition of concepts: “Understanding a primitive concept
is by abstract intuition” [35, 7.1.13 p. 217]. See also [10, pp. 268–269]. We note that Kant allows
for noumena (“beings of understanding”) in the “problematic” sense of things that can be merely
thought of in a non-contradictory way, as well as in the negative sense of things that are not objects
of our sensible intuition. However, he does not accept noumena in a positive sense of objects of
some “non-sensible” (“intellectual”) intuition since, according to him, we can make no determinate
“concept of a possible intuition” beyond our sensibility [16, B 307–309, 310]. Nevertheless, concepts
are for Kant closely interconnected with intuition: it is only by a “schema” in intuition that concepts
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2 Descartes and Leibniz
2.1 Descartes
One of the problems Kant addresses is whether there could be any contradiction,
in any case, in denying the existence of an object (be it the most real being). As
is well known, Kant denies this. He comes to this question while examining the
“ontological (Cartesian) proof”. In a slightly formalized reconstruction, Descartes’
argument reads as follows: if ∀X(Perf(X) → X(x)) (“to have all perfections”,
Perf for ‘perfect’) is the essence of the “most perfect being” x, and if Perf(E)
(“existence is a perfection”, E for ‘exists’) is an axiom, then what follows is

2(∀X(Perf(X)→ X(x))→ E(x)) (1)

(“It is necessary that x that has all perfections, exists”), but not 2E(x) (“It is
necessary that x exists”). At most (from (1)), if the possession of all perfections nec-
essarily characterize x (as its essence), then x necessarily exists: 2∀X(Perf(X)→
X(x))→ 2E(x).4 The subject of (1) (the referent of the antecedent “to be the most
perfect being”, i.e., “to have all perfections”) is meant conditionally, and only under
this condition (that an object is a most perfect being) is the existence of this object
stated.5 Moreover, as Kant remarks, it is a contradiction to require that the subject
(“most real being”) that is thought, at first, merely as possible should contain in its
concept (subject term) the concept of existence [16, B 625]. A concept of a thing
expresses just the possibility, and thus cannot be extended by the existence pred-
icate in a content-related way [16, B 626–628]. As Kant argues, there is no sense
in conceiving an existential proposition other than as a synthetic one, that is, as
exceeding the given concept (“subject term” of the proposition) by stating that its
object is given. Accordingly, it is logically possible to negate the existence of any
subject.6

We note that singular propositions (like ‘The most perfect being exists’) are in
Kant’s logic universal [16, B 96], i.e., of the form “all S are P” (SaP ) or “No S

can be applied to sensibly given objects (for example, the schema of magnitude is number, the
schema of substance is “the persistence of the real in time” [16, B 182, 183]), whereas a most
abstract concept, an idea, is an “analogue of a schema of sensibility” leading not to knowledge of an
object but to some “principle of the systematic unity” of our knowledge [16, B 692–693, 698–699].

4[5]. See [16, B 624–625] and the formalization by Sobel in [31].
5This is similar to the example of a triangle in the proposition “A triangle has three angles”

[16, B 621–622].
6As Kant explains, even if we allowed the subject concept to have in its content the mark of

existence (cf. “. . . under the condition that I posit this thing as given (existing)” [16, B 622]), the
existential proposition about this subject would be a mere tautology either just by referring to the
subject concept itself as an existing thought and thing or by affirming the existence on the ground
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are P” (SeP ), and that the truth of a universal proposition does not claim the
existence of the things referred to by its subject term, but takes them only as a
condition under which the predicate holds.7 However, the logical impossibility of
the subject makes categorical (subject-predicate) propositions, for Kant, false (like
both the proposition ‘A square circle is round’ and ‘A square circle is not round’,
see [17, p. 341, §52b], cf. [16, B 820–821]).

According to Kant’s diagnosis, what is responsible for Descartes’ mistaken argu-
ment is the mixing-up of “logical” and “real” predicates. Descartes’ argument treats
the existence predicate, which is just “logical” (not pertaining to the content of a
concept), as a content-extending, “real”, predicate, and is thus mistakenly included
in the content of the subject concept (“most perfect being”). Moreover, the real pos-
sibility of a “most perfect” being (the possibility of such an object in experience),
as well as its logical possibility (non-contradictoriness of its concept), which are the
conditions of the statement of the existence of a most perfect being, are in this
argument taken for granted.

2.2 Leibniz
We now address the problem of the logical and real possibility of the “most per-
fect being”. Kant criticizes Leibniz’s proof of the possibility of the most perfect
being for not showing more than its logical possibility. We give a reconstruction
of Leibniz’s ontological proof (metatheoretical, cf. [28]) as it is presented in his
Quod ens perfectissimum existit (1676, [26]), focusing only on the part of the proof
in which it is shown that it is possible that a most perfect being exists, that is,
3∃xPerfectissimum(x). As for Descartes, a most perfect being is conceived as a
“subject of all perfections”:

Definition 1. Perfectissimum(x) =def ∀X(Perf(X)→ X(x)).

Leibniz conceives “perfection” (Perf ) as simple, positive, absolute (without lim-
its), and thus as “purely positive” (pure positiva, cannot be understood by means

of the existence predicate as previously merely presupposed to be contained in the subject concept
[16, B 625—626].
“. . . I cannot form the least concept of a thing that, if all its predicates were cancelled, would

leave behind a contradiction” [16, B 623].
7For example, “God is omnipotent” is a necessary judgment: “omnipotence cannot be cancelled

if you posit a divinity” (our emphasis). Cf. also “mere positings (realities)” of an analytic judgment
(see footnote 10). The judgment “God is not” cancels the subject (its existence, Dasein, not its
logical possibility) together with its predicates and therefore cannot contradict the subject, since
the subject is not presupposed to exist [16, B 623] (on the principle of contradiction, see [16, B
190]).
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of negations). Therefore, “perfection” is for him non-analysable and non-definable.
Now, he defines the “compatibility” (Comp) of properties as the possibility (3)
that some x has these properties. Let T denote any kind of properties.8 Thus, the
definition of compatibility can be given as follows:

Definition 2. Comp(T ) =def 3∃x∀X(T (X)→ X(x)).

Leibniz gives the example of the compatibility of a pair of properties. The concept
of compatibility can be simplified accordingly:

Definition 3. Comp(X,Y ) =def 3∃x(X(x) ∧ Y (x)).

In a modern form, the argument is as follows:

Assumption (A): Perf(X) ∧Perf(Y ),
- ¬Comp(X,Y ) is not provable (since X and Y are non-analysable; from

assumption A),
- ¬Comp(X,Y ) is not true in itself (non est per se vera),
- if 2φ holds, then φ is provable from other propositions or is true in itself

(general proposition),
thus, the following propositions hold:
- ¬2¬Comp(X,Y ),
- 3Comp(X,Y ) [interdefinability of modal operators],
- 33∃x(X(x) ∧ Y (x)) (according to Definition 3),
- 3∃x(X(x) ∧ Y (x)) [modal theorem 43],
- Comp(X,Y ) (according to Definition 3).

For Leibniz, this way of reasoning is applicable to “more” and “any other such
qualities” and leads to the conclusion that all perfections are compatible. We note
that Leibniz’s example can be easily generalized up to the case of any finite set of
perfections, that is, to the case of Comp(X1, . . . , Xn). For the case of infinitely many
perfections, second-order quantification can be used, assuming (A′): ∀X(U (X) →
Perf (X)) (instead of A), and obtaining ¬Comp(U ) as not provable (since no X
with U (X) is analysable). By ¬Comp(U ) as not true in itself, 3∃x∀X(U (X) →
X(x)) follows, which by Definition 2 gives Comp(U ) and, thus, Comp(Perf) as
a special case (cf. [28]). Of course, the infinity case could also be justified from
Comp(X1, . . . , Xn) if the compactness of compatibility is assumed.

What is crucial in Leibniz’s proof is the following reasoning:

8See Perzanowski’s reconstruction with “any non-empty family of perfections” in [28, p. 627].
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¬φ is neither provable from other propositions nor true in itself =⇒
¬2¬φ =⇒ 3φ (⇐⇒ also holds).

For Kant, the possibility of a most perfect being as shown by Leibniz9 is merely
analytic, that is, logical (strictly, we should exclude “existence” from “perfections”,
since already this is, as mentioned above, a contradiction for him).10 However, the
real possibility of a thing itself, as Kant shows, is not just analytic (in the sense
of the provability or truth from concepts), but has a “synthetic” character, that is,
it should be ascertained by experience,11 which is not accomplished by Leibniz’s
proof.12

Thus, what is at stake after these Kantian considerations is to show the real
possibility of a most perfect being. This is for Kant impossible if what we understand
as real possibility is accordance with the conditions of our sensible intuition, since
then, in addition to non-contradictoriness, the most perfect being should be possible
as an “object of our senses” [16, B 610, 624]. However, if by “most real being” we
understand an “object in the idea”, then the presupposition of this object seems
to be methodologically acceptable and needed.13 Such a presupposition, as Kant
emphasizes, has a regulative and heuristic role in obtaining a “systematic unity” of
our knowledge. It is not a constituent part of knowledge, but, as already mentioned,
part of metatheoretical considerations about this knowledge in order to set, as its
ideal goal, the thoroughgoing cognition of an object. In addition, the idea of a most
real being is for Kant, as mentioned, an “analogue of a schema of sensibility”, which
could be conceived as an initial step of a Gödelian “idealization” of our intuition
beyond the limits of sensibility (see footnote 3 above).

9See in [29] a reconstruction of Kant’s critique of Leibniz’s ontological argument on the ground
of the texts available to Kant.

10“The analytic mark of possibility, which consists in the fact that mere positings (realities) do
not generate a contradiction, of course, cannot be denied of this concept” [of a highest being] [16,
B 630].

11“. . . the connection of all real properties in a thing is a synthesis” [16, B 630, our emphasis]. As
Kant expresses himself, although the “concept of a highest being” has the “analytic mark of possi-
bility”, “we cannot judge a priori” about the possibility of a highest being, because it is synthetic,
and “the mark of possibility of synthetic cognitions always has to be sought only in experience”
(“to which . . . the object of an idea can never belong”) [16, B 630, our emphasis].

12“. . . the famous Leibniz was far from having achieved what he flattered himself he had done,
namely, gaining insight a priori into the possibility of such a sublime ideal being” [16, B 630, cf. B
329–330].

13This presupposition (Voraussetzung, cf. suppositio relativa [16, B 704]) should be distinguished
from a hypothesis in an empirical theory. A hypothesis should be grounded on the real possibility
of the object concerned [16, B 798].
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3 Kant’s concept of reality
The concept of “reality” is Kant’s counterpart for (but not identical to) Descartes’
and Leibniz’s concept of “perfection”. We will summarize Kant’s view in the shape
of several formally expressed principles, which in the next part of the paper will be
included into a formalized theory as axioms or rules.14

Kant’s introduction of the concept of reality is motivated by the metatheoreti-
cal principle of “thoroughgoing determination”, which presupposes the “totality of
predicates of things” (first-order one-place predicates) as already given. According
to the principle, each object of a first-order theory should be determined with re-
spect to each first-order predicate that could contribute to the determination of a
thing:15 “among all possible predicates of things, insofar as they are compared with
their opposites, one must apply to it” [16, B 600]. In another formulation of the
principle, a thing should be cognized with respect to “everything possible”,16 either
affirmatively or negatively [16, B 601]. We see (1) that “all possible predicates of
things” are arranged in possible pairs of contradictory predicates of things. Kant
simply calls these predicates “possibilities”, and further says (2) that in each such
contradictory pair of predicates, according to their content (meaning), one predicate
is “real” (meaning “reality”, “thinghood”, “being”), and the other one is negative
(meaning “mere lack”, “non-being in itself”) [16, B 602–603].

The reference to all possible predicates of things (“contentual” predicates,17

determining a thing), with the explicit quantification (“all”) over predicates, prompts
us to conceive first-order concepts as composing a domain on its own, above the
first-order domain of possible sensible objects, and thus to extend our approach to
a second-order setting. Such an approach will make it possible to propose a formal
presentation of Kant’s considerations on the “transcendental ideal of reason” and to
more rigorously compare them with Gödel’s ontotheology.18

14In a talk at a conference in Dubrovnik, May 2015, Paul Weingartner noticed in passing a
connection between Kant’s theory of the ideal of pure reason and Gödel’s ontotheology.

15“The principle of thoroughgoing determination . . . deals with the content and not merely the
logical form. It is the principle of the synthesis of all predicates which are to make up the complete
concept of a thing. . . ” [16, B 600, our emphasis].

16Cf. “all possibility, which is supposed to contain a priori the data for the particular possibility
of every thing” [16, B 601].

17See footnote 15 above.
18Besides, this approach could help us to shed some new light on the philosophical and histor-

ical background of Gödel’s formalization of ontotheological questions, especially regarding Kant’s
critique of ontotheology. Possibly, Gödel wanted to meet Kant’s objections and in this aspect to
improve ontological proofs. According to Wang, Gödel “felt he needed to take Kant’s critique of
Leibniz seriously and find a way to meet Kant’s objections to rationalism” [35, p. 164] (see [19, p.
149]).
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3.1 The opposition of predicates
We proceed to Kant’s examination of the opposition of real and negative predicates,
and to present the results in the shape of formally expressed axioms about realities.

It is clear that, for Kant, only one of the two opposed predicates can be real.
However, if we considered only logically opposed predicates, P and P (e.g., “mortal”,
“non-mortal”, cf. [16, B 602]), we would not be able to decide which one of them is
real, i.e., in itself signifies “being”, and which one is negative, i.e., in itself signifies
“mere lack” (“mere non-being”, “non-being in itself”), because logical opposition
does not pertain to the content of a concept taken in itself, but only to the relatedness
of concepts to one another (see [16, B 602–603]). To stress the distinction between the
affirmative content of a concept (as denoting “being”, “thinghood”) from the relative
(logical) affirmation of a concept merely with respect to another concept, Kant calls
the first kind of affirmation “transcendental” affirmation, and the corresponding
negation (denoting “non-being”) “transcendental” negation (“true negation”, [16, B
604]):

transcendental affirmation . . . is called reality (thinghood), because
through it alone, and only so far as it reaches, are objects Something
(things); the opposed [transcendental] negation, on the contrary, signi-
fies a mere lack, and where this alone is thought, the removal of all thing
is represented. [16, B 602–603, our emphasis]

For example, “non-mortal” does not necessarily have negative meaning [16, B 602].
Besides, “darkness” [16, B 603] is logically positive but has negative content, “non-
light”, whereas “light”, which is “non-darkness”, is positive (real). Similarly,
“poverty” [16, B 603] is with respect to its content negative, “non-prosperity”, while
“prosperity” (Wohlstand), which is “non-poverty”, is real (positive). It follows that
predicates should have a (positive or negative) content in order to qualify as real
or negative. For example, as already mentioned, “existence”, “being” is for Kant
neither a real nor a (“contentually”) negative but just a logical predicate, since it
does not have any content by means of which it could enlarge a given concept [16,
B 627, 623].

We can summarize the above description by saying that a predicate is real (R)
only if it and its opposite are contentual (C , “content-related”), with the exclusion
of existence (E) from the contentual predicates:

RX AX CX, RX AX CX, Cont1

¬CE. Cont2
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By AX we denote a “hypothetical” proposition (a necessary conditional) that holds
of each property X. Since contentuality, for Kant, pertains to predicates (concepts),
it is natural to assume that the contentuality of predicates is preserved under their
equivalence, if the equivalence includes a necessary connection between predicates.
We expresse this by the following axiom:

(Tx Yx ¬Ux) A (CT A CU), Cont3

where Yx stands for a necessary exclusive disjunction holding of each x. Finally, the
exclusion condition between real and negative contentual properties can be formu-
lated as follows: for each contentual predicate X it holds that either X or (exclu-
sively) the negation X is real (this disjunction is expressed below as an abstract
property by the λ-operator):

aXC (λX.RX Y RX). A1

Operator aX is a universal quantifier applied to a subject-predicate sentence: in
A1, C is the subject term and (λX.RX Y RX) the predicate term. A1 resembles
Gödel’s ontotheological axiom PX Y PX, with the difference that we inserted the
assumption of the contentuality, and replaced ‘positive’ with ‘real’ (R), since Gödel
does not exclude logical properties from the positive ones.19

3.2 The concept of the highest reality
Kant names “all of reality” (omnitudo realitatis) also the “highest reality” (höchste
Realität), possession of which (Allbesitz der Realität [16, B 604]) completely deter-
mines one, “most real”, being (ens realissimum, das realste Wesen, das allerrealste
Wesen).20 We can give the definition in Kant’s words:

Definition 4 (Most real being (ens realissimum)).

. . . of all possible opposed predicates, one, namely that which belongs ab-
solutely to being, is encountered in its determination.

[16, B 604] 21

19For Gödel’s original ontological proof from 1970 and Scott’s slight modifications (system GO),
see [12] and [31]. For axiomatic reconstruction and semantics, see [3] and [32]. For a discussion on
variants of the proof, see [14].

20Cf. [16, B 606, 607, 624, 631, 633, XXXII and elsewhere].
21“. . . und der Begriff eines entis realissimi ist der Begriff eines einzelnen Wesens, weil von allen

möglichen entgegengesetzten Prädikaten eines, nämlich das, was zum Sein schlechthin gehört, in
seiner Bestimmung angetroffen wird” [16, B 604].
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Formally,

Rx =def aXR(λX.Xx),

with R for ‘is a most real being’, which is defined by ‘x possesses each real property’.

(Cf. Gödel’s definition: Gx =def ∀X(PX → Xx), with Gx for ‘x is God’).
Furthermore, according to Kant, the highest being is completely determined by

its concept, and is thus unchangeable and “eternal” [16, B 602, 604, 608], which can
be expressed in terms of necessity:

Rx Ax 2Rx.

The corresponding proposition ∀x(Gx → 2Gx) is provable in GO. In the formal
system below, Rx Ax 2Rx will be introduced as an axiom (A4).

Obviously, the “highest reality” is reality, and thus ‘to be most real’ is a real
predicate. Hence, we add the axiom:

RR. A2

This corresponds to Gödel/Scott’s axiom PG of the system GO, i.e., ‘to be God’ is
a positive property. According to Gödel’s original system, the intersection of “any
number” of positive properties is positive. (Cf. [6, p. 148]).

3.3 Realities as consequents
Kant argues that the most real being (i.e., the “highest reality”) should not itself
be conceived as the totality (“all”) of real predicates (with all realities as its “ingre-
dients”), because that would mean that the highest reality is a sort of “aggregate”
of “derived” beings. Obviously, if we take only a part of such an aggregate of all
realities, with the lack of others, we obtain an individual being determined by the
retained realities and the lack of others. Kant also adds that the conception of the
most real being as a totality would mean that it would have sensible realities of the
appearances as its “ingredients”.

Thus, Kant proposes that the most real being should be conceived as the ground
of all real predicates. The possibility of all things does not arise from the limitation of
the most real being itself, but from the limitation of its consequents.22 And negation

22“Rather, the highest reality would ground the possibility of all things as a ground and not
as a sum total; and the manifoldness of the former rests not on the limitation of the original
being itself, but on its complete consequence . . . ”. “Vielmehr würde der Möglichkeit aller Dinge die
höchste Realität als ein Grund und nicht als Inbegriff zum Grunde liegen und die Mannigfaltigkeit
der ersteren nicht auf der Einschränkung des Urwesens selbst, sondern seiner vollständingen Folge
beruhen. . . ” [16, B 607].
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would be grounded, in a sense, on the limitation of these consequents.23 Kant’s
conception that the highest reality should be the ground of the totality of realities
presupposes the idea of the closure of real predicates under the consequence relation,
in the sense that each content-related predicate (V, of some real or existent subject
T ) possibly following from a real property (U , by definition possessed by the highest
reality) of the subject T , is real (R). Otherwise, V would contradict the real property
non-V , which should also be possessed by the highest reality (A1, Definition 4). This
can be expressed by a special rule:

if (a) Γ ` xTU Ax xTV, (b) Γ ` RT or Γ ` Tx Y ¬Ex,
(c) Γ ` RU, and (d) Γ ` CV, then Γ ` RV.

RC

(Cf. axiom (PX ∧ 2∀y(Xy → Y y))→PY of GO24). By the alternative condition
Γ ` Tx Y ¬Ex, an existing “thing in itself” is hypothetically allowed as a subject of
a real property (see footnote 3 above).

At first sight, RC leads to some strange conclusions. For example, if real sensible
properties (like light, colour, red, warmth, gravity, weight, resistance, taste, etc.25)
should not be ingredients of the most real being, then, according to the law of
complete determination [16, B 599–600], the most real being would possess some
negative predicates (that is, the negative counterparts of “light”, “colour”, “red”,
etc.). At the same time, to have such a real (although sensible) predicate should
be a consequent of the definition of the concept of a most real being. Hence, the
most real being would be a ground both of a real predicate and of its negation,
that is, it would be impossible. However, let us note that R (“most real”) could
be a real property U of RC and be informally understood as some x’s uncognized
genuine (“constituent”, see below Subsection 3.4) property, which is defined by the
possibly consequent (“attributive”, see Subsection 3.4) possession of real properties
(Definition 4). Thus, a most real being might have some real property just in some
mediate, secondary way (for example, due to the founding of a sensible world). Let
us add that, possibly, a special, non-sensible (“spiritual”, “noumenal”) sense of a
property should be distinguished from the sensible sense of the property, like in
the above-mentioned examples of “light”, “warmth”, “prosperity” [16, B 603] (cf.

23Cf. “. . . no one can think a negation determinately without grounding it on the opposed affir-
mation” [16, B 603].

24See [13], where the corresponding axiom is expressed by means of “equality” of properties.
For a complex form of hypothetical propositions as it is used in RC, cf. Kant’s examples in his
lectures on logic: ‘If God is just, then the persistently Godless [evil] will be punished’, i.e, [. . . then]
‘he punishes the wicked’ [18, Herschel 95–96, 98, 107, Vienna 932]. In Prolegomena: ‘If a body is
illuminated by the sun for long enough, then it becomes warm’ [17, p. 312, §29] (see in [1]). Cf. also
a discussion in [25, p. 103 ftn. 53].

25See, for instance, [16, B 211, 215, 216, 217, 603].
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“light of knowledge” and “physical light”).26 It is only in the noumenal (spiritual)
sense that they might be properly (constitutively) applicable to the most real being.
Besides, predicates like “single”, “simple”, “all-sufficient” and “eternal”, as genuinely
applicable to the most real being [16, B 603], seem to be noumenal in their proper
sense.

3.4 Necessity of realities
We come to the last part of an analysis of Kant’s concept of “reality”. A real property,
for Kant, “belongs absolutely [schlechthin] to being” [16, B 604] – not only with
respect to other concepts (A is B), but in itself and thus unchangeably.

A transcendental negation . . . signifies non-being in itself, and is opposed
to transcendental affirmation, which is a Something, the concept of which
in itself already expresses a being . . . [16, B 602]

This “absoluteness” can be expressed by a universally affirmative proposition (quan-
tifier aX) meaning that each property X which is real is necessarily real:

aXR(λX.2RX). A3

(See Gödel’s axiom PX → 2PX).
In connection with “necessity”, we are led to the concept of essence, which has an

important role in ontotheology. Kant distinguishes the “logical” and “real” essence
of a thing, the first one pertaining to the concept of a thing (esse conceptus), and the
second one to the “being” of a thing (esse rei) and conceived as consisting of “marks”
(Merkmale) that necessarily belong to the thing. In addition, Kant distinguishes the
constituents of an essence from the consequents of the essence (attributes) (see
[15, refl. 2312, 2313, 2321–2323]). Generalizing the concept of consequence so as to
include tautological cases (essence X following from X), we render Kant’s concept of
real essence by expressing that each content-related property necessarily possessed
by x is a consequent of the essence of x:

Definition 5 (Essence).

Ess(X,x) =def xX(λx.aY (C (λZ.2Zx))(λY.Xy Ay Y y))

(‘X is an essence of x iff x possesses X and each content-related necessary property
Y of x follows from X’).

26See [24].
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This definition differs from Gödel’s stronger definition, according to which all
properties of a thing follow from its essence.27 Kant’s definition of essence is closer to
Anderson’s definition in a modified version of Gödel’s ontological system:
E (X,x) =def ∀Y (2Y x↔ 2∀y(Xy → Y y)) (see [2] and [14]).

4 Formal system
It is not hard to anticipate that, adopting the above-mentioned principles extracted
from Kant’s text, we can obtain a proof of the possibility of a most real being –
in an analogy with Gödel’s corresponding proof, although with some important dif-
ferences. Since Kant’s formal logic is not the same as what we today understand
under “classical” or “standard” logic, we will present the proof of the possibility of a
most real being in a formalization that will include some specific features of Kantian
formal logic, like a basic logic of “categorical” (subject-predicate), “hypothetical”,
and exclusive disjunctive sentences. Conjunction directly applies only to predicates
(for the “coordination” of “marks” in the content of a predicate). Universal subject-
predicate sentences assume the possibility of their subjects (subject denotes a sort of
possibly non-empty domain of predication). Hypothetical and disjunctive sentences
are understood as strict conditional and strict exclusive disjunction, respectively. We
disregard Kant’s temporal (for him, non-logical) context of subject-predicate propo-
sitions (see [16, B 191–193]),28 and follow his conception that, under some sufficient
reason (here, a set of assumptions Γ), not only a predicate cannot contradict its
subject (Kant’s principle of contradiction [16, B 190]), but also predicates P and
non-P cannot both belong to the same subject. Negation will be independent of the
so called “existential import” of the subject-predicate sentences, and the principle
of excluded middle thus upheld in full generality.29

We describe the language L CO and define the system CO of a Kantian ontology.
The vocabulary of L CO: individual variables x, y, z, x1, . . . (set V1), second-order

variables: X,Y, Z,X1, . . . (set V2), second-order constants A,B,C,A1, . . . (set A),
and E (“existence”), third-order constants R (“real”) and C (“contentual”, “con-

27However, due to the modal “collapse” provable in GO, all properties of a thing x necessarily
belong to x. See [31] for the proof, and [21] for the justification of the modal collapse from Gödel’s
philosophical viewpoint.

28For a tableau formalization, see [20]. The propositional part of this formalization is axiomatized
in [27].

29For another formalization of Kant’s formal logic, see [1]. For Kant’s anticipations of modern
logic, cf. [34]. See also [30] and [22]. A separate presentation of Kant’s formal logic in first-order
setting is in preparation.
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tent-related”), operator symbols ·, λ,¬, a,2,A(α),Y(α) (i.e., A and Y with or without
α ∈ V1 or α ∈ V2 as a subscript), and parentheses.

S, P are used as metavariables for second-order subject and predicate terms,
respectively, K for second-order constant terms, and T,U, V in general for second-
order terms. Similarly, S , P, and T ,U are used for third-order terms. Also, α, β
will stand for first-order or second-order variables, and γ for any term.

Definition 6 (Second-order term, T , third-order term, T , formula, φ).

T ::= X | K | (T1 · T2) | (λxφ), X ∈ V2,K ∈ A ∪ {E}
T ::= R | C | (T1 ·T2) | (λXφ)
φ ::= Tx | T T | axSP | ax¬SP | aXSP | aX¬SP | ¬φ | 2φ

| (φ1 A(α) φ2) | (φ1 Y(α) φ2)

Informally, we will usually use xTU and TT U instead of (T · U)x and (T ·U )T ,
respectively. Parentheses will be omitted if no ambiguity results. Instead of λαφ, we
will informally write λα.φ.

For instance, Tx stands for informal ‘x is T ’, ¬Tx for ‘x is not T ’, xTU for ‘x is T
and U ’, axSP (or ax(λx.Sx)(λx.Px)) for ‘Each x which is S is P ’, and ax¬SP for
‘No x which is S is P ’.

T and T abbreviate λx.¬Tx and λX.¬T X, respectively. λα.¬φ will be occa-
sionally expressed as λα.φ. Sometimes we will write ⊥ for xTT or XT T .

We note that SP is not a term (nor a subformula) of axSP . Similarly, ¬SP in
ax¬SP is not a subformula (nor a term).

Variable α is bound by aα, λα, Aα and Yα (aα and nonobligatory α-subscript of
A and Y are quantifiers). A term or a formula is closed if all variables occurring in it
are bound, and is otherwise open. We denote by free(T ), free(T ), free(φ) and free(Γ)
the set of free variables occurring in T , T , φ, and in the members of Γ, respectively.

By φ(γ) we will denote a formula φ possibly containing γ. e(γ/α) will denote the
substitution of γ for α (if any) in the expression e. We also say that y is substitutable
for x in an expression e iff y does not become bound if substituted for x in e. In a
similar way, we say that T is substitutable for X in an expression e iff neither T nor
a variable occuring in T becomes bound if substituted for X in e.

4.1 System CO
We formulate the rules and axioms of the system CO.

¬I If Γ, φ ` ⊥, then Γ ` ¬φ
CI if Γ ` Tx and Γ ` Ux, then Γ ` xTU if Γ ` T T and Γ ` U T ,
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then Γ ` TTU
CE if Γ ` xTU , then Γ ` Tx if Γ ` TTU , then Γ ` T T

if Γ ` xTU , then Γ ` Ux if Γ ` TTU , then Γ ` U T
Abs Γ ` φ(y) iff Γ ` (λx.φ)y Γ ` φ(T ) iff Γ ` (λX.φ)T
aI if Γ ` Sz for some z, and Γ ∪ {Sy} ` Py, then Γ ` axSP

if Γ ` Sz for some z, and Γ ∪ {Sy} ` ¬Py, then Γ ` ax¬SP ,
where y /∈ free(Γ, axSP/ax¬SP )

aE if Γ ` axSP , then (i) if Γ ∪ {Sz} ` φ then Γ ` φ and (ii) if Γ ` Sy
then Γ ` Py

if Γ ` ax¬SP , then (i) if Γ ∪ {Sz} ` φ then Γ ` φ and (ii) if Γ ` Sy
then Γ ` ¬Py,

where z /∈ free(Γ, axSP/ax¬SP, φ), y is substitutable for x in
SP/¬SP

E Γ ` axEE.

The following are the second-order rules for universal sentences:

aI2 if Γ ` S T for some T , and Γ ∪ {S Y } `PY , then Γ ` aXSP
if Γ ` S T for some T , and Γ ∪ {S Y } ` ¬PY , then Γ ` aX¬SP,
where Y /∈ free(Γ, aXSP/aX¬SP)

aE2 if Γ ` aXSP, then (i) if Γ ∪ {SZ} ` φ then Γ ` φ and (ii) if Γ `
SU then Γ `PU

if Γ`aX¬SP, then (i) if Γ ∪ {SZ} ` φ then Γ ` φ and (ii) if Γ `
SU then Γ ` ¬PU ,

where Z /∈ free(Γ, aXSP/aX¬SP, φ), U is substitutable for X in
SP/¬SP.

Let
√

Γ abbreviate {φ | Γ ` 2φ or Γ ` φ = ψ A(α) χ or Γ ` φ = ψ Y(α) χ}. We give
rules for 2,A(α) and Y(α):

S4 modal propositional rules and axioms of system S4: K- and 4-Reite-
ration into a 2-subproof, 2I, strict Axiom T (2φ A φ); the reite-
ration of φ(α) A(α) ψ(α) and φ(α) Y(α) ψ(α) into a 2-subproof

AI if
√

Γ, φ ` ψ then Γ ` φ(α/β) A(α) ψ(α/β), where, if A(α)=Aα then
β /∈ free(Γ), and if A(α)=A then β = α

MP if Γ ` φ A(α) ψ, then if Γ ` φ(γ/α) then Γ ` ψ(γ/α), where γ is
substitutable for α in φ A ψ and, if A(α)=A, γ = α

YI if
√

Γ, φ ` ¬ψ and
√

Γ,¬φ ` ψ, then Γ ` φ(α/β) Y(α) ψ(α/β), where,
if A(α)=Aα then β /∈ free(Γ), and if A(α)=A then β = α
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MPT if Γ ` φ Y(α) ψ, then if Γ ` φ(γ/α) then Γ ` ¬ψ(γ(α), where γ is
substitutable for α in φ Y ψ and, if A(α)=A, γ = α

MTP if Γ ` φ Y(α) ψ, then if Γ ` ¬φ(γ/α) then Γ ` ψ(γ/α), where γ is
substitutable for α in φ Y ψ and, if A(α)=A, γ = α

REM Γ ` φ(α) Y(α) ¬φ(α).

Reiteration rule: if Γ ` φ, then Γ,∆ ` φ. Assumption rule: Γ, φ ` φ.
As already mentioned, Kant requires that the predicate of a proposition should not
contradict its subject (principle of contradiction [16, B 190–193]). Consequently, to
take a first-order example, neither T nor T hold of a self-contradictory subject (TT )
[17, p. 341, §52b]. The requirement for a subject term in the aI rule (Γ ` Sz) roughly
reflects Kant’s general statement that both the affirmation as well as the negation
of a predicate are “incorrect” if they have as “their ground an impossible concept
of the object” (non entis nulla sunt praedicata [16, B 820–821]). Kant has in mind
the non-contradictoriness of the concept S, which is strengthened in aI up to the
derivability of S’s application to a possible x (see also the note immediately after
the proof of Theorem 1 below).

Let us remark that the square of opposition holds between axSP , ax¬SP ,
¬axSP and ¬ax¬SP if the condition of the derivability of Sz (for some z) is
assumed to be fulfilled for each of these sentences, that is, if all the sentences of the
square are viewed as candidate consequents of a set Γ implying Sz. At the same time,
if the fulfilment of the condition of Sz is not assumed but only added as required
for each of the four forms, REM does not hold between traditional “contradictories”
(between ax- and ¬ax-sentences). We note that in this case the forms ¬axSP and
¬ax¬SP should be accompanied by the additional condition of Sz, for example, by
the transformation into the following formulas: azS(λy.¬ax¬SP ) for a “particular
affirmative” sentence (i), and azS(λy.¬axSP ) for a “particular negative” sentence
(o). Thus, evidently, both “subcontraries” can also be denied.

Proposition 1 (Derived rules ¬aE and ¬aE2). (1) If Γ ` ¬axSP , then if (a)
Γ ` Sz for some z and (b) Γ ∪ {Sy,¬Py} ` ⊥ (y /∈ free(Γ,¬axSP )) then Γ ` φ
(¬aE). (2) If Γ ` ¬aXSP , then if (a) Γ ` ST for some T and (b) Γ∪{S Y,¬PY }
` ⊥ (Y /∈ free(Γ,¬aXSP)) then Γ ` φ (¬aE2).

Proof. (¬aE) The condition (a) is the first conjunct of the condition of the rule
aI, and from (b) the second conjunct of the condition of aI follows. Thus, axSP is
provable from Γ. From this and from the assumption (Γ ` ¬axSP ), x(λx.axSP )
(λx.axSP ) follows, and thus Γ ` φ. (¬aE2) The proof is similar to that for ¬aE.

We now add specific ontotheological definitions and axioms.

1539



Kovač

Definition 7 (Most real being, R (= Definition 4)). Rx =def aXR(λX.Xx)

Definition 8 (Essence, Ess (= Definition 5)). Ess(X,x) =def xX(λx.aY (C
(λZ.2Zx))(λY.Xy Ay Y y))

Ontotheological axioms and the rule RC:

A1 aXC (λX.RX Y RX)
A2 RR
A3 aXR(λX.2RX)
A4 Rx Ax 2Rx
Cont1 RX AX CX RX AX CX
Cont2 ¬CE
Cont3 (Tx Yx ¬Ux) A (CT A CU)
RC if (a) Γ ` xTU Ax xTV , (b) Γ ` RT or Γ ` Tx Y ¬Ex, (c) Γ ` RU ,

and (d) Γ ` CV, then Γ ` RV .

Definition 9 (Inconsistency and consistency). A set Γ of sentences of L CO is
inconsistent iff Γ ` ⊥. Otherwise, Γ is consistent.

5 The possibility of the most real being
Proposition 2. ¬aX¬C R (Since there are content-related properties, the propo-
sition means ‘Some content-related property is real’).
Proof. See axioms A2 and Cont1, which also show that there are content-related
properties. In addition, it is impossible that no content-related property is real since
otherwise, for each content-related property T , neither T nor its complement T
would be real, contrary to A1.

Gödel introduces the exemplifying proposition about the positivity of self-
identity: P(λx.x = x). However, if preferred, the use of self-identity can be left
out, see [31, p. 120].

Theorem 1. aXR(λX.¬2ax¬EX) (Since there always are existing objects, the
meaning is ‘Each real property is possibly instantiated by an existing object’).

Cf. the theorem PX → 3∃xXx of the system GO.

Proof.
1 RR A2
2 RY assumption
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3 2ax¬EY assumption
4 yER 2-assumption
5 ax¬EY from 3 K-Reiteration
6 Ey from 4 CE
7 ¬Y y from 5, 6 aE
8 Y y from 7 Abs
9 yEY from 6, 8 CI
10 yER Ay yEY from 4–9 AI, assumption 4 and 2 discharged
11 CY from 2 Cont1, MP
12 CY from 2 Cont1, MP
13 RY from 10, 12 RC
14 R Y from 2, 11 A1, aE2, MPT
15 YRR from 13, 14 CI
16 ¬2ax¬EY from 3–15 ¬I, assumption 3 discharged
17 aXR(λX.¬2ax¬EX) from 1, 2–16 aI2, assumption 2 discharged

We note that the possibility of the subject E of ¬2ax¬EX follows from Axiom
E. In general, assume ¬Ex as a valid scheme. Then, from the assumption Ez, zEE
and thus yEE follow, which contradicts the axiom axEE (see aE). Hence ¬Ex is
not a valid scheme, and there should always be some x such that Ex holds. This is
also relevant for the next proposition.

Proposition 3. ¬2ax¬ER (‘Possibly, a most real being exists’).
Cf. Gödel’s proposition 3∃xGx.

Proof. From Theorem 1 and A2, (λX.¬2ax¬EX)R follows by aE2(ii), and gives
by Abs the proposition.

Proposition 4. ¬2ax¬E(λx.2Rx) (‘Possibly, a necessary most real being exists’).

Proof. We give a shortened overview of the proof. Assume 2ax¬E(λx.2Rx) (1).
In a 2-subproof assume ¬ax¬ER (2). In (3) derive ax¬E(λx.2Rx) from (1) by
K-Reiteration. For some z, assume Ez (4) (for aE, cf. (3)). Assume Ey and Ry (5),
with y /∈ free(Γ,¬ax¬ER) (Γ is the set of current assumptions). 2Ry (6) follows
from (5) and A4. However, from (3), ¬2Ry (7) is derivable, and hence ⊥ (8). From
(2), (4), and (5–8) ⊥ (9) follows (derived rule ¬aE). From (3) and (4–9) ⊥ (10) is
derivable (aE(i)). From (2-10) ax¬ER (11) follows (¬I, REM) and in (12) by 2I,
we obtain 2ax¬ER, contradicting Proposition 3, with the derivability of ⊥. Hence
the proposition follows by the negation of (1).
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An interesting derivable proposition is that if something with a positive property
necessarily exists, then something else, too, possibly exists.

Proposition 5. RT A (2axTE A ¬2axET ).

Proof. It can be seen that RT and 2axTE, with the assumption 2axET , imply
Ty Yy ¬Ey. Hence, CE follows (from RT , Cont1, and Cont3), in contradiction to
Cont2. Thus, the assumption 2axET should be negated.

An analogous proposition holds for T instead of T .

Proposition 6. Rx Ax aX (C (λX.Xx))R (‘If something is most real, then all its
content-related properties are real’).

Cf. proposition Gx→ (Xx→PX) in GO.

Proof.

1 Rx 2-assumption
2 RC (λX.Xx) A2, Cont1, Abs from 1, CI
3 XC (λX.Xx) assumption
4 ¬RX assumption
5 RX from 3, 4 A1, MTP
6 xXX from 3, 5, 1 Definition 7, CI
7 RX from 4–6 ¬I, REM, assumption 4 discharged
8 aX (C (λX.Xx))R 2, 3–7 aI2, assumption 3 discharged
9 Rx Ax aX (C (λX.Xx))R from 1–8 AI, assumption 1 and 2 discharged

Proposition 7. ∀XR(λX.Rx Ax Xx) (‘A most real being is a ground of all real
properties’).

Proof. Follows from A2, and from Definition 7 and A3.

Theorem 2. Rx Ax Ess(R, x) (‘If something is most real, then it is its essence to
be most real’).

Cf. Gödel’s theorem Gx→ Ess(G, x).

Proof. Assume Rx in a 2-subproof. We should prove Rx (trivially) and aY (C
(λZ.2Zx))(λY.Ry Ay Y y) (cf. Definition 8). According to aI2, we should first prove
that the subject term holds for some T substituted for Y . To this end we can chose R
itself, which is obviously content-related (C , A2, Cont1), and 2Rx follows from the
assumption (A4). Then, according to aI2, we prove Ry Ay Y y from the assumption
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Y C (λZ.2Zx), for an arbitrary Y . From Y C (λZ.2Zx) propositions CY and 2Y x
follow, and thus RY (T, Proposition 6) and 2RY (A3, aE). According to Definition
7 of R, we obtain Ry Ay Y y.

In Kant’s critical philosophy, space and time are not determinations of things
in themselves, but are due to the form of our sensible intuition, which is the way
the objects can be given to us [16, B 323–324, 607].30 Thus, we define conceptual
identity of things, in accordance with which the corresponding manifoldness consists
in the difference between things regarding their real properties [16, B 606, 322–323].

Definition 10 (Conceptual identity). x ≡ y =def aY R((λX.Xx A Xy)(λX.Xy
A Xx)) (‘The conceptual identity of x and y means that a real property belongs to
x iff this property belongs to y’).

On the non-Kantian presupposition that each thing has its corresponding individual
concept (real property), the definiens could be shortened to aY R(λX.Xx A Xy).

Proposition 8. Rx Ax (Ry Ay x ≡ y) (‘If x is most real, then, if y is most real, x
is conceptually identical to y’).

In Gödel’s system, Gx→ (Gy → x = y) is provable for object identity (=).

Proof. Follows from definitions 10 and 7, with the use of axioms A2, A3, and A4 (x
and y share all real properties).

In CO, the preservation of “reality” can be proved under the equivalence of
concepts.

Proposition 9 (Reality and equivalent concepts). (Tx Yx Ux) A (RT A RU)

Proof. Assume Tx Yx Ux (1) in a 2-subproof. In a new, subordinated 2-subproof
assume RT (2). We derive xTT Ax xTU (3) (from 1) and CU (4) (from 1 and 2, by
Cont1 and Cont3). By RC, we deduce RU (5) (from 3, 2, 4). Discharging the inner
2-subproof, we derive RT A RU (6), and with the first 2-subproof discharged, the
proposition follows (7).

The corresponding proposition on positivity (P), 2∀x(Tx ↔ Ux) → (PT →
PU), is easily provable in GO).

30Regardless of a content-related difference (with respect to the concept of a thing), things can
be additionally distinguished, for example, according to the difference in the space-time position,
space-time direction, or quality of sensation (enjoyment, pain) [16, B 319–321, 329–330].
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6 Frames and models
We use semantics with varying domains. However, quantifiers are possibilistic and
range over the objects of a frame (model) and over concepts (functions). Quantifier
aα is accompanied with the explicit restriction to the objects satisfying the subject
term.

Definition 11 (Frame). Frame F is a sextuple 〈W,R,D,D(1), q, I〉, where W 6= ∅
(non-empty set of “worlds”), R ⊆ W × W (reflexive, transitive), D 6= ∅ (non-
empty set of objects), ∅ 6= D(1) ⊆ ℘DW (non-empty set of concepts), q ∈ D(1)
with q(w) 6= ∅ (world-relative domains), and I is an interpretation function such
that I(K ∈ A) ∈ D(1), I(E) = q, I(C , w) ⊆ D(1) \ {q}, I(R, w) ⊆ I(C , w), and
I(λx.φ) ∈ D(1).

Definition 12 (Variable assignment). Variable assignment v is a mapping from V1

to D, and from V2 to D(1).

Definition 13 (Denotation of a term).
1. JxKF,wv = JxKFv = v(x), JXKF,wv = v(X)(w), JXKFv = v(X),

2. JKKF,wv = I(K,w), JKKFv = I(K), where K ∈ A ∪ {E},
3. JC KF,wv = I(C , w), JRKF,wv = I(R, w),

4. Jλx.φKF,wv = Jλx.φKFv(w),

5. JλX.φKF,wv ∈ ℘D(1).

Definition 14 (Satisfaction of a formula at a world).
1. F, w |=v Tx iff v(x) ∈ JT KF,wv ,

F, w |=v T T iff JT KFv ∈ JT KF,wv ,

2. F, w |=v ¬φ iff F, w 6|=v φ,

3. F, w |=v xTU iff F, w |=v Tx and F, w |=v Ux,
F, w |=v TTU iff F, w |=v T T and F, w |=v U T ,

4. F, w |=v axSP iff JSKF,wv ⊆ JP KF,wv with JSKF,wv 6= ∅,
F, w |=v ax¬SP iff JSKF,wv ∩ JP KF,wv = ∅ with JSKF,wv 6= ∅,
F, w |=v aXSP iff JS KF,wv ⊆ JPKF,wv with JS KF,wv 6= ∅,
F, w |=v aX¬SP iff JS KF,wv ∩ JPKF,wv = ∅ with JS KF,wv 6= ∅,

5. F, w |=v 2φ iff for each w′ with wRw′, F, w′ |=v φ,
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6. F, w |=v φ A(α) ψ iff for each w′ with wRw′, for each d in the domain for α,
if F, w′ |=v[d/α] φ, then F, w′ |=v[d/α] ψ (if A(α)=A, then v[d/α] = v31),

7. F, w |=v φ Y(α) ψ iff for each w′ with wRw′, for each d in the domain for α,
either F, w′ |=v[d/α] φ and F, w′ |=v[d/α] ¬ψ, or F, w′ |=v[d/α] ψ and F, w′ |=v[d/α]
¬φ (if A(α)=A, then v[d/α] = v, see footnote 31).

Now, to make sure that each λα.φ abstract has the intended meaning (semantic
value), corresponding to the meaning of φ, and to give the intended meanings to
C and R, we restrict frames to models, where the meanings of λα.φ, C and R are
defined by means of the satisfaction of formulas.

Definition 15 (Model). Model M is a frame F where

1. Jλx.φKF,wv = {d ∈ D | F, w |=v[d/x] φ},
JλX.φKF,wv = {d ∈ D(1) | F, w |=v[d/X] φ},

2. {JT KFv | T = U or T = U and JUKFv ∈ JRKF,wv } ⊆ JC KF,wv , {q} /∈ JC KF,wv ,

3. JRKF,wv ∈ ℘D(1) and fulfils the following conditions:32

(a) if JT KFv ∈ JC KF,wv , then JT KFv ∈ JRKF,wv iff JT KFa /∈ JRKF,wv ,
(b) if JT KF,wv = ⋂{JUKF,wv | JUKFv ∈ JRKF,wv }, then JT KFv ∈ JRKF,wv and for

w′Rw′′, JT KF,w′
v ⊆ JT KF,w′′

v ,

(c) if JT KFv ∈ JRKF,wv , then ∀w′ with wRw′, JT KFv ∈ JRKF,w′
v ,

(d) if (a) ∀w′ with wRw′, J(TU)KF,w′
v ⊆ J(TV )KF,w′

v , (b) either JT KFv ∈ JRKF,wv
or ∀w′ with wRw′, JT KF,w′

v = JEKF,w′
v , (c) JUKFv ∈ JRKF,wv , and (d) JV KFv ∈

JC KF,wv , then JV KFv ∈ JRKF,wv .

Definition 16 (Consequence). Γ |= φ iff for each model M, world w and assign-
ment v, if M, w |=v ψ for each ψ ∈ Γ, then M, w |=v φ.

Example 1 (A possible highest being). We describe a very simple model MP , with
two worlds and two objects. The highest being exists only in one of them, while
in the other one (say, “empirical”) it is just a possibility. W = {w1, w2}, R =
{〈w1, w1〉, 〈w1, w2〉, 〈w2, w2〉}, D = {d, g}, D(1) ⊆ ℘DW , q(w1) = {d}, q(w2) = {g},
and for both worlds w, JRKF,wv = {g}. Accordingly, MP , w1 |= ax¬ER, but MP , w1 |=
¬2ax¬ER and MP , w1 |= ¬2ax¬E(λx.2Rx). Also, MP , w2 |= ¬2ax¬ER, but
MP , w2 |= 2axER and MP , w2 |= 2axE(λx.2Rx).33

31The insertion “for each d in the domain for α” becomes redundant.
32Compare the conditions for I(P, w) in [3, 23].
33See, for example, [4] and [33] for different ways to supplement a modal S4 basis in order to

obtain the necessary existence of a highest being as a validity.
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6.1 Adequacy
We give an outline and main details of the soundness and completeness proofs for
the logic CO.

Theorem 3 (Soundness). If Γ ` φ then Γ |= φ.

Proof. Let us focus on some characteristic cases. (a) (¬I) The truth of xTT (⊥)
implies the truth of Tx and Tx, which is impossible under the same model and
variable assignment (Definition 14, case 2). (b) (aI) Assume the antecedent of aI
(for axSP ), but let, under inductive hypothesis, Γ 6|= axSP . Hence, there should be
some contextM, w, v which satisfies Γ and in which either JSKM,w

v = ∅, contradicting
the hypothesis (with respect to the first conjunct of the antecedent of aI), or for some
d, d ∈ JSKM,w

v but d /∈ JP KM,w
v . In the latter case, there is a variant assignment v[d/y]

satisfying Sy but not Py (y /∈ free(axSP )). This contradicts the hypothesis with
respect to the second conjunct of the antecedent of aI since the value of y leaves
Γ satisfied (y /∈ free(Γ)). (c) For (aE), let us just mention that, under the proviso
for z, from the semantic non-emptiness of S (Definition 14, case 4), it follows that
Γ ∪ {Sz} |= φ implies Γ |= φ (semantic counterpart of the conjunct (i) in aE).
For the proof, assume that Γ ∪ {Sz} |= φ and Γ 6|= φ. Hence, there is a context
M, w, v that satisfies Γ but does not satisfy φ, and (because of the non-emptiness
of JSKM,w

v ) there is a z-variant v′ of v that satisfies Sz (without disturbing the
(non-)satisfaction of Γ and φ because of the proviso for z in aE). Thus, M, w, v′

contradicts the assumption that Γ ∪ {Sz} |= φ. (d) S4 modal rules hold because of
the reflexive and transitive accessibility of worlds in a model. (e) Rules for A(α) and
Y(α) are semantically obvious since they describe necessary (universally quantified)
conditional and necessary (universally quantified) exclusive disjunction. MP, MPT,
and MTP hold because of reflexivity. (f) Let us take RC as an example of the
specific ontotheological part of the system. Assume Γ ` xTU Ax xTV , Γ ` RT or
Γ ` Tx Y ¬Ex, Γ ` RU and Γ ` CV . According to the inductive hypothesis, given
the truth of all members of Γ in M, v at w, we obtain the truth of xTU Ax xTV ,
RT if JT KF,w′

v 6= JEKF,w′
v for some w′ with wRw′, RU and CV , and hence all the

four conditions of Definition 15, case 3d. It is immediate (from the same case of
Definition 15) that JV KMv ∈ JRKM,w

v , that is, RV is true in M, v at w.

To prove the completeness of CO, we use some essential features of the complete-
ness proofs in [8, 13, 7] (see also [23]).

The vocabulary of L CO is extended by an infinite number of first-order variables
(parameters) u1, u2, u3, . . . (set V1′) and an infinite number of new second-order con-
stants F1, F2, F3, . . . (set A′), thus obtaining the language L CO′. Since parameters
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are not bound by any operator, we say that a formula φ of L CO′ is closed iff no free
variable of V1 or V2 occurs in φ. We say that a set w of closed sentences is saturated
iff w is maximal consistent,34 and ω-complete with respect to the instantiations of
a, ¬a, ¬A, and ¬Y sentences. For example, for each sentence axSP ∈ w, there is
a variable u such that Su ∈ w, where u is a new instantiation term at a stage k
of the building of worlds w and their sequence W . We add that there should be
a denumerable set of new parameters and a denumerable set of new second-order
constants for each w.

Let us define, for each consistent set ∆ of sentences of L CO, a set ∆c, obtained
by an injectivemapping c of first-order variables in free(∆) to V1′ and of second-order
variables in free(∆) to A′, still leaving infinitely many new variables in V1′ and new
constants in A′. If ∆ is consistent, then the set ∆c is consistent, since the same shape
of the proof as for the inconsistency of ∆c is applicable to prove the inconsistency
of ∆ (with the replacement of terms corresponding to the substitution c and with
a mapping of new instantiating terms in the derivation of the inconsistency of ∆c

to the terms that are new within the derivation of the inconsistency of ∆). We
now assume that it could be proved that ∆c is a subset of a saturated set w of
sentences of L CO′, where w is a member of a ¬2-, ¬A-, and ¬Y-complete sequence
W of saturated sets (proof mainly along the lines of a Gallinian construction and
argument [8]).

Definition 17 (Canonical frame and variable assignment). Canonical frame Fc =
〈W,Rc, Dc, D(1)c, qc, Ic〉, where (a) W is a set of saturated sets (w) of closed sen-
tences of L CO′, (b) wRw′ iff

√
w ⊆ w′, (c) Dc = V1′, (d) ∅ 6= D(1)c ⊆ ℘(Dc)W ,

(e) qc ∈ D(1) with qc(w) = {u ∈ Dc | Eu ∈ w},35 (f) Ic(K ∈ A ∪ A′) ∈ D(1)c,
Ic(E) = qc, Ic(C , w) ⊆ D(1)c \ {qc}, and Ic(R, w) ⊆ Ic(C , w). For a canonical
variable assignment vc, vc(x ∈ V1) ∈ Dc, vc(u ∈ V1′) = u, and vc(X ∈ V2) ∈ D(1)c.

Definition 18 (Canonical model and variable assignment). Canonical model Mc

is a canonical frame satisfying the conditions as in Definition 15 (model) for λ-
abstracts, C and R, and where, in addition, D(1)c is the range of the interpretation
Ic of A∪A′∪{E}, and for each constant K ∈ A∪A′, Ic(K,w) = {u ∈ Dc | Ku ∈ w}.
Canonical variable assignment is defined in the same way as for the canonical frame.

Note that, due to the ω-completeness, each λx.φ receives its place and denotation
in a canonical model by means of some second-order constant that, for example,
instantiates the property of (λX.Xx Yx ¬φx) occurring in the subject place of a
second-order subject-predicate sentence.

34We extend the concepts of inconsistency and consistency of Definition 9 to the language L CO′.
35We note that qc(w) is non-empty because of Axiom E and the maximality of w.
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We extend the concepts of satisfaction and consequence of definitions 14 and 16
to the language L CO′.

Let φc = φ(u/x, T ∈ A ∪ A′ ∪ {E}/X), where u = vc(x), JT KMc,w
vc = vc(X),

and φ is any expression of L CO. We call the substitution by means of which φc is
defined canonical substitution. Note that φc is a closed formula possibly containing
free first-order variables from V1′ (parameters). Term T c is defined analogously, by
means of the canonical substitution applied to T .

Theorem 4 (Canonical satisfaction in a model). For each φ of L CO,
Mc, w |=vc φ iff φc ∈ w.

Proof. The first-order basic case (Kx and Ku for vc(x) = u) is obvious on the
ground of the definition of canonical model and variable assignment. The second-
order basic case (CT,RT ) should be proved on the ground of the special conditions
in definitions 18 and 15. We give some examples for complex formulas and formulas
of the shape RT .
(a) (axSP , aXSP). (i) Assumption (axSP )c ∈ w implies that for some u ∈ V1′ ,

Scu ∈ w (ω-completeness of w), and that for each u′ ∈ V1′ , if Scu′ ∈ w then
P cu′ ∈ w (aE and substitutability of u′ since u′ is a parameter, maximality of
w). By the inductive hypothesis, according to definitions 18 and 14, we obtain
that ∅ 6= JSKMc,w

vc ⊆ JP KMc,w
vc , that is, Mc, w |=vc axSP . (ii) Assumption

(axSP )c /∈ w implies that either for each u ∈ V1′ , Scu /∈ w (substitutability
of u, maximality of w), or for some u ∈ V1′ , Scu ∈ w but P cu /∈ w (by ω-
completeness of w). According to the inductive hypothesis, in the canonical
model, this amounts to saying that Mc, w 6|=vc axSP . – With some differences,
the proof for aXSP is analogous with that for axSP . We prove the right
to left direction (i). Assume that aXSPc ∈ w. It follows that for some K ∈
A∪A′∪{E}, S cK ∈ w (ω-completeness of w). Also, for eachK ′ ∈ A∪A′∪{E},
if S cK ′ ∈ w then PcK ′ ∈ w (aE and substitutability of K ′, maximality of w).
By the inductive hypothesis, and since the set A∪A′ ∪ {E}, by the meanings
of its members, “covers” the second-order domain D(1)c (see Definition 18),
we conclude that Mc, w |=vc aXSP (Definition 14).

(b) (φ A(α) ψ). (i) From the assumption (φ A(α) ψ)c ∈ w it follows: for each w′

such that
√
w ⊆ w′, if φc(γ/α) ∈ w′ then ψc(γ/α) ∈ w′, for any γ ∈ V1′

(γ ∈ A∪A′ ∪ {E}) substitutable in (φ A ψ)c (MP, maximality of each w′). In
accordance with the inductive hypothesis and definitions 18 and 14, it follows
that Mc, w |=vc φ A(α) ψ. (ii) Assume that (φ A(α) ψ)c /∈ w. Then, for some
γ ∈ V1′ (γ ∈ A ∪ A′ ∪ {E}) (substitutability of γ in (φ A ψ)c) and some w′
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such that
√
w ⊆ w′, φc(γ) ∈ w′ but ψc(γ) /∈ w′, which, under the inductive

hypothesis and in the canonical domain gives Mc, w 6|=vc φ A(α) ψ.
(c) ((λα.φ)γ). Obvious from definitions 14 (case 1) and 15 (case 1), the inductive

hypothesis on φ(γ), and the maximality of w.
(d) (RT ). (i) Let us first consider the intersection case (see Definition 15, case 3b,

and Definition 18). Note that JT KFc,w
vc = ⋂{JUKFc,w

vc | JUKFc

vc ∈ JRKFc,w
vc } defines

T as λx.aXR(λX.Xx), that is, as R. According to definitions 15 and 18,Mc, w
|=vc RT , and hence Mc, w |=vc RR. But RR ∈ w since RR is an axiom
(maximality of w). Also, Rc = R (Definition 7). Therefore, Mc, w |=vc RR iff
RRc ∈ w. (The same holds for any T semantically and syntactically equivalent
to R). In addition, we remark that the clause JT KFc,w′

vc ⊆ JT KFc,w′′
vc (with w′Rw′′)

accounts for Axiom A4. (ii) Let us take the consequent case (see Definition
15, case 3d, and Definition 18) as another example. The semantic antecedent
conditions can be expressed as Mc, w |=vc xTU Ax xTV , Mc, w |=vc RT if
JT KF,w′

v 6= JEKF,w′
v for some w′ with wRw′, Mc, w |=vc RU , Mc, w |=vc CV

and their consequent as Mc, w |=vc RV . Let us correspondingly suppose that
(xTU Ax xTV )c,RU c,CV c ∈ w, and CT c ∈ w if Tx Yx ¬Ex /∈ w. Then, on
the ground of RC, RV c is implied by w and thus (by maximality) RV c ∈ w.
Therefore, on the above semantic and membership conditions, Mc, w |=vc RV
iff RV c ∈ w.

Proposition 10. Let Mc
∆ be a canonical model with the sequence W built on the

consistent set ∆c ⊆ w by some substitution c (see above on the construction of ∆c)
applied to a consistent set ∆ of sentences of L CO. Let vc∆ be a canonical variable
assignment such that vc∆(x ∈ free(∆)) = c(x) and vc∆(X ∈ free(∆)) = Ic∆(c(X)).
Accordingly,

Mc
∆, w |=vc

∆
∆.

Proof. The proposition follows from Theorem 4 and the fact that ∆c ⊆ w.

Theorem 5 (Completeness). If Γ |= φ then Γ ` φ, where φ and each ψ ∈ Γ are
formulas of L CO.

Proof. Let ∆ be a consistent set of formulas of LCO. As already mentioned, if so,
then the set ∆c is consistent. Since ∆c ⊆ w for some w in W on the ground of
which the canonical model Mc

∆ and variable assignment vc∆ can be defined, ∆ is
satisfied by Mc

∆ and vc∆ (Proposition 10). Thus, there are a model M and a variable
assignment v, restricting Mc

∆ and vc∆ to the interpretation and variable assignment
of the symbols of LCO, such that M and v satisfy ∆. Therefore, by contraposition,
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from the unsatisfiability of Γ∪{¬φ} by any model M and variable assignment v the
inconsistency of Γ ∪ {¬φ} follows, which establishes the theorem.

A concluding remark
It is often stated that Gödel’s ontological proof of the existence of God significantly
relies on Leibniz’s ontological proof, especially by including, in its first part, an
argument for the possibility of the existence of God. Although this view is certainly
justified in many important aspects, we suggest that it needs to be complemented
by an elaboration of the possible interconnections of Gödel’s proof with Kant’s
criticism of ontotheology. The more so since we know that Kant’s philosophy was
a rather constant reference point for Gödel, be it in a critical or an inspiring way,
from the earliest time of his intellectual development (see [35, pp. 68–69], [11, 19]).
The account and formalization described above are thought as a proposal to possibly
bridge the seeming philosophical as well as technical gap between Kant’s and Gödel’s
approaches. Although this may imply some difficulties or peculiarities in the formal
language and system (which are meant to preserve Kantian logical forms and to
satisfy the requirements of modern proof rigour), such an approach might, hopefully,
broaden our insights about both philosophers and about ontotheological concepts
involved.
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Abstract

We propose a modification of Gödel’s ontological argument for God’s exis-
tence from his ‘Ontologischer Beweis’ manuscript (1970). We follow a Leibnizian
onto-theology, especially two of Leibniz’s letters from 1676 and 1677, to which
Gödel could relate. We consider two differences between Gödel and Leibniz. We
argue for the superiority of Leibniz’s ideas, while preserving the main struc-
ture of the Gödelian argument. Our first aim is to bring Gödel’s concept of
positiveness closer to the idea of a Leibnizian perfectio which should not be
understood via negations. Our second goal is to analyze the concept of being
necessary in terms of a Leibnizian demonstrability. To this end, we formulate
an S4 version of Gödel’s argument without using negative predicate terms. We
sketch a model for our theory that allows us to express a few specific properties
of the Leibnizian God.

Keywords: ontological argument, existence of God, Gödel, Leibniz, logical philoso-
phy, logic applied to ontology

Introduction
We propose a modification of Gödel’s argument for God’s existence, originally ex-
pressed in his 1970 manuscript ‘Ontologischer Beweis’ ([7], OB). Our proposal fol-
lows a Leibnizian onto-theology, which Gödel referred to in many of his philosophical
writings.

We claim that Gödel’s approach combines the main ideas of two Leibnizian writ-
ings from 1676 and 1677, respectively. The first one, titled ‘That the most perfect
being exists’, was included in a letter to Spinoza ([12, 427], trans. in [13, 167-169]),
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and is usually considered by commentators of OB as the main source for Gödel’s
view. The second source comes from Leibniz’s correspondence with Eckhard ([12,
588] trans. in [1, 136-137]), in which Leibniz addresses the question of God’s exis-
tence in connection with the concept of God’s essence. This feature is also present
and significant in Gödel’s argument. It is well known, that Leibniz’s letter to Spinoza
influenced Gödel’s formulation of the proof of the Cartesian lemma, which is one of
two main lemmata of the key thesis of God’s necessary existence. It states that the
existence of the most perfect being is possible. The second pillar of Gödel’s ontolog-
ical argument is the Leibnizian lemma according to which the possible existence of
God implies His necessary existence. The proof of this second lemma is based on the
mentioned concept of essence, which is understood quite differently from Leibniz’s
interpretation.

A comparative analysis of OB and Leibniz’s texts has already been carried out in
[2] and [16]. Here we want to consider two differences between Gödel’s and Leibniz’s
approaches. We will argue for the superiority of Leibniz’s approach, while preserving
the main structure of the Gödelian argument.

Our first aim is to bring the key concept of positiveness used by Gödel closer to
Leibniz’s idea of perfectio, which underlies the ontological argument from 1676. It is
true that Leibniz considered perfections as simple, positive, and absolute qualities,
whereas Gödel’s concept of positiveness comprises just properties (including com-
plex and relational ones, which do not qualify as Leibnizian perfections). However,
our aim is to impose on Gödel’s positive properties at least the condition accepted
by Leibniz for positive qualities. The latter are not to be “understood through nega-
tions” ([13, 167-169]). Following this restriction, we modify Gödel’s proof in such
a way as to eliminate negative predicate terms from it. The language of the whole
theory still includes term negation, but in the sense of contrariness.

Our second modification is also inspired by Leibniz’s letter to Spinoza. This time
we want to consider the original idea of a connection between the concept of necessity
and the concept of demonstrability. Leibniz explicitly understands necessarily true
propositions that are not known per se as demonstrable ones. This motivates us to
use a formal basis for OB different from the one that is usually considered. It is
generally assumed that Gödel’s approach falls within the framework of logic S5.1
However, the concept of demonstrability does not fulfill axiom 5; rather, it fulfills
axiom 4. By combining Leibnizian modalities in their proof-theoretical meaning with

1A survey of the logics used in various formalizations of OB is given in [16, 25-29]. Modal frames
were investigated earlier by S. Kovač in [10]. In addition to S5, the mostly used modal logics which
do not require many changes in the original structure of the argument in OB are K5, KD45, and
KB.
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S4 modalities we follow a proposal advanced by Adams [1, 46-50].2 Our approach
further employs the idea of grounding OB on the S4 system introduced in [15]. That
formalism is a ‘compromise’ between S4 and S5 modalities. Our formal frame is logic
S4, but a specific instantiation of 5 is needed as an axiom to derive the Leibnizian
lemma. As a result we do not claim that S4 exclusively describes the modalities
of Leibniz’s texts. It may be worth mentioning that our proposal also addresses
Gödel’s doubts about “using some principle in modal logic” in OB as being too
strong – Adams supposes that this principle is the axiom 5 [2, 391].

We formulate a new version of OB, which also offers interesting references to some
of Leibniz’s views on the ‘nature’ of God. It turns out that our theory has models in
which God’s nature is not maximal, in the sense that there are properties such that
God does not possess them or their contraries (negations). This corresponds with
the Leibnizian concept of God, Who is neither finite nor infinite in time and space.
Secondly, in our proposal God is unchanging in the sense that all of His properties
are His attributes, but He is not determined by at least some relative properties, that
He only possibly possesses (like “being the creator of any possible but not actual
world”).

We begin our discussion with D. Scott’s presentation of Gödel’s argument with
an explicit description of the assumed formal system (1). Next, we show the possi-
bility of eliminating negative terms from the ontological proof and highlight certain
derivative dependencies between this proposal and certain axioms of Scott’s the-
ory (2). Finally, we introduce the axiomatic description of our modification of OB,
sketch its semantics and show a few interesting semantical observations within this
new framework (3).

1 Starting point: the formalization of OB by D. Scott
The original OB manuscript was discussed by Gödel with Scott, who presented it
during his seminars in 1970. As a result of these exchanges we now have the so-
called Scott version of Gödel’s argument, which is considered the version closest to
the original ideas of the manuscript. We accept the Scott version as an adequate
supplement to Gödel’s approach.

For the convenience of the reader we provide a short presentation of the Scott
theory, following its description in [16, 17-24].

2Interestingly, the formula (4) 2A → 22A follows from the law about the rationality of neces-
sary statements, which is also attributed to Leibniz by Perzanowski. If we assume that contingency
is described by KA =: 3A ∧ 3¬A, then we can express the statement “Everything that is neces-
sary, is not contingent” as: ¬K2A. Using the standard definition: 3A ↔ ¬2¬A, we obtain precisely
2A → 22A (cf. [14, 99]).
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The vocabulary of the used symbolic language consists of: individual variables x, y,
z, . . . ; first-order unary predicate variables ϕ,ψ, χ, . . . ; constants G (is God), and
NE (is necessarily existent); first order identity predicate =; second-order predicate
P (is positive); symbols: − (for term negation), ¬,→, ∀,2; and parentheses.
We accept the following definitions of predicate terms and formulas:

τ ::= ϕ | ϕ | G | NE

A ::= τx | x = x | P(τ) |¬A | A→ A | ∀xA | ∀ϕA | 2A

Symbols ∧,∨,↔,∃ are defined in the standard way.
We use α, β as representing individual or predicate variables.
The Scott theory is based on a logic characterized by:

- all classical sentential tautologies (PC)
- formulas of the following shapes:

(Q2) ∀αA→ A(τ/α) τ is substitutable for α.
(id1) x = x

(id2) A ∧ x = y → A[y/x]
(K) 2(A→ B)→ (2A→ 2B)
(T) 2A→ A

(5 ) 32A→ 2A

(3/2) 3A↔ ¬2¬A

The primitive rules are modus ponens; rules for introducing quantifiers:
` A → B =⇒ ` A → ∀αB, where α is not free in A; and the necessitation rule:
` A =⇒ ` 2A (R2).
The above system is called Q2S5.
We add to Q2S5 2 closures of the following equivalences:

(−−−) τx↔ ¬τx (negative property)
(G) Gx↔ ∀ϕ(P(ϕ)→ ϕx) (God)

(NE) NEx↔ ∀ϕ(ϕEss.x→ 2∃yϕy) (necessary existence)
where ϕEss.x means ϕx ∧ ∀ψ(ψ(x)→ 2∀y(ϕ(y)→ ψ(y))) (Ess.)
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The expression ϕEss.x reads as follows: property ϕ is an essence of x.
In Q2S5 extended by a modal version of the comprehension schema:

(MCS) ∃ϕ2∀x(ϕx↔ A(x)), ϕ is not in A
our 2 closures of −−−, G, NE are cases of MCS.

The following are specific axioms for P:

(A1) P(ϕ)↔ ¬P(ϕ)
(A2) P(ϕ) ∧ ϕ ⊂2 ψ → P(ψ), where ϕ ⊂2 ψ means 2∀x(ϕx→ ψx)
(A3) P(G)
(A4) P(ϕ)→ 2P(ϕ)
(A5) P(NE)

The Scott theory is just the extension of Q2S5 by the set of axioms A1-A5 above
and the set of 2 closures of the mentioned cases of the comprehension schema 2(−−−,
G, NE). We call it GOo = Q2S5[A1-A5,2(−−−, G, NE)].

Gödel’s ontological argument may now be reconstructed in a simple way.
We start with the theorem about the possible existence of the subject of any positive
properties:

Th 1. P(ϕ)→ 3∃xϕx

Proof. 1. P(ϕ) ∧ ϕ ⊂2 ϕ → P(ϕ) [A2], 2. P(ϕ) ∧ 2∀x(ϕx → ϕx) → ¬P(ϕ) [1, A1,
⊂2], 3. P(ϕ) ∧ 2∀x(ϕx → ¬ϕx) → ¬P(ϕ) [2,−], 4. P(ϕ) → ¬2∀x(ϕx → ¬ϕx) [3,
PC], 5. P(ϕ)→ 3∃xϕx [4,3/2]

Next, we derive the counterpart of the Cartesian lemma:
(CL) 3∃xGx [Th1, A3]

The Leibnizian lemma is obtained through the thesis that the property of being God
is essential to Him:

Th 2. Gx→ GEss.x

Proof. 1. 2P(ϕ) → 2∀x(Gx → ϕx) [2G, K], 2. P(ϕ) → 2∀x(Gx → ϕx) [1, A4],
3. Gx → (ϕx → P(ϕ)) [G, A1,−], 4. Gx → (ϕx → 2∀x(Gx → ϕx)) [PC, 2, 3], 5.
Gx→ Gx ∧ ∀ϕ(ϕx→ 2∀x(Gx→ ϕx)) [Q2, 4]. 6. Gx→ GEss.x [Ess., 5]

The Leibnizian lemma is expressed as follows:
(LL) 3∃xGx→ 2∃xGx

1557



Świętorzecka and Łyczak

Proof. 1. Gx → NEx [G, A5], 2. Gx → ∀ϕ(ϕEss.x → 2∃xϕx) [NE, 1], 3. Gx →
(GEss.x → 2∃xGx) [2, Q2], 4. Gx → 2∃xGx [Th2, 3], 5. ∃xGx → 2∃xGx [Q2,4],
6. 3∃xGx → 32∃xGx [` A → B =⇒ ` 3A → 3B, 5]3, 7. 3∃xGx → 2∃xGx [5,
6]

Finally we derive the key thesis from CL and LL
Th 3. 2∃xGx

Theory GOo has further interesting theses:

Th 4. Gx→ ∀ϕ(ϕx→ P(ϕ)) (G, −, A4)
Th 5. 3P(ϕ)→ P(ϕ) (A4, A1)
Th 6. ϕEss.x ∧ ψEss.x→ 2ϕ = ψ (Ess.)

where ϕ = ψ stands for ∀x(ϕx↔ ψx)
Th 7. ϕEss.x ∧ ϕEss.y → ∀ψ(ψx↔ ψy) (Ess., T)
Th 8. Gx ∧Gy → ∀ψ(ψx↔ ψy) (Th2, Th7)

We can also add to GOo all 2 closures of

(I x) Ixy ↔ x = y (identity in relation to x)

In GOo[2I x] we can next prove the following further theses:

Th 9. ϕEss.x ∧ ϕEss.y → x = y (Th7, Ix, id1)
Th 10. Gx ∧Gy → x = y (Th8, Ix, id1)
Th 11. Gx→ 2∀y(Gy → x = y) (Ess., Ix, id1, Th2)
Th 12. Gx→ 2Gx (Th11, id1, Th3)
Th 13. ∃x2Gx (Th12, Th3, T)
Th 14. Gx→ ∀ϕ(ϕx→ 2ϕx) (2G,K, A4, Th12, Th4)
Th 15. Gx→ ∀ϕ(3ϕx→ ϕx) (Th14, −−−)

We will refer to some of these theses in our further considerations.
A description of an adequate semantics for GOo[2I x] is given in [16, 23-24] (which

follows [9]). We will adopt this semantics when formulating our proposal in section
3.

3The rule ` A → B =⇒ ` 3A → 3B is derivable from R2. The theory GOo is 2 transparent in
the sense that for every A which is GOo thesis we get A → 2A only with modus ponens and rules
for ∀ [5, 317].
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2 Negative terms are not needed in the argument
A significant difference between Leibnizian perfections and Gödel’s positive proper-
ties, which we want to eliminate in favor of the former, concerns the use of negative
predicate terms. These are introduced in GOo with the equivalence −, which also
enables us to describe positive properties as complements (negations) of others.
Leibnizian perfections, instead, are not describable via negations. As we shall see,
the elimination of negative predicate terms does not turn Gödel’s argument into a
theory weaker than GOo.

Let us consider two more GOo theses:

(G↔) Gx↔ ∀ϕ(P(ϕ)↔ ϕx) (G, Th4)
(¬P) ∃ϕ¬P(ϕ) (A3, A1)

We call +Q2S5 the logic expressed in the language of Q2S5 but with no negative
terms and characterized in the same way as Q2S5 without the case −−− of the com-
prehension schema. The labels +Q23 and +Q23KT are used for the classical second
order fragment of +Q2S5 extended by 3/2 and 3/2,K,T, respectively.
It is now to be observed that the formula concerning the possible existence of the
subject of any positive properties – Th1 – is derivable from ¬P, and A2, which are
added to +Q23:

Fact 2.1 +Q23[¬P, A2] ` P(ϕ)→ 3∃xϕx.

Proof. 1. P(ϕ)∧2∀x(ϕx→ ψx)→ P(ψ) [A2,⊂2], 2. P(ϕ)∧¬P(ψ)→ 3∃x(ϕx∧¬ψx)
[1], 3. ¬P(ψ) → (P(ϕ) → 3∃xϕx) [2], 4. ∃ψ¬P(ψ) → (P(ϕ) → 3∃xϕx) [3], 5.
P(ϕ)→ 3∃xϕx [4, ¬P]

The formula stating that the God-like property is the essence of a subject of this
property – Th 2 – is derivable from A4 and 2G↔ in +Q23KT:

Fact 2.2 +Q23KT[A4, 2∀G↔] ` Gx→ GEss.x.

Proof. 1. 2P(ϕ)→ 2∀x(Gx→ ϕx) [2∀G↔, K]4, 2. P(ϕ)→ 2∀x(Gx→ ϕx) [1, A4],
3. Gx → (ϕx → P(ϕ)) [2G↔, T], 4. Gx → (ϕx → 2∀x(Gx → ϕx)) [PC, 2, 3], 5.
Gx→ Gx ∧ ∀ϕ(ϕx→ 2∀x(Gx→ ϕx)) [Q2, 4]. 6. Gx→ GEss.x [Ess., 5].

Following the derivations of CL and LL in GOo and in view of facts 2.1 and 2.2,
we can see that the proof of the key thesis Th3 need not be dependent on negative
terms:

4We need 2 closure of general closure of G↔ because we are not in S5.
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Fact 2.3 +Q2S5[¬P, A2−A5, 2(G↔, NE)] ` 2∃xGx.
Of course, a language with no negative terms gives less ability to express many
theses contained in GOo. For instance, the formula A1 is not expressible in this
language. Interestingly, however, the addition of (−−−) to +Q2S5[¬P, A2-A5, 2(G↔,
NE)] changes this situation.

The formula A1 is now derivable in Q2S5[¬P, A2-A5, 2(−−−, G↔, NE)]:
Fact 2.4 Q2S5[¬P, A2-A5, 2(−−−, G↔, NE)] ` P(ϕ)↔ ¬P(ϕ).5

Proof. (←) 1. Gx → (ϕx ∨ ϕx) [−−−], 2. Gx → (P (ϕ) ↔ ϕx) [G↔, ϕ/ϕ], 3. Gx →
(¬ϕx → ϕx) [1], 4. Gx → (¬ϕx → P(ϕ)) [3, 2], 5. Gx → (¬P(ϕ) → ϕx) [4],
6. Gx → (¬P(ϕ) → P(ϕ)) [5, G↔], 7. ∃xGx → (¬P(ϕ) → P(ϕ)) [5, G↔, 6], 8.
¬P(ϕ)→ P(ϕ) [5, G↔, 7, ∃xGx]

(→) 1. P(ϕ) ∧ P(ϕ) → (Gx → (ϕx ∧ ϕx)) [G↔], 2. P(ϕ) ∧ P(ϕ) → (Gx →
(ϕx ∧ ¬ϕx)) [2, −−−], 3. P(ϕ) ∧ P(ϕ) → ¬Gx [2], 4. P(ϕ) ∧ P(ϕ) → ∀x¬Gx [3], 5.
P(ϕ)→ ¬P(ϕ) [4, ¬∀x¬Gx]

However, the acceptability of A1 is questioned on philosophical grounds and
Gödel himself considered the possibility to understand the concept of positiveness
without assuming A1.6 Our suggestion is to keep ¬P as an axiom, due to its being
more intuitive than A1, without impoverishing the language of the formalism by
excluding from it the possibility of using negative terms. Following this idea, we
accept the weaker meaning of (−−−) as contrary negation, taking as an axiom the
followin:g

(⇀) ϕx→ ¬ϕx
From this, only the following can be proved:

(A1→) P(ϕ)→ ¬P(ϕ) [see 2.4 →]
This is generally considered an acceptable part of A1, and it is also assumed by A.
Anderson in his simplification of Gödel’s argument [3].
A falsification of A1← will be shown at the end of the next section. The weakening
of (−−−) to (⇀) yields another interesting result. Since the formula ∀ϕ(ϕx∨ϕx) is not
valid in our semantics, we can give models in which, for some properties, God does
not possess them nor their negations.

5The inference from ¬P(I), where: Ix ↔ x = x, and A2 to Th1 was elaborated by J. Czermak
[5, 316]. C. Christian has shown that the Scott theory is deductively equivalent to the theory which
comes from it by replacing A1 with ¬P(I) [4, 6-7]. Our observations 2.1 and 2.4 use the formula
∃ϕ¬P(ϕ) which is weaker than ¬P(I).

6In some of his philosophical notes, Gödel considered positiveness in the sense of “purely good”
or “assertions” and suggested a simplification of the ontological argument without A1 [8, 435].
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3 An S4 version of Gödel’s argument with contrary
terms

In his argument for the Cartesian lemma, Leibniz states that:

[A]ll propositions which are necessarily true are either demonstrable or known
per se. Therefore this proposition is not necessarily true, or it is not necessary
that A and B should not be in the same subject. Therefore they can be in the
same subject. [13, 167-168]

An understanding of necessity in terms of demonstrability can be found in many
Leibnizian texts, and in some contexts it may also be associated with S4 modalities
[1, 46-50].7 We want to stress this connection also with respect to our pragmatic
strategy to use the weakest possible logic as a basis for the proposed reconstruction.
With regard to the proof of the Leibnizian lemma, it is enough to use proposed
a specific instantiation of 5 stating that the possible necessary existence of God
implies His necessary existence, and not 5 in its full extent. In this way we do not
endorse the S5 system of modal logic, which seemed too strong to Gödel himself,
and at the same time we are faithful to the original structure of the argument. This
idea comes from [15].

The language of our approach is the same as that of Q2S5.
The logical axioms differ only for schema 5. Instead of this, we assume the weaker

(4 ) 2A→ 22A

The rules are the same as in Q2S5. Now we are in Q2S4.
The admissibility of the necessitation rule in a weaker logic than S5 forces us to
consider 2 closures and 2∀ closures of the next axioms.
Concerning the cases of the comprehension schema, we accept 2∀ closures of

(G↔) Gx↔ ∀ϕ(P(ϕ)↔ ϕx)

(NE) NEx↔ ∀ϕ(ϕEss.x→ 2∃yϕy),
7S. Kovač stressed this connection with respect to the passage quoted above. He formalized it

in a fragment of second order logic with a 3 version of axiom 4: 33A → 3A [11]. Accordnig to
this approach, we begin with the assumption
(a1) 2A then (A is provable from other propositions or true per se).
Compossibility of two properties is defined as follows:
(Comp) Comp(λx.(Xx ∧ Y x)) ⇔ 3∃x(λx.(Xx ∧ Y x))(x).
We consider two perfections X and Y . We assume indirectly that (1) ¬Comp(λx.(Xx ∧ Y x)).
Because (1) is not provable (X and Y are not analyzable) and not true per se, by (a1) we have
(2) ¬2¬Comp(λx.(Xx ∧ Y x)). By 3/2 and 2 we obtain (3) 3Comp(λx.(Xx ∧ Y x)) and so by 3

version of 4 we obtain (4) 3∃x(λx.(Xx ∧ Y x))(x).
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(again ϕEss.x means ϕx ∧ ∀ψ(ψ(x)→ 2∀y(ϕ(y)→ ψ(y))))
and the 2∀ closure of the implication

(⇀) ϕx→ ¬ϕx
The following are the next specific axioms used in our formulation:

- 2∀ closures of

(A2) P(ϕ) ∧ ϕ ⊂2 ψ → P(ψ) (A4) P(ϕ)→ 2P(ϕ)

- 2 closure of

(¬P) ∃ϕ¬P(ϕ)

- formulas:

(A3) P(G) (A5) P(NE) (A6) 32∃xGx→ 2∃xGx
Our theory is the extension of Q2S4 by the above axioms:

GO¬P
⇀⇀⇀4 = Q2S4[2¬P, A3, A5, A6, 2∀(⇀⇀⇀, G↔, NE, A2, A4)].

In simple words, we developed an S4 version of Gödel’s ontological argument allowing
contrary predicate terms.

The GO¬P
⇀⇀⇀4 is 2 transparent like GOo (cf. ft. 3) The closures 2A3 and 2A5 are to be

obtained from A4. We get 2A6 from 2¬2∃xGx ∨2∃xGx [A6,→ /∨,3/2] applied
to 2A ∨2B ↔ 2(2A ∨2B) [S4].
It is interesting that, unlike GOo our approach blocks full P-necessitarianism as
expressed by the equivalence:

(NEC P) 3P(ϕ)↔ P(ϕ)↔ 2P(ϕ)

In GO¬P
⇀⇀⇀4 we do not get the implication 3P(ϕ) → P(ϕ), which is equivalent to

¬P(ϕ)→ 2¬P(ϕ) added by Gödel to the axiom A4. Although, the formula 3P(ϕ)→
P(ϕ) is independently derivable in GOo via A1 or the instantiation of 5 : 32P(ϕ)→
2P(ϕ). However, we believe, once again that our approach is closer to a Leibnizian
point of view. Let ϕ represent such a relative property as ‘being the creator of
a possible world w’. God may create any one of infinitely many worlds, but He
chooses only one, and this is the actual world. By definition God possesses only
positive properties, from which it follows that our property is possibly positive. But
if 3P(ϕ) → P(ϕ) is valid, then the above property relative to any possible world
(including worlds that are not actual) is also positive. It follows from this that
God, Who possesses all positive properties, is the creator of infinitely many possible
worlds. This is obviously rejected by Leibniz.
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The reconstruction of Gödel’s argument is now simple. The formula Th1 is deriv-
able in our theory in the same way as in fact 2.1. The Cartesian lemma CL follows
directly from Th1 and A3. The proof of Th2 is formed as in fact 2.2. The Leibnizian
lemma LL is derivable in the same way as in GOo (in step 7 of the proof we use our
instantiation of 5, which we call A6). Finally the thesis Th3 is derived from CL and
LL.

At the end of our consideration let us describe a model for GO¬P
⇀⇀⇀4[2∀I x] which falsifies

the problematic implication A1←, the formula Th5 expressing 3P-necessitarianism,
and also Th15 according to which all possible properties of God are His actual
properties.

We adopt a modified semantics for GOo[2∀I x] given by Hájek [9]. A Kripke frame
is K = 〈W,R,D, Prop,P〉, where: W is a set of possible worlds; R is a reflexive and
transitive accessibility relation inW ;D is a set of individuals (all sets are nonempty);
Prop is a set of mappings D ×W → {0, 1} representing properties and such that:

(*) ∀p∈Prop∃p′∈Prop∀d∈D∀w∈W (p(d,w)) · p′(d,w) = 0);

P is a mapping that assigns value 1 to properties that are positive in possible worlds:
Prop×W → {0, 1}, where

(**) ∀p∈Prop∀w∈W (P(p, w) = 1 =⇒ ∀w′(wRw′ =⇒ P(p, w′) = 1)).

The constant domain of individuals is not needed in case of our logic, however it
simplifies our interpretation of GO¬P

⇀⇀⇀4[2∀I x].
We do not assume that the universal property is an element of Prop.
In Hájek’s semantics, the characteristics of P do not depend on possible worlds.
The valuation function is v(x) ∈ D, v(τ) ∈ Prop; for contrary terms we have:

v(τ) = p =⇒ ∃1
p′v(τ) = p′, where: ∀d,w(p(d,w) · p′(d,w) = 0).

Taking valuation v, the validity of formulas in possible world w ∈W is described as
follows:

K,w |=v x = y iff v(x) = v(y)
K,w |=v ϕx iff v(ϕ)(v(x), w) = 1
K,w |=v P(ϕ) iff P(v(ϕ), w) = 1
K,w |=v 2A iff ∀w′∈W (wRw′ =⇒ K,w′ |=v A)

The conditions for ¬A, A → B, ∀xA,∀ϕA are usual. The truth-conditions for G,
and NE are already determined in the following way:

K,w |=v Gx iff K,w |=v ∀ϕ(P (ϕ)↔ ϕx)
K,w |=v NEx iff K,w |=v ∀ϕ(ϕEss.x→ 2∃xϕx) (cf. (Ess.))
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A formula A is valid in M iff ∀w∈W K,w |=v A, for all valuations v.

Similarly to Hájek, we assume that our structures fulfill the following conditions:

(C.I) ∀x∃ϕ2∀y(ϕy ↔ y = x) is valid

(C.NE) ∃ϕ2∀x(ϕx↔ ∀ψ(ψEss.x→ 2∃yψy)) is valid
(C.G) ∃ϕ2∀x(ϕx↔ ∀ψ(P (ψ)↔ ψx)

and that there is a g ∈ D such that:

(g.1) ∀p∈Prop∀w∈W (p(g, w) = 1 =⇒ ∀w′∈W (wRw′ =⇒ p(g, w′) = 1))

(g.2) ∀p∈Prop (P(p, w) = 1 iff ∀w′∈W (wRw′ =⇒ (p(g, w) = 1)))

All theorems of GO¬P
⇀⇀⇀4[I x] are valid in the structures described above.

Now we consider M = 〈KKK,vvv〉 where KKK =<WWW,RRR,DDD,PropPropProp,PPP >;
DDD = {g, a}; WWW = {w1, w2}; RRR = {< w1, w2 >,< w1, w1 >,< w2, w2 >};
PropPropProp = {G∗, NE∗, I∗a , p∗, ∅∗, U∗}, where
G∗(g, w1) = G∗(g, w2) = 1, G∗(a,w1) = G∗(a,w2) = 0; NE∗ = G∗;
I∗a(a,w1) = I∗a(a,w2) = 1, I∗a(g, w1) = I∗a(g, w2) = 0;
p∗(g, w1) = p∗(a,w1) = 0, p∗(g, w2) = p∗(a,w2) = 1;
∀d∈D∀w∈W (∅∗(d,w) = 0 and U∗(d,w) = 1);
PPP(G∗, w1) = PPP(G∗, w2) = 1;
PPP(I∗a , w1) = PPP(I∗a , w2) = 0;
PPP(p∗, w1) = 0, PPP(p∗, w2) = 1;
PPP(∅∗, w1) = PPP(∅∗, w2) = 0 and PPP(U∗, w1) = PPP(U∗, w2) = 1.

Let vvv(x) = g,vvv(G) = G∗, vvv(NE) = NE∗, vvv(ϕ) = p∗, vvv(ϕ) = ∅∗.
Now we can see that:

(*) KKK,w1 6|=vvv P(ϕ) ∨ P(ϕ).

Thus the axiom A1← of GOo is falsified in our semantics.
The proposed formalization departs from Gödel’s approach with respect to both the
modalities in the strong sense of S5 and classical term negation.
Despite the fact that our analysis brings Gödel’s ideas close to Leibniz’s view only to
a limited extend, a few promising details can be highlited that capture the Leibnizian
concept of God. Let us note that

(**) KKK,w1 6|=vvv 3P(ϕ)→ P(ϕ) (***) KKK,w1 6|=vvv Gx→ (3ϕx→ ϕx)
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According to (**), our formalism rejects 3P-necessitarianism. According to G↔

and (*), it also rules out a conception of God as possessing every property or its
negation.8 Lastly, it can happened that some possible properties of God are not
His actual properties (***), although all of His actual properties are necessarily
possessed by Him (Th14 is provable in our theory).
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Abstract

Computers may help us to better understand (not just verify) arguments.
In this article we defend this claim by showcasing the application of a new,
computer-assisted interpretive method to an exemplary natural-language ar-
gument with strong ties to metaphysics and religion: E. J. Lowe’s modern
variant of St. Anselm’s ontological argument for the existence of God. Our
new method, which we call computational hermeneutics, has been particularly
conceived for use in interactive-automated proof assistants. It aims at shedding
light on the meanings of words and sentences by framing their inferential role
in a given argument. By employing automated theorem reasoning technology
within interactive proof assistants, we are able to drastically reduce (by several
orders of magnitude) the time needed to test the logical validity of an argu-
ment’s formalization. As a result, a new approach to logical analysis, inspired
by Donald Davidson’s account of radical interpretation, has been enabled. In
computational hermeneutics, the utilization of automated reasoning tools ef-
fectively boosts our capacity to expose the assumptions we indirectly commit
ourselves to every time we engage in rational argumentation and it fosters the
explicitation and revision of our concepts and commitments.
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Part I: Introductory Matter

The traditional conception of logic as an ars iudicandi sees as its central role the clas-
sification of arguments into valid and invalid ones by identifying criteria that enable
us to judge the correctness of (mostly deductive) inferences. However, logic can also
be conceived as an ars explicandi, aiming at rendering the inferential rules implicit
in our socio-linguistic argumentative praxis in a more orderly, more transparent, and
less ambiguous way, thus setting the stage for an eventual critical assessment of our
conceptual apparatus and inferential practices.

The novel approach we showcase in this article, called computational hermeneu-
tics, is inspired by Donald Davidson’s account of radical interpretation [18, 15]. It
draws on the well-known principle of charity and on a holistic account of meaning,
according to which the meaning of a term can only be given through the explici-
tation of the inferential role it plays in some theory (or argument) of our interest.
We adopt the view that the process of logical analysis (aka. formalization) of a
natural-language argument is itself a kind of interpretation, since it serves the pur-
pose of making explicit the inferential relations between concepts and statements.1
Moreover, the output of this process: a logical form, does not need to be unique,
since it is dependent on a given background logical theory, or, as Davidson has put it:

“... much of the interest in logical form comes from an interest in logical geography: to give
the logical form of a sentence is to give its logical location in the totality of sentences, to
describe it in a way that explicitly determines what sentences it entails and what sentences
it is entailed by. The location must be given relative to a specific deductive theory; so logical
form itself is relative to a theory." ([16] p. 140)

Following the principle of charity while engaging in a process of logical analysis,
requires us to search for plausible implicit premises, which would render the given
argument as being logically valid and also foster important theoretical virtues such
as consistency, non-circularity (avoiding ‘question-begging’), simplicity, fruitfulness,
etc. This task can be seen as a kind of conceptual explication.2 In computational

1In recent times, this idea has become known as logical expressivism and has been championed,
most notably, by the adherents of semantic inferentialism in the philosophy of language. Two
paradigmatic book-length expositions of this philosophical position can be found in the works of
Brandom [13] and Peregrin [37].

2Explication, in Carnap’s sense, is a method of conceptual clarification, aimed at replacing an
unclear ‘fuzzy’ pre-theoretical concept: an explicandum, by a new more exact concept with clearly
defined rules of use: an explicatum, for use in a target theory. While Carnapian in spirit, our idea of
explication focuses mostly on the activity of conceptual explicitation by the means of formal logic.
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hermeneutics we carry it out by providing definitions (i.e. by directly relating a
definiendum with a definiens) or by introducing formulas (e.g. as axioms) which re-
late a concept we are currently interested in (explicandum) with some other concepts
which are themselves explicated in the same way (in the context of the same or some
other background theory). The circularity involved in this process is an unavoidable
characteristic of any interpretive endeavor and has been historically known as the
hermeneutic circle. Thus, computational hermeneutics contemplates an iterative
process of ‘trial and error’ where the adequacy of some newly introduced formula
or definition becomes tested by computing, among others, the logical validity of the
whole formalized argument. In order to explore the generally very wide space of pos-
sible formalizations (and also of interpretations) for even the simplest argument, we
have to test its validity at least several hundreds of times (also to account for logical
pluralism). It is here where the recent improvements and ongoing consolidation of
modern automated theorem proving technology, in particular for higher-order logic
(HOL), become handy. A concrete example of the application of this approach using
the Isabelle/HOL [31] proof assistant to the logical analysis and interpretation of an
ontological argument will be provided in the last section.

This article is divided in three parts. In the first one, we present the philosophical
motivation and theoretical underpinnings of our approach; and we also outline the
landscape of automated deduction. In the second part, we introduce the method
of computational hermeneutics as an iterative process of conceptual explication.
In the last part, we present our case study: the computer-assisted logical analysis
and interpretation of E. J. Lowe’s modal ontological argument, where our approach
becomes exemplified.

Philosophical and Religious Arguments

Is it possible to find meaning in religious argumentation? Or is religion a conver-
sation-stopper? Do religious beliefs provide a conceptual framework through which
a believer’s world-view is structured to such an extent, that the interpretation of
religious arguments becomes a hopeless case? (given the apparent incommensurabil-
ity between the conceptual schemes of speakers and interpreters of different creeds).
The answer to these questions boils down to finding a way to acknowledge the variety
of religious belief, while recognizing that we all share, at heart, a similar assortment
of concepts and are thus able to understand each other. We argue for the role of logic
as a common ground for understanding in general and, in particular, for theological
argumentation. We reject therefore the view that deep religious convictions con-
stitute an insurmountable obstacle for successful interreligious communication (e.g.
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between believers and lay interpreters). Such views have been much discussed in re-
ligious studies. Terry Godlove, for instance, has convincingly argued in [24] against
what he calls the “framework theory" in religious studies, according to which, for
believers, religious beliefs shape the interpretation of most of the objects and situa-
tions in their lives. Here Godlove relies on Donald Davidson’s rejection of “the very
idea of a conceptual scheme" [17].

Davidson’s criticism of what he calls “conceptual relativism" relies on the view that
talk of incommensurable conceptual schemes is possible only on violating a correct
understanding of interpretability, as developed in his theory of radical interpretation,
especially vis-à-vis the well-known principle of charity. Furthermore, the kind of
meaning holism implied by Davidson’s account of interpretation suggests that we
must share vastly more belief than not with anyone whose words and actions we are
able to interpret. Thus, divergence in belief must be limited: If an interpreter is to
interpret someone as asserting that Jerusalem is a holy place, she has to presume that
the speaker holds true many closely related sentences; for instance, that Jerusalem
is a city, that holy places are sites of pilgrimage, and, if the speaker is Christian,
that Jesus is the son of God and lived in Jerusalem –and so on. Meaning holism
requires us, so Godlove’s thesis, to reject the notion that religions are alternative,
incommensurable conceptual frameworks.

Drawing upon our experience with the computer-assisted reconstruction and assess-
ment of ontological arguments for the existence of God [8, 9, 23, 7], we can bear
witness to the previous claims. While looking for the most appropriate formaliza-
tion of an argument, we have been led to consider further unstated assumptions
(implicit premises) needed to reconstruct the argument as logically valid, and thus
to ponder how much we may have departed from the original argument and to what
extent we are still doing justice to the intentions of its author. We had to consider
issues like the plausibility of our assumptions from the standpoint of the author and
its compatibility with the author’s purported beliefs (or what she said elsewhere).3
Reflecting on this experience, we have become motivated to work out a computer-
assisted interpretive approach drawing on semantic holism, which is especially suited
for finding meaning in theological and metaphysical discourse.

We want to focus our inquiry on the issue of understanding a particular type of
arguments and the role computers can play in it. We are thus urged to distinguish
the kind of arguments we want to address from others that, on the one hand, rely

3More specifically, Eder and Ramharter [19] propose several criteria aimed at judging the ad-
equacy of formal reconstructions of St. Anselm’s ontological argument. They also show how such
reconstructions help us gain a better understanding of this argument.
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on appeals to faith and rhetorical effects, or, on the other hand, make use of already
well-defined concepts with univocal usage, like in mathematics. We have already
talked of religious arguments in the spirit of St. Anselm’s ontological argument as
some of the arguments we are interested in; we want, nonetheless, to generalize the
domain of applicability of our approach to what we call ‘philosophical’ arguments
(for lack of a better word), since we consider that many of the concepts introduced
into these and many other kinds of philosophical discussions remain quite fuzzy and
unclear (“explicanda" in Carnap’s terminology). We want to defend the view that
the process of explicating those philosophical concepts takes place in the very prac-
tice of argumentation through the explicitation of the inferential role they play in
some theory or argument of our interest. In the context of a formalized argument
(in some chosen logic), this task of conceptual explication can be carried out sys-
tematically by giving definitions or axiomatizing conceptual interrelations, and then
using automated reasoning tools to explore the space of possible logical inferences.
This approach, which we name computational hermeneutics, will be illustrated in
the case study presented in the last section.

Top-down versus Bottom-up Approaches to Meaning

Above we have discussed the challenge of finding meaning in religious arguments.
Determining meanings in philosophical contexts, however, has generally been consid-
ered a problematic task, especially when one wants to avoid the kind of ontological
commitments resulting from postulating the existence, for every linguistic expres-
sion, of some obscure abstract being in need of definite identity criteria (cf. Quine’s
slogan “no entity without identity"). We want to talk here of the meaning of a lin-
guistic expression (particularly of an argument) as that which the interpreter needs
to grasp in order to understand it, and we will relate this to such blurry things as
the inferential role of expressions.

In a similar vein, we also want to acknowledge the compositional character of natural
and formalized languages, so we can think of the meaning of an argument as a func-
tion of the meanings of each of its constituent sentences (premises and conclusions)
and their mode of combination (logical consequence relation).4 Accordingly, we take
the meaning of each sentence as resulting from the meaning of its constituent words

4Ideally, an argument would be analyzed as an island isolated from any external linguistic or
pre-linguistic goings-on, to the extent that its validity would depend solely on what is explicitly
stated (premises, inference rules, etc.); and, for instance, when implicit premises are brought to
our attention, they should be made explicit and integrated into the argument accordingly –which
must always remain an intersubjectively accessible artifact: a product of our socio-linguistic discur-
sive practices. In the same spirit, it is also reasonable to expect of all sentences to derive their
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(concepts) and their mode of combination. We can therefore, by virtue of compo-
sitionality, conceive a bottom-up approach for the interpretation of an argument,
by starting with our pre-understanding (theoretical or colloquial) of its main con-
cepts and then working our way up to an understanding of its sentences and their
inferential interrelations.5

The bottom-up approach is the one usually employed in the formal verification of
arguments (logic as ars iudicandi). However, it leaves open the question of how
to arrive at the meaning of words beyond our initial pre-understanding of them.
This question is central to our project, since we are interested in understanding
(logic as ars explicandi) more than mere verifying. Thus, we want to complement
the atomistic bottom-up approach with a holistic top-down one, by proposing a
computer-supported method aimed at determining the meaning of expressions from
their inferential role vis-à-vis argument’s validity (which is determined for the ar-
gument as a whole), much in the spirit of Donald Davidson’s program of radical
interpretation.6

Radical Interpretation and the Principle of Charity

What is the use of radical interpretation in religious and metaphysical discourse?
The answer is trivially stated by Davidson himself, who convincingly argues that
“all understanding of the speech of another involves radical interpretation" ([15], p.
125). Furthermore, the impoverished evidential position we are faced with when
interpreting metaphysical and theological arguments corresponds very closely to
the starting situation Davidson contemplates in his thought experiments on rad-
ical interpretation, where he shows how an interpreter could come to understand
someone’s utterances without relying on any prior understanding of their language.7

meaning compositionally (in particular, we see no place for idioms in philosophical arguments).
Unsurprisingly, these demands are never met in their entirety in real-world arguments.

5There is a well-known tension between the holistic nature of inferential roles and a compo-
sitional account of meaning. In computational hermeneutics, we aim at showing both approaches
in action (top-down and bottom-up), thus demonstrating their compatibility in practice. For a
theoretical treatment of the relationship between compositionality and meaning holism, we refer
the reader to [35, 33, 34].

6The connections between Davidson’s truth-centered theory of meaning and theories focusing
on the inferential role of expressions (e.g. [13, 27, 12]) have been much discussed in the literature.
While some authors (Davidson included) see both holistic approaches as essentially different, others
(e.g. [45], [28], p. 72) have come to see Davidson’s theory as an instance of inferential-role semantics.
We side with the latter.

7For an interesting discussion of the relevance of Davidson’s philosophy of language in religious
studies, we refer the reader to [25].
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Davidson’s program builds on the idea of taking the notion of truth as basic and
extracting from it an account of translation or interpretation satisfying two general
requirements: (i) it must reveal the compositional structure of language, and (ii) it
can be assessed using evidence available to the interpreter [15, 18].

The first requirement (i) is addressed by noting that a theory of truth in Tarski’s style
(modified to apply to natural language) can be used as a theory of interpretation.
This implies that, for every sentence s of some object language L, a sentence of the
form: «“s" is true in L iff p» (aka. T-schema) can be derived, where p acts as a
translation of s into a sufficiently expressive metalanguage used for interpretation
(note that in the T-schema the sentence p is being used, while s is only being
mentioned). Thus, by virtue of the recursive nature of Tarski’s definition of truth
[43], the compositional structure of the object-language sentences becomes revealed.

From the point of view of computational hermeneutics, the sentence s is interpreted
in the context of a given argument. The object language L thereby corresponds to
the idiolect of the speaker (natural language plus some technical terms and back-
ground information), and the metalanguage is constituted by formulas of our chosen
logic of formalization (some expressive logic XY ) plus the turnstyle symbol `XY

signifying that an inference (argument) is valid in logic XY. As an illustration, con-
sider the following instance of the T-schema used for some theological argument
about monotheism: «“There is only one God" is true [in English, in the context
of argument A] iff A1, A2, ..., An `HOL “∃ x. God x ∧ ∀ y. God y → y=x"», where
A1, A2, ..., An correspond to the formalization of the premises of argument A and the
turnstyle `HOL corresponds to the standard logical consequence relation in higher-
order logic (HOL). By comparing this with the T-schema («“s" is true in L iff p») we
can notice that the used metalanguage sentence p can be paraphrased in the form:
«“q" follows from the argument’s premises [in HOL]» where the mentioned sentence
q corresponds to the formalization (in some chosen logic) of the object sentence s. In
this example we have considered a sentence playing the role of a conclusion which is
being supported by some premises. It is however also possible to consider this same
sentence in the role of a premise: «“There is only one God" is true [in the context
of argument A] iff A1, A2, ..., “∃ x. God x ∧ ∀ y. God y → y=x”, ..., An `HOL C»;
now the truth of the sentence is postulated so that it can be used to validate C.8 Most
importantly, this example aims at illustrating how the interpretation of a sentence
relates to its logical formalization and the inferential role it plays in a background

8We may actually want to weaken the double implication in this case, or work with an alternative
notion of logical consequence. Moreover, other roles can be conceived for such a sentence in the
context of an argument, for instance, it can also play the role of an unwanted conclusion: a sentence
which we want to make sure it remains false no matter how we analyze the argument.
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argument.

The second general requirement (ii) states that the interpreter has access to objec-
tive evidence in order to judge the appropriateness of her interpretations, i.e., access
to the events and objects in the ‘external world’ that cause sentences to be true
(or, in our case, arguments to be valid). In our approach, formal logic serves as a
common ground for understanding. Computing the logical validity of a formalized
argument constitutes the kind of objective (or, more appropriately, intersubjective)
evidence needed to secure the adequacy of our interpretations, under the charitable
assumption that the speaker follows (or at least accepts) similar logical rules as we
do. In computational hermeneutics, the computer acts as an (arguably unbiased)
arbiter deciding on the truth of a sentence in the context of an argument. In order to
account for logical pluralism, computational hermeneutics targets the utilization of
different kinds of classical and non-classical logics through the technique of seman-
tical embeddings (see e.g. [6, 4]), which allows us to take advantage of the expressive
power of classical higher-order logic (as a metalanguage) in order to embed the syn-
tax and semantics of another logic (as an object language). Using the technique of
semantical embeddings we can, for instance, embed a modal logic by defining the
modal operators as meta-logical predicates. A framework for automated reasoning
in different logics by applying the technique of semantical embeddings has been
successfully implemented using automated theorem proving technology [21, 5].

Underlying his account of radical interpretation, there is a central notion in David-
son’s theory: the principle of charity, which he holds as a condition for the possibility
of engaging in any kind of interpretive endeavor. In a nutshell, the principle says
that “we make maximum sense of the words and thoughts of others when we in-
terpret in a way that optimizes agreement" [17]. The principle of charity builds on
the possibility of intersubjective agreement about external facts among speaker and
interpreter and can thus be invoked to make sense of a speaker’s ambiguous utter-
ances and, in our case, to presume (and foster) the validity of the argument we aim
at interpreting. Consequently, in computational hermeneutics we assume from the
outset that the argument’s conclusions indeed follow from its premises and disregard
formalizations that do not do justice to this postulate.

The Automated Reasoning Landscape

Automated reasoning is an umbrella term used for a wide range of technologies shar-
ing the overall goal of mechanizing different forms of reasoning (understood as the
ability to draw inferences). Born as a subfield of artificial intelligence with the aim
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of automatically generating mathematical proofs,9 automated reasoning has moved
to close proximity of logic and philosophy, thanks to substantial theoretical devel-
opments in the last decades. Nevertheless, its main field of application has mostly
remained bounded to mathematics and hardware and software verification. In this
respect, the field of automated theorem proving (ATP) has traditionally been its
most developed subarea. ATP involves the design of algorithms that automate the
process of construction (proof generation) and verification (proof checking) of math-
ematical proofs. Some extensive work has also been done in other non-deductive
forms of reasoning (inductive, abductive, analogical, etc.). However, those fields
remain largely underrepresented in comparison.

There have been major advances regarding the automatic generation of formal proofs
during the last years, which we think make the utilization of formal methods in
philosophy very promising and have even brought about some novel philosophical
results (e.g. [9]). We will, on this occasion, restrain ourselves to the computer-
supported interpretation of existing arguments, that is, to a situation where the
given nodes/statements in the argument constitute a coarse grained “island proof
structure” that needs to be rigorously assessed.

Proof checking can be carried out either non-interactively (for instance as a batch
operation) or interactively by utilizing a proof assistant. A non-interactive proof-
checking program would normally get as input some formula (string of characters in
some predefined syntax) and a context (some collection of such formulas) and will, in
positive cases, generate a listing of the formulas (in the given context) from which the
input formula logically follows, together with the name of the proof method10 used
and, in some cases, a proof string (as in the case of proof generators). Some proof
checking programs, called model finders, are specialized in searching for models and,
more importantly, countermodels for a given formula. This functionality proves very
useful in practice by sparing us the thankless task of trying to prove non-theorems.

Human guidance is oftentimes required by theorem provers in order to effectively
solve interesting problems. A need has been recognized for the synergistic combina-
tion of the vast memory resources and information-processing capabilities of modern
computers, together with human ingenuity, by allowing people to give hints to these
tools by the means of especially crafted user interfaces. The field of interactive the-

9For instance, the first widely recognized AI system: Logic Theorist, was able to prove 38 of the
first 52 theorems of Whitehead and Russell’s “Principia Mathematica" back in 1956.

10For instance, some of the proof methods commonly employed by the Isabelle/HOL proof as-
sistant are: term rewriting, classical reasoning, tableaus, model elimination, ordered resolution and
paramodulation.
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orem proving has grown out of this endeavor and its software programs are known
as proof assistants.11

Automated reasoning is currently being applied to solve problems in formal logic,
mathematics and computer science, software and hardware verification and many
others. For instance, the Mizar Library12 and TPTP (Thousands of Problems for
Theorem Provers) [42] are two of the biggest libraries of such problems being main-
tained and updated on a regular basis. There is also a yearly competition among
automated theorem provers held at the CADE conference [36], whose problems are
selected from the TPTP library.

Automated theorem provers (particularly focusing on higher order logics) have been
used to assist in the formalization of many advanced mathematical proofs such as
Erdös-Selberg’s proof of the Prime Number Theorem (about 30,000 lines in Isabelle),
the proof of the Four Color Theorem (60,000 lines in Coq), and the proof of the
Jordan Curve Theorem (75,000 lines in HOL-Light) [40]. The monumental proof
of Kepler’s conjecture by Thomas Hales and his research team has been recently
formalized and verified using the HOL-Light and Isabelle proof assistants as part of
the Flyspeck project [26].

Isabelle [31] is the proof assistant we will use to illustrate our computational hermen-
eutics method. Isabelle offers a structured proof language called Isar specifically
tailored for writing proofs that are both computer- and human-readable and which
focuses on higher-order classical logic. The different variants of the ontological
argument assessed in our case study are formalized directly in Isabelle’s HOL dialect
or, for the modal variants, through the technique of shallow semantical embeddings
[6].

Part II: The Computational Hermeneutics Method

It is easy to argue that using computers for the assessment of arguments brings us
many quantitative advantages, since it gives us the means to construct and verify
proofs easier, faster, and much more reliably. Furthermore, a main task of this paper
is to illustrate a central qualitative advantage of computer-assisted argumentation:
It enables a different, holistic approach to philosophical argumentation.

11A survey and system comparison of the most famous interactive proof assistants has been
carried out in [44]. The results of this survey remain largely accurate to date.

12Mizar proofs and their corresponding articles are published regularly in the peer-reviewed
Journal of Formalized Mathematics.
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Holistic Approach: Why Feasible Now?

Let us imagine the following scenario: A philosopher working on a formal argument
wants to test a variation on one of its premises or definitions and find out if the ar-
gument still holds. Our philosopher is working with pen and paper and she follows
some chosen proof procedure (e.g. natural deduction or sequent calculus). Depend-
ing on her calculation skills, this may take some minutes, if not much longer, to be
carried out. It seems clear that she cannot allow herself many of such experiments
on such conditions.

Now compare the above scenario to another one in which our working philosopher
can carry out such an experiment in just a few seconds and with no effort, by em-
ploying an automated theorem prover. In a best-case scenario, the proof assistant
would automatically generate a proof (or the sketch of a countermodel), so she just
needs to interpret the results and use them to inform her new conjectures. In any
case, she would at least know if her speculations had the intended consequences, or
not. After some minutes of work, she will have tried plenty of different variations of
the argument while getting real-time feedback regarding their suitability.13

We aim at showing how this radical quantitative increase in productivity does indeed
entail a qualitative change in the way we approach formal argumentation, since it
allows us to take things to a whole new level (note that we are talking here of many
hundreds of such trial-and-error ‘experiments’ that would take weeks or months if
using pen and paper). Most importantly, this qualitative leap opens the door for
the possibility of automating the process of logical analysis for natural-language
arguments with regard to their subsequent computer-assisted critical evaluation.

The Approach

Computational hermeneutics is a holistic iterative enterprise, where we evaluate the
adequacy of some candidate formalization of a sentence by computing the logical
validity of the whole argument. We start with formalizations of some simple state-
ments (taking them as tentative) and use them as stepping stones on the way to the
formalization of other argument’s sentences, repeating the procedure until arriving
at a state of reflective equilibrium: A state where our beliefs and commitments have

13The situation is obviously idealized, since, as is well known, most of theorem-proving problems
are computationally complex and even undecidable, so in many cases a solution will take several
minutes or just never be found. Nevertheless, as work in the emerging field of computational
metaphysics [32, 1, 41, 8, 9] suggests, the lucky situation depicted above is not rare.
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the highest degree of coherence and acceptability.14 In computational hermeneutics,
we work iteratively on an argument by temporarily fixing truth-values and inferen-
tial relations among its sentences, and then, after choosing a logic for formalization,
working back and forth on the formalization of its premises and conclusions by mak-
ing gradual adjustments while getting automatic feedback about the suitability of
our speculations. In this fashion, by engaging in a dialectic questions-and-answers
(‘trial-and-error’) interaction with the computer, we work our way towards a proper
understanding of an argument by circular movements between its parts and the
whole (hermeneutic circle).

A rough outline of the iterative structure of the computational hermeneutics ap-
proach is as follows:

1. Argument reconstruction (initially in natural language):

a. Add or remove sentences and choose their truth-values.
Premises and desired conclusions would need to become true, while some
other ‘unwanted’ conclusions would have to become false. Deciding on
these issues expectedly involves a fair amount of human judgment.

b. Establish inferential relations, i.e., determine the extension of the log-
ical consequence relation: which sentences should follow (logically) from
which others. This task can be done manually or automatically by letting
our automated tools find this out for themselves, provided the logic for
formalization has been selected and argument has already been roughly
formalized (hence the mechanization of this step becomes feasible only
after at least one outermost iteration). Automating this task frequently
leads to the simplification of the argument, since current theorem provers
are quite good at detecting idle axioms (see e.g. Isabelle’s Sledgehammer
tool [10]).

2. Selection of a logic for formalization, guided by determining the logical
structure of the natural-language sentences occurring in the argument. This
task can be partially automated (using the semantical embeddings technique)
by searching a catalog of different embedded logics (in HOL) and selecting a

14We have been inspired by John Rawls’ notion of reflective equilibrium as a state of balance
or coherence between a set of general principles and particular judgments (where the latter follow
from the former). We arrive at such a state through a deliberative give-and-take process of mu-
tual adjustment between principles and judgments. More recent methodical accounts of reflective
equilibrium have been proposed as a justification condition for scientific theories [20] and objectual
understanding [2], and also as an approach to logical analysis [39].
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candidate logic (modal, free, deontic, etc.) satisfying some particular syntactic
or semantic criteria.

3. Argument formalization (in the chosen logic), while getting continuous
feedback from our automated reasoning tools about the argument’s correctness
(validity, consistency, non-circularity, etc.). This stage is itself iterative, since,
for every sentence, we charitably (in the spirit of the principle of charity) try
several different formalizations until getting a correct argument. Here is where
we take most advantage of the real-time feedback offered by our automated
tools. Some main tasks to be considered are:

a. Translate natural-language sentences into the target logic, by
relying either on our pre-understanding or on provided definitions of the
argument’s terms.

b. Vary the logical form of already formalized sentences. This can
be done systematically and automatically by relying upon a catalog of
(consistent) logical variations of formulas (see semantical embeddings)
and the output of automated tools (ATPs, model finders, etc.).

c. Bring related terms together, either by introducing definitions or by
axiomatizing new interrelations among them. These newly introduced
formulas can be translated back into natural language to be integrated
into the argument in step (1.a), thus being disclosed as former implicit
premises. The process of searching for additional premises with the aim
of rendering an argument formally correct can be seen as a kind of abduc-
tive reasoning (‘inference to the best explanation’) and thus needs human
support (at least at the current state of the art).

4. Are termination criteria satisfied? That is, have we arrived at a state of
reflective equilibrium? If not, we would come back to some early stage. Termi-
nation criteria can be derived from the adequacy criteria of formalization found
in the literature on logical analysis (see e.g. [3, 14, 38, 39]). An equilibrium
may be found after several iterations without any significant improvements.15

15In particular, inferential adequacy criteria lend themselves to the application of automated
deduction tools. Consider, for instance, Peregrin and Svoboda’s [39] proposed criteria:
(i) The principle of reliability: “φ counts as an adequate formalization of the sentence S in the
logical system L only if the following holds: If an argument form in which φ occurs as a premise
or as the conclusion is valid in L, then all its perspicuous natural language instances in which S
appears as a natural language instance of φ are intuitively correct arguments."
(ii) The principle of ambitiousness: “φ is the more adequate formalization of the sentence S in
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Furthermore, the introduction of automated reasoning and linguistic analysis
tools makes it feasible to apply these criteria to compute, in seconds, the de-
gree of ’fitness’ of some candidate formalization for a sentence (in the context
of an argument).

Part III: Lowe’s Modal Ontological Argument

In this section, the main contribution of this article, we illustrate the computer-
supported interpretation of a variant of St. Anselm’s ontological argument for the
existence of God, using Isabelle/HOL.16 This argument, which was introduced by
the philosopher E. J. Lowe in an article named “A Modal Version of the Ontological
Argument" [30], serves here as an exemplary case for an interesting and sufficiently
complex, systematic argument with strong ties to metaphysics and religion. The in-
terpretation of Lowe’s argument thus makes for an ideal showcase for computational
hermeneutics in practice.

Lowe offers in his article a new modal variant of the ontological argument, which is
specifically aimed at proving the necessary existence of God. In a nutshell, Lowe’s
argument works by first postulating the existence of necessary abstract beings, i.e.,
abstract beings that exist in every possible world (e.g. numbers). He then introduces
the concepts of ontological dependence and metaphysical explanation and argues that
the existence of every (mind-dependent) abstract being is ultimately explained by
some concrete being (e.g. a mind). By interrelating the concepts of dependence
and explanation, he argues that the concrete being(s), on which each necessary
abstract being depends for its existence, must also be necessary. This way he proves
the existence of at least one necessary concrete being (i.e. God, according to his
definition).

Lowe further argues that his argument qualifies as a modal ontological argument,
since it focuses on necessary existence, and not just existence of some kind of supreme
being. His argument differs from other familiar variants of the modal ontological
argument (like Gödel’s) in that it does not appeal, in the first place, to the possible
existence of God in order to use the modal S5 axioms to deduce its necessary ex-

the logical system L the more natural language arguments in which S occurs as a premise or as
the conclusion, which fall into the intended scope of L and which are intuitively perspicuous and
correct, are instances of valid argument forms of S in which φ appears as the formalization of S."
([39] pp. 70-71).

16We refer the reader to [22] for further details. That computer-verified article has been com-
pletely written in the Isabelle proof assistant and thus requires some familiarity with this system.
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istence as a conclusion.17 Lowe wants therefore to circumvent the usual criticisms
to the S5 axiom system, like implying the unintuitive assertion that whatever is
possibly necessarily the case is thereby actually the case.

The structure of Lowe’s argument is very representative of methodical philosoph-
ical arguments. It features eight premises from which new inferences are drawn
until arriving at a final conclusion: the necessary existence of God (which in this
case amounts to the existence of some necessary concrete being). The argument’s
premises are reproduced verbatim below:

(P1) God is, by definition, a necessary concrete being.

(P2) Some necessary abstract beings exist.

(P3) All abstract beings are dependent beings.

(P4) All dependent beings depend for their existence on independent beings.

(P5) No contingent being can explain the existence of a necessary being.

(P6) The existence of any dependent being needs to be explained.

(P7) Dependent beings of any kind cannot explain their own existence.

(P8) The existence of dependent beings can only be explained by beings on which
they depend for their existence.

We will consider here only a representative subset of the argument’s conclusions,
which are reproduced below:

(C1) All abstract beings depend for their existence on concrete beings. (Follows
from P3 and P4 together with definitions D3 and D4.)

(C5) In every possible world there exist concrete beings. (Follows from C1 and P2.)

(C7) The existence of necessary abstract beings needs to be explained. (Follows
from P2, P3 and P6.)

(C8) The existence of necessary abstract beings can only be explained by concrete
beings. (Follows from C1, P3, P7 and P8.)

(C9) The existence of necessary abstract beings is explained by one or more necessary
concrete beings. (Follows from C7, C8 and P5.)

17As shown in [8], modal logic KB actually suffices to prove Scott’s variant of Gödel’s argument;
this was probably not known to Lowe though.
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(C10) A necessary concrete being exists. (Follows from C9.)

Lowe also introduces some informal definitions which should help the reader to
understand some of the concepts involved in his argument (necessity, concreteness,
ontological dependence, metaphysical explanation, etc.). In the following discussion,
we will see that most of these definitions do not bear the significance Lowe claims.

(D1) x is a necessary being := x exists in every possible world.

(D2) x is a contingent being := x exists in some but not every possible world.

(D3) x is a concrete being := x exists in space and time, or at least in time.

(D4) x is an abstract being := x does not exist in space or time.

(D5) x depends for its existence on y := necessarily, x exists only if y exists.

In the following sections we use computational hermeneutics to interpret iteratively
the argument shown above (by reconstructing it formally in different variations and
in different logics). We compile in each section the results of a series of iterations and
present them as a new variant of the original argument. We want to illustrate how
the argument (as well as our understanding of it) gradually evolves as we experiment
with different combinations of definitions, premises and logics for formalization.

First Iteration Series: Initial Formalization

Let us first turn to the formalization of premise P1: “God is, by definition, a necessary
concrete being".18

In order to shed light on the concept of necessariness (i.e. being a necessary being)
employed in this argument, we have a look at the definitions D1 and D2 provided
by the author. They relate the concepts of necessariness and contingency (i.e. being
a contingent being) with existence:19

18When the author says of something that it is a “necessary concrete being" we will take him
to say that it is both necessary and concrete. Certainly, when we say of Tom that he is a lousy
actor, we just don’t mean that he is lousy and that he also acts. For the time being, we won’t
differentiate between predicative and attributive uses of adjectives, so we will formalize both sorts
as unary predicates; since the particular linguistic issues concerning attributive adjectives don’t
seem to play a role in this argument. In the spirit of the principle of charity, we may justify adding
further complexity to the argument’s formalization if we later find out that it is required for its
validity.

19Here, the concepts of necessariness and contingency are meant as properties of beings, in
contrast to the concepts of necessity and possibility which are modals. We will see later how both
pairs of concepts can be related in order to validate this argument.
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(D1) x is a necessary being := x exists in every possible world.

(D2) x is a contingent being := x exists in some but not every possible world.

The two definitions above, aimed at explicating the concepts of necessariness and
contingency by reducing them to existence and quantification over possible worlds,
have a direct impact on the choice of a logic for formalization. They not only call for
some kind of modal logic with possible-world semantics but also lead us to consider
the complex issue of existence, since we need to restrict the domain of quantification
at every world.

The choice of a modal logic for formalization has brought to the foreground an
interesting technical constraint: The Isabelle proof assistant (as well as others) does
not natively support modal logics. We have used, therefore, a technique known as
semantical embedding, which allows us to take advantage of the expressive power of
higher-order logic in order to embed the syntax and semantics of an object language.
Here we draw on previous work on the embedding of multimodal logics in HOL [6],
which has successfully been applied to the analysis and verification of ontological
arguments (e.g. [9, 8, 7, 23]). Using this technique, we can embed a modal logic
K by defining the 2 and 3 operators using restricted quantification over the set
of reachable worlds (using a reachability relation R as a guard). Note that, in the
following definitions, the type wo is declared as an abbreviation for w⇒bool, which
corresponds to the type of a function mapping worlds (of type w) to boolean values.
wo thus corresponds to the type of a world-dependent formula (i.e. its truth set).
consts R::w⇒w⇒bool (infix R) — Reachability relation
abbreviation mbox :: wo⇒wo (2-)
where 2ϕ ≡ λw.∀ v. (w R v)−→(ϕ v)

abbreviation mdia :: wo⇒wo (3-)
where 3ϕ ≡ λw.∃ v. (w R v)∧(ϕ v)

The ‘lifting’ of the standard logical connectives to type wo is straightforward. Va-
lidity is consequently defined as truth in all worlds and represented by wrapping the
formula in special brackets (b−c).
abbreviation valid::wo⇒bool (b-c) where bψc ≡ ∀w.(ψ w)

We verify our embedding by using Isabelle’s simplifier to prove the K principle and
the necessitation rule.
lemma K : b(2(ϕ → ψ)) → (2ϕ → 2ψ)c by simp — Verifying K principle
lemma NEC : bϕc =⇒ b2ϕc by simp — Verifying necessitation rule

Regarding existence, we need to commit ourselves to a certain position in meta-
physics known as metaphysical contingentism, which roughly states that the exis-
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tence of any entity is a contingent fact: some entities can exist at some worlds,
while not existing at some others. The negation of metaphysical contingentism is
known as metaphysical necessitism, which basically says that all entities must exist
at all possible worlds. By not assuming contingentism and, therefore, assuming ne-
cessitism, the whole argument would become trivial, since all beings would end up
being trivially necessary (i.e. existing in all worlds).20

We hence restrict our quantifiers so that they range only over those entities that
‘exist’ (i.e. are actualized) at a given world. This approach is known as actualist
quantification and is implemented, using the semantical embedding technique, by
defining a world-dependent meta-logical ‘existence’ predicate (called “actualizedAt"
below), which is the one used as a guard in the definition of the quantifiers. Note
that the type e characterizes the domain of all beings (i.e. existing and non-existing
entities), and the type wo characterizes sets of worlds. The term “isActualized" thus
relates beings to worlds.
consts isActualized::e⇒wo (infix actualizedAt)

abbreviation forallAct::(e⇒wo)⇒wo (∀ A)
where ∀ AΦ ≡ λw.∀ x. (x actualizedAt w)−→(Φ x w)

abbreviation existsAct::(e⇒wo)⇒wo (∃ A)
where ∃ AΦ ≡ λw.∃ x. (x actualizedAt w) ∧ (Φ x w)

The corresponding binder syntax is defined below.
abbreviation mforallActB::(e⇒wo)⇒wo (binder∀ A[8 ]9 )
where ∀ Ax. (ϕ x) ≡ ∀ Aϕ

abbreviation mexistsActB::(e⇒wo)⇒wo (binder∃ A[8 ]9 )
where ∃ Ax. (ϕ x) ≡ ∃ Aϕ

We use a model finder (Isabelle’s Nitpick tool [11]) to verify that actualist quantifi-
cation validates neither the Barcan formula nor its converse. For the conjectured
lemma, Nitpick finds a countermodel, i.e. a model (satisfying all axioms) which
falsifies the given formula. The formula is consequently non-valid (as indicated by
the Isabelle’s “oops" keyword).
lemma b(∀ Ax. 2(ϕ x)) → 2(∀ Ax. ϕ x)c
nitpick oops — Countermodel found: formula not valid

lemma b2(∀ Ax. ϕ x) → (∀ Ax. 2(ϕ x))c
nitpick oops — Countermodel found: formula not valid

20Metaphysical contingentism looks prima facie like a very natural assumption to make; never-
theless an interesting philosophical debate between advocates of necessitism and contingentism has
arisen during the last years, especially in the wake of Timothy Williamson’s work on the metaphysics
of modality (see [46]).
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Unrestricted (aka. possibilist) quantifiers, in contrast, validate both the Barcan
formula and its converse.
lemma b(∀ x.2(ϕ x)) → 2(∀ x.(ϕ x))c
by simp — Proven by Isabelle’s simplifier

lemma b2(∀ x.(ϕ x)) → (∀ x.2(ϕ x))c
by simp — Proven by Isabelle’s simplifier

With actualist quantification in place we can: (i) the concept of existence becomes
formalized (explicated) in the usual form by using a restricted particular quantifier
(≈ stands for the unrestricted identity relation on all objects), (ii) necessariness
becomes formalized as existing necessarily, and (iii) contingency becomes formalized
as existing possibly but not necessarily.
definition Existence::e⇒wo (E !) where E ! x ≡ ∃ Ay. y ≈ x

definition Necessary::e⇒wo where Necessary x ≡ 2E ! x
definition Contingent::e⇒wo where Contingent x≡ 3E ! x ∧ ¬Necessary x

Note that we have just chosen a logic for formalization: a free quantified modal logic
K with positive semantics. The logic is free because the domain of quantification
(for actualist quantifiers) is a proper subset of our universe of discourse (so we can
refer to non-existing objects). The semantics is positive because we have placed no
restriction regarding predication on non-existing objects, so they are also allowed
to exemplify properties and relations. We are also in a position to embed stronger
normal modal logics (KB, KB5, S4, S5, etc.) by restricting the reachability relation
R with additional axioms, if needed.

Having chosen our logic, we can now turn to the formalization of the concepts of
abstractness and concreteness. As seen previously, Lowe has already provided us
with an explication of these concepts:

(D3) x is a concrete being := x exists in space and time, or at least in time.

(D4) x is an abstract being := x does not exist in space or time.

Lowe himself acknowledges that the explication of these concepts in terms of exis-
tence “in space and time" is superfluous, since we are only interested in them being
complementary.21 Thus, we start by formalizing concreteness as a primitive world-
dependent predicate and then derive abstractness from it, namely as its negation.

21We quote from Lowe’s original article: “Observe that, according to these definitions, a being
cannot be both concrete and abstract: being concrete and being abstract are mutually exclusive
properties of beings. Also, all beings are either concrete or abstract ... the abstract/concrete
distinction is exhaustive. Consequently, a being is concrete if and only if it is not abstract."
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consts Concrete::e⇒wo
abbreviation Abstract::e⇒wo where Abstract x ≡ ¬(Concrete x)

We can now formalize the definition of Godlikeness (P1) as follows:
abbreviation Godlike::e⇒wo where Godlike x ≡ Necessary x ∧ Concrete x

We also formalize premise P2 (“Some necessary abstract beings exist") as shown
below:
axiomatization where
P2 : b∃ Ax. Necessary x ∧ Abstract xc

Let us now turn to premises P3 (“All abstract beings are dependent beings") and
P4 (“All dependent beings depend for their existence on independent beings"). We
have here three new terms to be explicated: two predicates “dependent" and “in-
dependent" and a relation “depends (for its existence) on", which has been called
ontological dependence by Lowe. Following our linguistic intuitions concerning their
interrelation, we start by proposing the following formalization:
consts dependence::e⇒e⇒wo (infix dependsOn)
definition Dependent::e⇒wo where Dependent x ≡ ∃ Ay. x dependsOn y
abbreviation Independent::e⇒wo where Independent x ≡ ¬(Dependent x)

We have formalized ontological dependence as a primitive world-dependent relation
and refrained from any explication (as suggested by Lowe).22 Moreover, an entity
is dependent if and only if there actually exists an object y such that x depends for
its existence on it; accordingly, we have called an entity independent if and only if
it is not dependent.

As a consequence, premises P3 (“All abstract beings are dependent beings") and P4
(“All dependent beings depend for their existence on independent beings") become
formalized as follows.
axiomatization where
P3 : b∀ Ax. Abstract x → Dependent xc and

22An explication of this concept has been suggested by Lowe in definition D5 (“x depends for
its existence on y := necessarily, x exists only if y exists"). Concerning this alleged definition,
he has written in a footnote to the same article: “Note, however, that the two definitions (D5)
and (D6) presented below are not in fact formally called upon in the version of the ontological
argument that I am now developing, so that in the remainder of this chapter the notion of existential
dependence may, for all intents and purposes, be taken as primitive. There is an advantage in this,
inasmuch as finding a perfectly apt definition of existential dependence is no easy task, as I explain
in ‘Ontological Dependence.’" Lowe refers hereby to his article on ontological dependence in the
Stanford Encyclopedia of Philosophy [29] for further discussion.
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P4 : b∀ Ax. Dependent x → (∃ Ay. Independent y ∧ x dependsOn y)c

Concerning premises P5 ("No contingent being can explain the existence of a neces-
sary being") and P6 (“The existence of any dependent being needs to be explained"),
a suitable formalization for expressions of the form: “the entity X explains the ex-
istence of Y" and “the existence of X is explained" needs to be found.23 These
expressions rely on a single binary relation, which will initially be taken as primi-
tive. This relation has been called metaphysical explanation by Lowe.24

consts explanation::e⇒e⇒wo (infix explains)
definition Explained::e⇒wo where Explained x ≡ ∃ Ay. y explains x

axiomatization where
P5 : b¬(∃ Ax. ∃ Ay. Contingent y ∧ Necessary x ∧ y explains x)c

Premise P6, together with the last two premises: P7 ("Dependent beings of any kind
cannot explain their own existence") and P8 ("The existence of dependent beings
can only be explained by beings on which they depend for their existence"), were
introduced by Lowe in order to relate the concept of metaphysical explanation to
ontological dependence.25

axiomatization where
P6 : b∀ x. Dependent x → Explained xc and
P7 : b∀ x. Dependent x → ¬(x explains x)c and
P8 : b∀ x y. y explains x → x dependsOn yc

Although the last three premises seem to couple very tightly the concepts of (meta-
physical) explanation and (ontological) dependence, both concepts are not meant
by the author to be equivalent.26 We have used Nitpick to test this claim. Since a
countermodel has been found, we have proven that the inverse equivalence of meta-
physical explanation and ontological dependence is not implied by the axioms (a

23Note that we have omitted the expressions “can" and “needs to" in our formalization, since
they seem to play here only a rhetorical role. As in the case of attributive adjectives discussed
before, we first aim at the simplest workable formalization; however, we are willing to later improve
on this formalization in order to foster argument’s validity, in accordance to the principle of charity.

24This concept is closely related to what has been called metaphysical grounding in contemporary
literature.

25Note that we use non-restricted quantifiers for the formalization of the last three premises in
order to test the argument’s validity under the strongest assumptions. As before, we turn a blind
eye to the modal expression “can".

26Lowe says: “Existence-explanation is not simply the inverse of existential dependence. If x
depends for its existence on y, this only means that x cannot exist without y existing. This is not
at all the same as saying that x exists because y exists, or that x exists in virtue of the fact that y
exists."
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screenshot showing Nitpick’s text-based representation of such a model is provided
below).
lemma b∀ x y. x explains y ↔ y dependsOn xc nitpick[user-axioms] oops

For any being, however, having its existence “explained" is equivalent to its existence
being “dependent" (on some other being). This follows already from premises P6
and P8, as shown above by Isabelle’s prover.
lemma b∀ x. Explained x ↔ Dependent xc
using P6 P8 Dependent-def Explained-def by auto

The Nitpick model finder is also useful to check axioms’ consistency at any stage
during the formalization of an argument. We instruct Nitpick to search for a model
satisfying some tautological sentence (here we use a trivial ‘True’ proposition), thus
demonstrating the satisfiability of the argument’s axioms. Nitpick’s output is a text-
based representation of the found model (or a message indicating that no model,
up to a predefined cardinality, could be found). This information is very useful to
inform our future decisions. The screenshot below (taken from the Isabelle proof as-
sistant) shows the model found by Nitpick, which satisfies the argument’s formalized
premises:
lemma True nitpick[satisfy, user-axioms] oops

1588



Computational Hermeneutics - A Case Study

In this case, Nitpick was able to find a model satisfying the given tautology; this
means that all axioms defined so far are consistent. The model found consists of two
individual objects a and b and and a single world w1, which is not connected via the
reachability relation R to itself. We furthermore have in world w1: b is concrete, a
is not; a depends on b and itself, while b depends on no other object; b is the only
object that explains a and a explains no object.

We can also use model finders to perform ‘sanity checks’: We instruct Nitpick to find
a countermodel for some specifically tailored formula which we want to make sure
is not valid, because of its implausibility from the point of view of the author (as
we interpret him). We check below, for instance, that our axioms are not too strong
as to imply metaphysical necessitism (i.e. that all beings necessarily exist) or modal
collapse (i.e. that all truths are necessary). Since both would trivially validate the
argument.
lemma b∀ x. E ! xc
nitpick[user-axioms] oops — Countermodel found: necessitism is not valid

lemma bϕ → 2ϕc
nitpick[user-axioms] oops — Countermodel found: modal collapse is not valid

Model finders like Nitpick are able to verify consistency (by finding a model) or non-
validity (by finding a countermodel) for a given formula. When it comes to verifying
validity or invalidity, we are use automated theorem provers. Isabelle comes with
various different provers tailored for specific kinds of problems and thus employing
different approaches, strategies and heuristics. We typically make extensive use of
Isabelle’s Sledgehammer tool [10], which integrates several state-of-the-art exter-
nal theorem provers and feeds them with different combinations of axioms and the
conjecture in question. If successful, Sledgehammer returns valuable dependency in-
formation (the exactly required axioms and definitions to prove a given conjecture)
back to Isabelle, which then exploits this information to (re-)construct a trusted
proof with own, internal proof automation means. The entire process often only
takes a few seconds.
By using Sledgehammer we can here verify the validity of our partial conclusions
(C1, C5 and C7) and even find the premises they rely upon.27

27We prove theorems in Isabelle here by using the keyword “by" followed by the name of an
Isabelle-internal and thus trusted proof method (generally, some computer-implemented algorithm).
Some methods commonly used in Isabelle are: simp (term rewriting), blast (tableaus), meson (model
elimination), metis (ordered resolution and paramodulation) and auto (classical reasoning and term
rewriting). As explained, these methods were automatically suggested and applied by the Sledge-
hammer tool. The interactive user in fact does not need to know, or learn, much about these
methods in the beginning (he will benefit a lot though, if he does).
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(C1) All abstract beings depend for their existence on concrete beings.

theorem C1 : b∀ Ax. Abstract x → (∃ y. Concrete y ∧ x dependsOn y)c
using P3 P4 by blast

(C5) In every possible world there exist concrete beings.

theorem C5 : b∃ Ax. Concrete xc
using P2 P3 P4 by blast

(C7) The existence of necessary abstract beings needs to be explained.

theorem C7 : b∀ Ax. (Necessary x ∧ Abstract x) → Explained xc
using P3 P6 by simp

The last three conclusions are shown by Nitpick to be non-valid even in the stronger
S5 logic. S5 can be easily introduced by postulating that the reachability relation R
is an equivalence relation. This exploits the Sahlqvist correspondence which relates
modal axioms to constraints on a model’s reachability relation: reflexivity, symme-
try, seriality, transitivity and euclideanness imply axioms T,B,D, IV, V respectively
(and also the other way round).

axiomatization where
S5 : equivalence R — We assume T : 2ϕ→ϕ , B: ϕ→23ϕ and 4 : 2ϕ→22ϕ

(C8) The existence of necessary abstract beings can only be explained by concrete
beings.

lemma C8 : b∀ Ax.(Necessary x ∧ Abstract x)→(∀ Ay. y explains x→Concrete y)c
nitpick[user-axioms] oops

(C9) The existence of necessary abstract beings is explained by one or more necessary
concrete (Godlike) beings.

lemma C9 : b∀ Ax.(Necessary x ∧ Abstract x)→(∃ Ay. y explains x ∧ Godlike y)c
nitpick[user-axioms] oops

(C10) A necessary concrete (Godlike) being exists.

theorem C10 : b∃ Ax. Godlike xc nitpick[user-axioms] oops

Note that Nitpick does not only spare us the effort of searching for non-existent
proofs but also provides us with very helpful information when it comes to fix an
argument by giving us a text-based description of the (counter-)model found. We
present below another screenshot showing Nitpick’s counterexample for C10:
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By employing the Isabelle proof assistant we have proven non-valid a first formaliza-
tion attempt of Lowe’s modal ontological argument. This is, however, just the first
of many series of iterations in our interpretive endeavor. Based on the information
recollected so far, we can proceed to make the adjustments necessary to validate
the argument. We will see how these adjustments have an impact on the inferential
role of all concepts (necessariness, concreteness, dependence, explanation, etc.) and
therefore on their meaning.

Second Iteration Series: Validating the Argument I

By carefully examining the above countermodel for C10, it has been noticed that
some necessary beings, which are abstract in the actual world, may indeed be con-
crete in other reachable worlds. Lowe has previously presented numbers as an exam-
ple of such necessary abstract beings. It can be argued that numbers, while existing
necessarily, can never be concrete in any possible world, so we add the restriction of
abstractness being an essential property, i.e. a locally rigid predicate.
axiomatization where
abstractness-essential: b∀ x. Abstract x → 2Abstract xc
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theorem C10 : b∃ Ax. Godlike xc
nitpick[user-axioms] oops — Countermodel found

Again, we have used model finder Nitpick to get a counterexample for C10, so the
former restriction is not enough to prove this conclusion. We try postulating further
restrictions on the reachability relation R, which, taken together, would amount
to it being an equivalence relation. This would make for a modal logic S5 (see
Sahlqvist correspondence), and thus the abstractness property becomes a (globally)
rigid predicate.
axiomatization where
T-axiom: reflexive R and — 2ϕ → ϕ
B-axiom: symmetric R and — ϕ → 23ϕ
IV-axiom: transitive R — 2ϕ → 22ϕ

theorem C10 : b∃ Ax. Godlike xc
nitpick[user-axioms] oops — Countermodel found

By examining the new countermodel found by Nitpick, we noticed that at some
worlds there are non-existent concrete beings. We want to disallow this possibility,
so we make concreteness an existence-entailing property.
axiomatization where concrete-exist: b∀ x. Concrete x → E ! xc

We carry out the usual ‘sanity checks’ to make sure the argument has not become
trivialized.28

lemma True
nitpick[satisfy, user-axioms] oops — Model found: axioms are consistent

lemma b∀ x. E ! xc
nitpick[user-axioms] oops — Countermodel found: necessitism is not valid

lemma bϕ → 2ϕc
nitpick[user-axioms] oops — Countermodel found: modal collapse is not valid

Since Nitpick could not find a countermodel for C10, we have enough confidence in
its validity to ask another automated reasoning tool: Isabelle’s Sledgehammer [10]
to search for a proof.
theorem C10 : b∃ Ax. Godlike xc using Existence-def Necessary-def

abstractness-essential concrete-exist P2 C1 B-axiom by meson

Sledgehammer is able to find a proof relying on all premises but the two modal
axioms T and IV. Thus, by the end of this series of iterations, we have seen that

28These checks are constantly carried out after postulating axioms for every iteration, so we
won’t mention them anymore.
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Lowe’s modal ontological argument depends for its validity on three unstated (i.e.
implicit) premises: the essentiality of abstractness, the existence-entailing nature of
concreteness, and the modal axiom B (ϕ→ 23ϕ). Moreover, we shed some light on
the meaning of the concepts of abstractness and concreteness, as we disclose further
premises which shape their inferential role in the argument.

Third Iteration Series: Validating the Argument II

In this iteration series we want to explore the critical potential of computational
hermeneutics. In this slightly simplified variant (without the implicit premises stated
in the previous version), premises P1 to P5 remain unchanged, while none of the
last three premises (P6 to P8) show up anymore. Those last premises have been
introduced by Lowe in order to interrelate the concepts of explanation and depen-
dence in such a way that they play somewhat opposite roles, without one being the
inverse of the other. Nonetheless, we will go all the way and assume that explana-
tion and dependence are indeed inverse relations, for we want to understand how
the interrelation of these two concepts affects the validity of the argument.
axiomatization where
dep-expl-inverse: b∀ x y. y explains x ↔ x dependsOn yc

Let us first prove the relevant partial conclusions.
theorem C1 : b∀ Ax. Abstract x → (∃ y. Concrete y ∧ x dependsOn y)c
using P3 P4 by blast

theorem C5 : b∃ Ax. Concrete xc
using P2 P3 P4 by blast

theorem C7 : b∀ Ax. (Necessary x ∧ Abstract x) → Explained xc
using Explained-def P3 P4 dep-expl-inverse by meson

However, the conclusion C10 is still countersatisfiable, as shown by Nitpick.
theorem C10 : b∃ Ax. Godlike xc
nitpick[user-axioms] oops — Countermodel found

Next, let us try assuming a stronger modal logic. We can do this by postulating
further modal axioms using the Sahlqvist correspondence and asking Sledgehammer
to find a proof. Sledgehammer is in fact able to find a proof for C10 which only
relies on the modal axiom T (2ϕ → ϕ).
axiomatization where
T-axiom: reflexive R and — 2ϕ → ϕ
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B-axiom: symmetric R and — ϕ → 23ϕ
IV-axiom: transitive R — 2ϕ → 22ϕ

theorem C10 : b∃ Ax. Godlike xc using Contingent-def Existence-def
P2 P3 P4 P5 dep-expl-inverse T-axiom by meson

In this series of iterations we have verified a modified version of the original argu-
ment by Lowe. Our understanding of the concepts of ontological dependence and
metaphysical explanation (in the context of Lowe’s argument) has changed after
the introduction of an additional axiom constraining both: they are now inverse
relations. This new understanding of the inferential role of the above concepts of
dependence and explanation has been reached on the condition that the ontological
argument, as stated in natural language, must hold (in accordance to the principle of
charity). Depending on our stance on this matter, we may either feel satisfied with
this result or want to consider further alternatives. In the former case we would have
reached a state of reflective equilibrium. In the latter we would rather carry on with
our iterative process in order to further illuminate the meaning of the expressions
involved in this argument.

Fourth Iteration Series: Simplifying the Argument

After some further iterations we arrive at a new variant of Lowe’s argument: Premises
P1 to P4 remain unchanged and a new premise D5 (“x depends for its existence
on y := necessarily, x exists only if y exists") is added. D5 corresponds to the
‘definition’ of ontological dependence as put forth by Lowe in his article (though
only for illustrative purposes). As mentioned before, this purported definition was
never meant by him to become part of the argument. Nevertheless, we show here
how, by assuming the left-to-right direction of this definition, we get in a position
to prove the main conclusions without any further assumptions.
axiomatization where D5 : b∀ Ax y. x dependsOn y → 2(E ! x → E ! y)c

theorem C1 : b∀ Ax. Abstract x → (∃ y. Concrete y ∧ x dependsOn y)c
using P3 P4 by meson

theorem C5 : b∃ Ax. Concrete xc using P2 P3 P4 by meson

theorem C10 : b∃ Ax. Godlike xc
using Necessary-def P2 P3 P4 D5 by meson

In this variant, we have been able to verify the conclusion of the argument without
appealing to the concept of metaphysical explanation. We were able to get by with
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just the concept of ontological dependence by explicating it in terms of existence
and necessity (as suggested by Lowe).

As a side note, we can also prove that the original premise P5 (“No contingent being
can explain the existence of a necessary being") directly follows from D5 by redefining
metaphysical explanation as the inverse relation of ontological dependence.
abbreviation explanation::(e⇒e⇒wo) (infix explains)
where y explains x ≡ x dependsOn y

lemma P5 : b¬(∃ Ax. ∃ Ay. Contingent y ∧ Necessary x ∧ y explains x)c
using Necessary-def Contingent-def D5 by meson

In this series of iterations we have reworked Lowe’s argument so as to get rid of
the somewhat obscure concept of metaphysical explanation, thus simplifying the
argument. We also got some insight into Lowe’s concept of ontological dependence
vis-à-vis its inferential role in the argument (by axiomatizing its relation with the
concepts of existence and necessity in D5).

There are still some interesting issues to consider. Note that the definitions of ex-
istence and being-dependent (axioms “Existence-def" and “Dependent-def" respec-
tively) are not needed in any of the highly optimized proofs found by our auto-
mated tools. This raises some suspicions concerning the role played by the existence
predicate in the definitions of necessariness and contingency, as well as putting into
question the need for a definition of being-dependent linked to the ontological depen-
dence relation. We will see in the following section that our suspicions are justified
and that this argument can be dramatically simplified.

Fifth Iteration Series: Arriving at a Non-Modal Argument

In the next iterations, we want to explore once again the critical potential of com-
putational hermeneutics by challenging another of the author’s claims: that this
argument is a modal one. A new simplified version of Lowe’s argument is obtained
after abandoning the concept of existence altogether and redefining necessariness
and contingency accordingly. As we will see, this variant is actually non-modal and
can be easily formalized in first-order predicate logic.

A more literal reading of Lowe’s article has suggested a simplified formalization, in
which necessariness and contingency are taken as complementary predicates. Ac-
cording to this, our domain of discourse becomes divided in four main categories, as
exemplified in the table below.29

29As Lowe explains in the article, “there is no logical restriction on combinations of the properties
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Abstract Concrete
Necessary Numbers God
Contingent Fiction Stuff

consts Necessary::e⇒wo
abbreviation Contingent::e⇒wo where Contingent x ≡ ¬(Necessary x)

consts Concrete::e⇒wo
abbreviation Abstract::e⇒wo where Abstract x ≡ ¬(Concrete x)

abbreviation Godlike::e⇒w⇒bool where Godlike x≡ Necessary x ∧ Concrete x

consts dependence::e⇒e⇒wo (infix dependsOn)
abbreviation explanation::(e⇒e⇒wo) (infix explains)
where y explains x ≡ x dependsOn y

As shown below, we can even define being-dependent as a primitive predicate (i.e.
bearing no relation to ontological dependence) and still be able to validate the
argument. Being-independent is defined as the negation of being-dependent.
consts Dependent::e⇒wo
abbreviation Independent::e⇒wo where Independent x ≡ ¬(Dependent x)

By taking, once again, metaphysical explanation as the inverse relation of ontological
dependence and by assuming premises P2 to P5 we can prove conclusion C10.
axiomatization where
P2 : b∃ x. Necessary x ∧ Abstract xc and
P3 : b∀ x. Abstract x → Dependent xc and
P4 : b∀ x. Dependent x → (∃ y. Independent y ∧ x dependsOn y)c and
P5 : b¬(∃ x. ∃ y. Contingent y ∧ Necessary x ∧ y explains x)c

theorem C10 : b∃ x. Godlike xc using P2 P3 P4 P5 by blast

Note that, in the axioms above, all restricted (actualist) quantifiers have been
changed into unrestricted (possibilist) quantifiers, following the elimination of the
concept of existence from our argument: Our quantifiers now range over all beings,
because all beings exist. Also note that modal operators have disappeared; thus,
this new variant is directly formalizable in classical first-order logic.

involved in the concrete/abstract and the necessary/contingent distinctions. In principle, then, we
can have contingent concrete beings, contingent abstract beings, necessary concrete beings, and
necessary abstract beings."
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Sixth Iteration Series: Modified Modal Argument I

In the following two series of iterations, we want to illustrate the use of the compu-
tational hermeneutics approach in those cases where we must start our interpretive
endeavor with no explicit understanding of the concepts involved. In such cases, we
start by taking all concepts as primitive without stating any definition explicitly.
We will see how we gradually improve our understanding of these concepts in the
iterative process of adding and removing axioms, thus framing their inferential role
in the argument.

consts Concrete::e⇒wo
consts Abstract::e⇒wo
consts Necessary::e⇒wo
consts Contingent::e⇒wo
consts dependence::e⇒e⇒wo (infix dependsOn)
consts explanation::e⇒e⇒wo (infix explains)
consts Dependent::e⇒wo
abbreviation Independent::e⇒wo where Independent x ≡ ¬(Dependent x)

In order to honor the original intention of the author, i.e., providing a modal variant
of St. Anselm’s ontological argument, we are required to make a change in Lowe’s
original formulation. In this variant we will restate the expressions “necessary ab-
stract" and “necessary concrete" as “necessarily abstract" and “necessarily concrete"
respectively. With this new adverbial reading we are no longer talking about the
concept of necessariness, but of necessity instead, so we use the modal box operator
(2) for its formalization. It can be argued that in this variant we are not con-
cerned with the interpretation of the original natural-language argument anymore.
We are rather interested in showing how the computational hermeneutics method
can go beyond simple interpretation and foster a creative approach to assessing and
improving philosophical arguments.

Premise P1 now reads: “God is, by definition, a necessarily concrete being."

abbreviation Godlike::e⇒wo where Godlike x ≡ 2Concrete x

Premise P2 reads: “Some necessarily abstract beings exist". The rest of the premises
remains unchanged.

axiomatization where
P2 : b∃ x. 2Abstract xc and
P3 : b∀ x. Abstract x → Dependent xc and
P4 : b∀ x. Dependent x → (∃ y. Independent y ∧ x dependsOn y)c and
P5 : b¬(∃ x. ∃ y. Contingent y ∧ Necessary x ∧ y explains x)c
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Without postulating any additional axioms, C10 (“A necessarily concrete being
exists") can be falsified by Nitpick.
theorem C10 : b∃ x. Godlike xc
nitpick oops — Countermodel found

An explication of the concepts of necessariness, contingency and explanation is pro-
vided below by axiomatizing their interrelation to other concepts. We will now
regard necessariness as being necessarily abstract or necessarily concrete, and expla-
nation as the inverse relation of dependence, as before.
axiomatization where
Necessary-expl: b∀ x. Necessary x ↔ (2Abstract x ∨ 2Concrete x)c and
Contingent-expl: b∀ x. Contingent x ↔ ¬Necessary xc and
Explanation-expl: b∀ x y. y explains x ↔ x dependsOn yc

Without any further constraints, C10 becomes again falsified by Nitpick.
theorem C10 : b∃ x. Godlike xc
nitpick oops — Countermodel found

We postulate further modal axioms (using the Sahlqvist correspondence) and ask
Isabelle’s Sledgehammer tool for a proof. Sledgehammer is able to find a proof for
C10 which only relies on the modal axiom T (2ϕ → ϕ).
axiomatization where
T-axiom: reflexive R and — 2ϕ → ϕ
B-axiom: symmetric R and — ϕ → 23ϕ
IV-axiom: transitive R — 2ϕ → 22ϕ

theorem C10 : b∃ x. Godlike xc using Contingent-expl Explanation-expl
Necessary-expl P2 P3 P4 P5 T-axiom by metis

Seventh Iteration Series: Modified Modal Argument II

As in the previous variant, we will illustrate here how the meaning (as inferential
role) of the expressions involved in the argument gradually becomes explicit in the
process of axiomatizing further constraints. We follow on with the adverbial reading
of the expression “necessary" but provide an improved explication of necessariness
(and contingency). We think that this explication, in comparison to the previous
one, better fits our intuitive pre-understanding of the concept of being a necessary
(or contingent) being. Thus, we will now regard necessariness as being necessarily
abstract or concrete. (As before, we regard here metaphysical explanation as the
inverse of the ontological dependence relation.)
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axiomatization where
Necessary-expl: b∀ x. Necessary x ↔ 2(Abstract x ∨ Concrete x)c and
Contingent-expl: b∀ x. Contingent x ↔ ¬Necessary xc and
Explanation-expl: b∀ x y. y explains x ↔ x dependsOn yc

These constraints are, however, not enough to ensure the argument’s validity, as
confirmed by Nitpick.
theorem C10 : b∃ x. Godlike xc nitpick oops — Countermodel found

After some iterations, we see that, by giving a more satisfactory explication of the
concept of necesariness, we are also required to (i) assume the essentiality of ab-
stractness (as we did in a former iteration), and (ii) restrict the reachability relation
by enforcing its symmetry (i.e. assuming the modal axiom B).
axiomatization where
abstractness-essential: b∀ x. Abstract x → 2Abstract xc and
B-Axiom: symmetric R — ϕ → 23ϕ

theorem C10 : b∃ x. Godlike xc using Contingent-expl Explanation-expl
Necessary-expl P2 P3 P4 P5 abstractness-essential B-Axiom by metis

In each of the previous versions we have seen how our understanding of the concepts
of being-necessary (necessariness), being-contingent (contingency), explanation, de-
pendence, abstractness, concreteness, etc. has gradually evolved thanks to the iter-
ative holistic method made possible by the real-time feedback provided by Isabelle’s
automated proving tools.

We think that, after this last series of iterations, the use of the computational
hermeneutics method has been illustrated adequately. We do not claim that this
formalization of Lowe’s argument is its best or most adequate one; it is just a conse-
quence of the path we have followed by coming up with new ideas and testing them
with the help of automated tools. In our view, while the third variant may be the
closest one to Lowe’s original formulation, it is this latter (seventh) variant the one
which strikes the best balance between interpretation and critical assessment of this
argument. We encourage the reader to continue with this process until arriving to
his/her own reflective equilibrium (possibly by building upon our computer-verified
work [22] available at the Archive of Formal Proofs).30

30The Archive of Formal Proofs (www.isa-afp.org) is a collection of proof libraries, examples,
and larger scientific developments, mechanically checked using the Isabelle proof assistant. It is
organized in the way of a scientific journal and submissions are refereed.
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Conclusion

We have argued for the role of formal logic as an ars explicandi and the possibility
of applying it to foster our understanding of rational arguments (in particular meta-
physical and theological ones). We understand the give-and-take process aiming
at an adequate formal reconstruction of a natural-language argument in itself as a
kind of interpretive endeavor. Moreover, we have argued that, by using automated
reasoning technology to systematically explore the many different inferential pos-
sibilities latent in a formalized argument, we can make explicit the inferential role
played by its constituent expressions and thus better understand their meaning in
the given interpretation context.

As a computer-assisted method, computational hermeneutics aims at complement-
ing our human ingenuity with the data-processing power of modern computers and
at using this synergy to make interpretation more effective. In a similar vein, we
currently work on how to apply this approach in the computer science field of natural
language understanding. Specifically, we want to tackle the problem of formaliza-
tion: how to search methodically for the most appropriate logical form(s) of a given
natural-language argument, by casting its individual statements into expressions of
some sufficiently expressive logical language. Being able to automatically extract a
formal representation for some piece of natural-language discourse, by taking into
account its holistically-determined logical location in a web of possible inferences,
is an important step towards the deep semantic analysis and critical assessment
of non-trivial natural-language discourse. Further applications in areas like knowl-
edge/ontology extraction, semantic web and legal informatics are currently being
contemplated.
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