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Abstract—This paper will first briefly survey the existing 

impact of MIR in applications. It will then analyze the current 
trends of MIR research which can have an influence on future 
applications. It will then detail the future possibilities and 
bottlenecks in applying the MIR research results in the main 
target application areas, such as consumer (e.g. personal video 
recorders, web information retrieval), public safety (e.g. 
automated smart surveillance systems) and professional world 
(e.g. automated meeting capture and summarization). In 
particular, recommendations will be made to the research 
community regarding the challenges that need to be met to make 
the knowledge transfer towards the applications more efficient 
and effective. It will also attempt to study the trends in the 
applications which can inform the MIR community on directing 
intellectual resources towards MIR problems which can have a 
maximal real-world impact. 
 

Index Terms—Multimedia Systems, Information Retrieval, 
Applications, Consumer Electronics, Security. 
 

I. INTRODUCTION 
 ver since Shannon formalized the notion of information, it 
has occupied a prominent position in the digital revolution. 

In fact, common parlance often equates information technology 
with computer science and engineering. The field of 
information retrieval has been an important focus area since the 
very early days [46]. While the original motivation stemmed 
from library science, many fundamental advances were made to 
expand the notion of retrieval beyond exact keyword matching. 
The area went through a relative lull in the 1980s and it 
suddenly was thrust into limelight in the 1990s after the 
emergence of world-wide web with the consequent search 
engines [4]. The seminal contribution of this area has been to 
establish the search paradigm at the center-stage of the 
information revolution.  
 
Meanwhile, since the mid-eighties, another sub-theme emerged 
in the information retrieval research – content-based image 
retrieval [7]. This research area rapidly exploded in the 1990s 
by expanding into the field of multimedia information retrieval 
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(MIR) [30]. While text information retrieval has had a radical 
impact on human society, it is natural to ponder about the 
influence of multimedia information retrieval. While most 
researchers will concede that the field is in relative infancy, it is 
worthwhile to analyze its potential capacity to have a 
significant impact in the future. In this vein, this paper aims to 
critically examine the long term application potential of MIR. 
We have deliberately chosen to concentrate on the application 
potential because the scientific challenges of the field have 
been well-understood even if they have not been adequately 
addressed. It is interesting to note that the growth of the MIR 
field has been organic in the sense many communities including 
database, computer vision, image processing, pattern 
recognition, and information retrieval have a slightly different 
and independent take on MIR. Our viewpoint in this paper will 
necessarily be integrative which is essential in order for 
real-world systems to be built. 
 
In a spirit similar to that of [30], we construe MIR to be search 
for knowledge in all the digital media forms which can also 
include across multiple independent information attributes 
within a single data-stream. Thus web-image search, news 
video retrieval and music retrieval are all different 
manifestations of MIR. 
 
We will first start with a brief survey of the existing works 
which will provide a quick overview of the scientific landscape 
of MIR. This will be followed by a brief review of the existing 
applications of MIR actually deployed in the real world. We 
will then analyze the trends in MIR research to speculate on the 
future application needs. We will also do the converse – 
cogitate on the application trends which will influence the 
research directions for MIR. We will attack this from broadly 
three application angles – consumer, security and public safety 
as well as professional world needs. We will then attempt to 
identify the technical challenges which need to be overcome in 
order to fructify the application potential. These challenges will 
then be prioritized in terms of the potential payoffs. And we 
will end the paper with some prescriptive recommendations. 

 

II. EXISTING RESEARCH 
While applications are the main motivation, a lot of research 
has been spurred by the genuine scientific challenge.  In this 
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section we will briefly survey state-of-the-art on both 
foundational works done in the field as well as on applications. 

A. A Survey on Existing Foundational Works  
There are a variety of survey papers available which attempt to 
capture the scientific challenges and achievements in the 
various aspects area of multimedia information retrieval. The 
notion of using computational features to capture media 
semantics has been a consistent thread in MIR. Bridging this 
symbol to signal gap (semantic gap) is the core challenge in the 
field. Then efficiency issues stemming from computational 
complexity, indexing and usability are the second level of 
challenge. One of the early surveys [70] did a summarization 
from a database systems perspective. They not only presented 
the advances in characterizing content features such as color, 
shape, texture, they also considered temporal and spatial 
features for visual data. They also described the melodic 
features for audio such as pitch, amplitude and notes. 
Knowledge-based aspects to capture semantics as well as 
querying aspects were also considered and a taxonomy of 
existing systems was presented.  One of the most complete 
surveys is presented in [50]. While their focus is on images, 
many of the scientific challenges of MIR like the sensory gap, 
semantic gap, content features, similarity functions, 
incorporation of domain knowledge, interaction, storage, 
indexing and evaluation have been precisely defined as well as 
surveyed. What is interesting is the early highlighting of the use 
of a learning approach (which was widely adopted 
subsequently) as well as the prescription for a holistic systems 
approach which has been embraced somewhat less 
enthusiastically by the community.  [27] have presented a 
survey about the image retrieval from the world-wide web 
perspective. While the issues covered are similar to those of 
[50], there is a strong emphasis on the scalability issue due to 
the intrinsically global nature of the web.  Many systems have 
been analyzed from this perspective. They also strongly 
emphasize on the need for understanding the users’ perspective 
and also call for the incorporation of other media types in the 
spirit of MIR. [19] has brought up the issue of 3D models as an 
important media type to be considered. The detailed aspects of 
3D model retrieval have been further elaborated by [15]. While 
the specifics differ, the main issues still are features, similarity 
and semantics. Both of the papers have their main focus on 3D 
shape characterization techniques.  [14] presented an 
interesting survey which analyzed the publication trends in 
content-based image retrieval. Their survey focuses on 
features, annotation, concept-detection, relevance feedback and 
learning as well as interfaces. From their analysis, they found 
that work on application-oriented issues such as interfaces, 
visualization, scalability and evaluation has been 
under-emphasized with a propensity towards systems, feature 
extraction and relevance feedback.  A recent survey of 
scientific challenges has been undertaken in [30]. This survey 
article presents the state of the art from various angles such as 
human-centered approach to retrieval, use of learning in 
semantics, feature extraction and similarity functions, 

browsing, summarization, indexing and evaluation. They also 
point out trends in new media such as 3D models, life-long 
archives, biological data as well as medical imaging. The paper 
ends with prescriptions for future work including having 
human in the retrieval loop, needs of collaborative 
environments, agent oriented architectures, novel learning 
approaches, use of folksonomies and crowd-sourcing. The 
paper intriguingly concludes that there are no completely 
solved scientific problems in MIR in a general setting. What it 
essentially means that considerable research efforts still need to 
be expended in MIR in order to solve some of the fundamental 
problems such as concept-based semantic search, multimodal 
analysis, novel interaction mechanisms and large-scale 
evaluation in realistic settings.  A very recent survey on 
content-based image retrieval with a focus on high-level 
semantics is [29]. They consider five major approaches towards 
handling semantics – using ontologies, machine learning 
methods, relevance feedback, semantic templates and the use of 
web-based secondary information. They consider semantic 
templates as a promising way for reducing the semantic gap. 

B. Existing Applications Survey 
This section focuses on sampling the existing range of work 

in applications of MIR. One way to categorize MIR 
applications is to consider their sources, e.g., art and culture, 
medical, personal and the Web, from domain specific to 
generic. Today, what researchers can extract directly from 
images are low-level features, and there are several ways to 
utilize these features. 1). Users are interested directly in the 
low-level features, e.g., color and shape in an art object. 2). 
Users are interested in high-level concepts that have direct 
relationship with low-level features, e.g., a round dark area in a 
lung X-ray. 3). Users are interested in high-level concepts, but 
low-level features can not directly capture the high-level the 
concepts.  Art and culture is an example in 1), medical imaging 
is an example in 2), and personal and Web are examples in 3).  
In the last case, we need to train some mid-level models, 
combine multiple modalities, or integrate human expertise, in 
order for the retrieval to be useful.  This is true for generic MIR 
in personal content or on the Web. 
 

Art and Culture: As many art objects, e.g., vases in the Getty 
Museum, have distinct color and texture patterns as well as 
well-defined shapes, this has been one of the obviously 
applicable domains for MIR. Some of the early research 
prototypes include MARS [44].  More recent work includes 
Zhejiang University’s digital library project [73], where they 
support search for Chinese calligraphy. In general, MIR has 
been relatively successful in domains where low-level features 
are directly related with the user queries. . 

Medical: While users in this domain are not interested in 
pure low-level features, they are interested in concepts that 
have direct relationship with low-level features.  For example, a 
dark round area in a lung X-ray may mean a particular 
pathology that is of great interest to a medical professional. [1].  
If MIR researchers and medical doctors join force, this domain 
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is likely to bear early fruits in MIR.  A tutorial [33] summarizes 
existing approaches to medical image retrieval. There are 
promising attempts to link MIR techniques with genomics [54]. 

Personal: This is a very broad category which can include 
family albums [71], music recommendation (e.g., the Pandora 
system [37] and Last.fm [28]) and clothing search [31]. Note 
that while [71] uses the content-based approach, Pandora relies 
on human annotation and Last.fm utilizes usage data. Like.com 
[31] is Riya’s offering [41] on clothing search, which currently 
focuses on handbags, shoes, watches, shirts, etc. It tries to 
address the “individual tastes” problem and uses a set of visual 
digital signatures to describe items’ content.  Like.com is one of 
the first commercial clothing search engines.  More recent 
personal uses of MIR include personal video recorder, 
information access from mobile devices and location-based 
services.  Personal video recorder allows a user to customarily 
store and construct entertainment content.  An interesting topic 
in accessing from mobile device is how to best utilize its small 
screen.  Another related topic is how to provide location-based 
service to meet user’s need based on the context.  

The Web: This category is the most diverse one.  Given the 
data’s diversity, it can potentially make the biggest impact and 
at the same time is the most challenging domain.  Most of the 
today’s MIR Web search engines, e.g., [20][34][68], are based 
on surrounding text and meta-data.  However, true MIR search 
engines have begun to emerge, e.g., Blinkx [5] (uses both 
visual and speech features) and SearchVideo [47] (uses both 
text and visual features).   A new trend in Web 2.0 is the 
long-tail effect.  Compared to textual information on the Web, 
this is even more critical for the multimedia content.  How to 
leverage meta-data on the Web and the semantic Web are 
probably key to successful Web-based MIR. 

There are many other interesting and important domains, 
including industry (e.g., aircraft [60]), CAD/CAM [48], 
trademark [23], and in recent years security [36] and 
professional world [13].  

While there have been a variety of applications attempted in 
several specialized as well as general domains, its widespread 
use is still yet to come. We strongly believe that this is an 
indicator of the incipient nature of the field. The text-based 
retrieval approach is relatively easier to exploit and hence more 
resources have been quite rightly concentrated in that area. 
However, while there are still substantial challenges in the 
text-only arena, we will analyze the application trends to argue 
that MIR will become necessary for several applications. And 
MIR will simultaneously and symbiotically coexist with text 
based information retrieval.  

III. TRENDS 
In this section, we will analyze the trends in MIR research 

and its potential influence in several areas of interest. It will be 
a speculative attempt grounded in current trends. And the 
subject matter will be analyzed both ways -- how will MIR 
impact applications and also, it will outline the trend of 
applications which could impact what research problems 

should be studied by the MIR community. The research 
problems will be mentioned here in context and will be distilled 
as challenges in the next section. 

A. Consumer World 
 
Broadly speaking, the consumer multimedia content can be 
classified into two categories: the ones that possess specific 
structures and the ones that do not.  The first category includes 
news videos and, to some extent, movies. The structure makes 
content analysis easier and has been exploited for automatic 
classification in [45][53]. A typical approach in these systems 
is a two stage scene classification scheme. First, the video 
stream is parsed and video shots are extracted. Second, each 
shot is then classified according to content classes such as 
newscaster, report, or weather forecast. The classification 
relies on the definition of one or more image/video templates 
for each content class. To classify a generic shot, a key frame is 
extracted and matched against the image template of every 
content class.  
The second category is unstructured, e.g., home videos, or 
semi-structured, e.g., sports videos. Many researchers have 
studied the respective role of visual, audio and textual mode in 
sports video. For example, for the visual mode, Kawashima et 
al. [26] extracted bat-swing features based on the video signal. 
Xie et al. [66] segmented soccer videos into play and break 
segments using dominant color and motion information. For 
the audio mode, Rui et al. [43] detected the announcer's excited 
speech and ball-bat impact sound in baseball games using 
directional audio template matching. For the textual mode,  
Babaguchi et al.  [3] look for time spans in which events are 
likely to take place through extraction of keywords from the 
closed captioning stream. An example approach using 
multimodal information fusion was reported by Snoek and 
Worring [51].  More recent work on sports video came from the 
Xu group [62][63][64] by using HMM analysis and integration 
of webcast text.   
Some of the key trends in consumer multimedia content are: 

• From structured media to unstructured media: This is the 
case from news [53] to sports [63], and is also the case 
within the sports video genre itself, i.e., from broadcast 
video [62] to non-broadcast video [63]. 

• From single media analysis [3][26] [43] to multimedia and 
multiple modality analysis [51]. 

• From analysis-alone [62][63] to integrated analysis and 
synthesis.  

 

B. Public Safety  
 
There are two main themes of research in the broad area of 
public safety. The first area is related to surveillance and 
monitoring while the second area is related to biometrics.  
 
A significant amount of work has been done by the computer 
vision and multimedia researchers in the context of video 
surveillance, such as for face detection [65], moving object 
detection [25], object tracking [6], object classification [11], 
human behavior analysis [35], people counting [69], and 
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abandoned object detection [52]. A few works have also been 
reported for the surveillance using audio. The examples of 
various audio events detected in the past include glass breaks, 
explosions or door alarms [17], talking person, falling chair 
[12], impulsive gun shots [9] human's coughing in the office 
environment  [21] and the working of an air-conditioner [32]. 
There are few works which have demonstrated the use of 
sensors other than video and audio. Pavlidis and Faltesek [38] 
used bio-chemical sensors and video camera to propose a 
security system against bio-chemical attacks. Foresti and 
Snidaro [18] used infrared cameras and color cameras to build a 
distributed sensor network for video surveillance for outdoor 
environments. They employed a linear fusion for combining 
the trajectory information about objects. Peralta and Peralta 
[39] presented a Perimeter Intruder Detection System (PIDS) 
for surveillance of risky environments such as swimming 
pools. They used infrared sensor-emitter and detectors units 
driven by the micro-controllers. Recently, Prati et al. [40] also 
presented a multisensor surveillance system consisting of video 
cameras and passive infra-red sensors (PIR). Their proposed 
used of multiple sensors helps in better object/person tracking. 
A comprehensive survey on visual surveillance of object 
motion and behaviors is presented in [22]. Valera and Velastin 
[57] have presented a survey on the state of the art of 
surveillance systems. They point to the trend of wide-area, 
multi-sensor systems with a high degree of automation. 
 
Some of the key trends in surveillance and monitoring are: 

• From rigid to flexible system design: Current 
surveillance systems are usually designed to handle 
only the specified tasks in rigid sensor settings. For 
example, if a surveillance system is designed to 
capture the faces of persons entering into a designated 
area, it is not used for any other task. The trend is to 
adopt a flexible approach and look at the surveillance 
systems in a “search paradigm” where an end-user can 
flexibly query the system, in a continuous or one-time 
manner, pretty much in the manner of search engines. 
Thus, it directly maps to the MIR problem [2]. 

• From camera only to multiple sensor types: Use of 
infrared, acoustic and chemical sensors in conjunction 
with video cameras is increasing. Visual sensors will 
continue to be dominant sensors but they will be 
opportunistically supplemented with other suitable 
sensors [10]. 

• From custom architectures to customizable 
architectures: Current systems tend to be built for a 
particular physical environment with particular sensor 
types and sensor placements. While this is efficient, it 
lacks portability and scalability necessary for 
widespread deployment. Given any physical 
surveillance environment, the system architecture 
should be able to register and identify the sensors and 
other sources that can be used to flexibly answer many 
expressive queries. In addition, addition and removal 
of sensors from the environment needs to be 
transparently handled [2]. 

Biometric applications represent a specialized application area 
of MIR related to public safety. Face recognition is an 
extremely well-studied area [72]. Given that many 
authentication and security applications need fast and accurate 
matching or searching of a given face from a large database, 
there have been significant efforts in this arena. This type of 
requirement also exists for other biometric signatures such as 
fingerprint, iris, palm and DNA recognition [16]. The main 
trend of the works here are robust feature extraction and 
improved matching. A comprehensive survey of issues in 
biometrics is discussed in [24].  
 
The trend here is to attempt to meet the grand challenge of 
simultaneously maximizing scale, usability and accuracy. 
Multimodal biometrics is then essential and will be 
increasingly adopted. This is in tandem with the advocacy of 
multi-factor authentication in the systems security field. 

C. Professional World  
Multimedia content not only exists in the consumer domain, 
they are also prevalent in the professional world. A good 
example is meeting content. Meetings are an important part of 
corporate life. Often, due to scheduling conflicts or travel 
constraints, people cannot attend all of their scheduled 
meetings. In addition, people are often only peripherally 
interested in a meeting such that they want to know what 
transpired there without actually attending. Being able to 
retrieve, browse and skim captured meeting content can 
therefore be very valuable [13].  For example, if a timeline can 
be generated showing when each person talked during the 
meeting, it can allow users to jump to interesting points, listen 
to a particular participant, and better understand the dynamics 
of the meeting.   
To enable these functionalities, speaker tracking and clustering 
is the key. The core techniques include sound source 
localization, person tracking, and sensor fusion. 
• Sound Source Localization (SSL). This utilizes a microphone array 

to detect which meeting participant is talking [42]. 
• Person Tracking Although audio-based SSL can detect who is 

talking, its spatial resolution is not high enough to finely 
steer a virtual camera view. Occasionally it can also lose 
track due to room noise, reverberation, or multiple people 
speaking simultaneously. Vision-based person tracking is 
a natural complement to SSL. Though it does not know 
who is talking, it has higher spatial resolution and tracks 
multiple people at the same time.  

• Sensor Fusion. The sensor fusion module gathers and analyzes 
reports from the SSL and person tracker to make an 
intelligent decision on who is talking. In [8], the authors use 
particle filters (PF) to obtain the speaker location. The 
proposal function of the PF is obtained from individual 
audio/video sensors, e.g., the person tracking module and 
SSL module.  Particles are then drawn from the proposal 
function to be weighted and propagated through time [8].   

 
While meetings are a widespread example, similar needs arise 
in other professional contexts such as archives of classroom 
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lectures, public speeches, workshops and conferences.  There 
are several key trends in professional world MIR: 

• From centralized to distributed.  In the past, most of the 
professional content, e.g., meetings, notes and 
documents were stored centrally in a single location.  
Today, with the increase in project size and 
globalization, teams are becoming distributed and so 
is the professional content.  How to effectively 
capture, store, share and collaborate on the content is 
therefore critical for  project execution. 

• From static to interactive. Traditional professional 
content is stored without much intelligence.  When a 
content is  viewed, the experience is static, one-way 
and passive – whatever is stored is played back to the 
user, no matter who that person is.  Today, with more 
intelligence during the capture, e.g., who is talking, 
and post-processing, e.g., only show me the part 
where Tom speaks, the viewer experience becomes 
interactive, two-way and rich.  

IV. TECHNICAL CHALLENGES 
Given the existing and new applications, in this section, we 

will analyze what is needed in terms of technologies. This will 
be directly related to the research problems hinted at in the 
previous section. Some of these challenges have been identified 
earlier [67]. 

 
1) Bridging the Semantic Gap 
 
What algorithms can automatic extract today are low-level 
features while what end users need are high-level concepts.  
This is called the semantic gap, and except in a few 
well-defined domains, e.g., medical and GIS, the gap is large. 
Researchers have tried both the pure manual labeling approach 
and the pure automatic content-based approach.  Neither is 
completely successful.  We argue that something in the middle, 
e.g., semi-automatic annotation approach, will bear fruit. 
TRECVID is making progress on that front [55]. It must be 
noted that some of the technical challenges outlined in this 
section are essentially alternative attempts at surmounting this 
gap (e.g. 2, 3, 4, and 7). 
 
2) How to Best Combine Human and Machine Intelligence? 
 
One advantage of MIR, compared with traditional pattern 
recognition, is that in most scenarios MIR systems are 
primarily designed with the human being as the user. Even the 
earliest compression algorithms recognized this fact and 
exploited the removal of perceptual redundancy in terms of the 
human visual system and the human psychoacoustic models. 
The work on the semantic and sensory gaps, which aims to link 
signals to symbols, is also facilitated by the recognition of the 
human in the loop. For instance, the work on relevance 
feedback for retrieval purposes utilizes the human's role as a 
consumer of multimedia information.  There is a growing 
realization that fully automated systems are perhaps not always 
necessary where effective systems can be built in which tasks 
are apportioned based on the relative strengths of humans and 

machines. However, while the relevance feedback work has 
made an impact, it is still not sufficient.  More advanced 
approaches need to be developed. One interesting development 
is the idea of human computation where large numbers of 
people are cleverly engaged in the task of tagging and region 
annotation via the ostensible mechanism of games [58][59]. 
This is a variation of crowd-sourcing unlike Flickr where the 
reliance is on uncoordinated individual voluntary efforts.  
Collaborative tagging using social networking is also an 
increasingly popular mechanism. 
 
3) Active Multimedia Information Retrieval 
 
Active feedback has been proposed for text-based information 
retrieval [49]. The basic idea is that the system should actively 
and collaboratively participate with the user in meeting the 
information need. It is different from relevance feedback in the 
sense that the system must decide which documents to present 
to the user in order to maximize the benefit of the user’s 
judgment. That is, we can consider relevance feedback as 
“users provide the right answers” while active feedback as “the 
system asks the right questions”. This paradigm can be 
particularly interesting in the MIR context since a combination 
of cross-modal information can be utilized to best learn the user 
intent. 
 
4) Judicious Use of Secondary Sources of Information 
 
The text retrieval problems have immensely benefited from the 
use of WordNet which essentially acts like a secondary source 
of information. Preliminary attempts to mimic this in the 
content-based image retrieval arena have shown that the use of 
secondary information in the form of web-data can 
substantially improve precision and recall. It would be 
interesting to formalize this notion of secondary sources of 
information in a rigorous framework. The challenge will be in 
suitably utilizing the noisy and variable quality information 
from diverse sources (such as emails, calendars, blogs, 
spreadsheets, voicemail etc) to amplify the information gain. 
Cross-modal retrieval will be crucial in helping achieve this. 
 
5) Centralized Services versus Distributed Services 

 
In a lot of MIR applications, the traditional flip-flop between 
centralized and distributed architectures will arise. Should one 
store one’s personal photos on the home PC or a corporation’s 
server like Flickr? This will also be true for videos, songs, 
emails, spreadsheets, 3D models and all kinds of multimedia 
information. While a personal collection provides greater 
control, it also demands greater peripheral responsibilities. 
Reliability, fault tolerance, ease of access, handling of legacy 
formats and trust will be critical issues. These issues can be 
directly mapped to technical features related to the underlying 
hardware architecture and database deployed for the MIR 
system. However, it is not always strictly a technical issue -- 
economic pricing models often contribute to the prevalence of 
one service architecture over the other. For example, 
advertisement supported services tend to favor a centralized 
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system. In the long run, there will be perhaps a mixed ecology 
of systems and architectures over which MIR systems will be 
built. Choosing the right architecture for a particular MIR 
system is an open problem. 

 
6) Handling of Live Multimedia Data 

 
Current MIR systems such as those for web search tacitly 
assume the relatively static crawl-able and indexable nature of 
data. But if there are many live sensory feeds, these 
assumptions are no longer valid. Crawling over several days 
will be useless for live data and massive-scale real-time 
indexing will be infeasible. Moreover, information needs arise 
anywhere due to increased mobility. With mobile phones 
becoming ubiquitous, universal MIR is a possibility. How does 
one effectively retrieve multimedia data in such a scenario? 
The search paradigm will evolve to an information-on-demand 
paradigm – the minimal amount of information needed by the 
user to accomplish the task at hand is to be delivered in the right 
mode in a timely fashion at the right place. This trend may call 
for revolutionary advances in system architectures. 

 
7) Impact of Novel Sensors 
 
With the increasing variety and decreasing cost of various types 
of sensors, there will be an increase in the use of radically 
different media such as infrared, motion sensor information, 
text in assorted formats, optical sensor data, telemetric data of 
various sorts (biological and satellite), transducers data, 
financial data, location data captured by GPS devices, spatial 
data, haptic sensor data, graphics and animation data. Some 
other developments are moving cameras on vehicles such as 
public buses (which is essentially the issue of mobile sensors). 
Humans are also mobile sensors recording information in 
various media such as blogs. It would be useful to speculate on 
which type of new sensors could help cross difficult hurdles of 
MIR? For example, if every interesting object/building/place in 
the world had RFID tags with some indexed information, then 
cameras equipped with RFID readers would greatly simplify 
the annotation problem. Therefore, it may be worthwhile to 
think of opportunistically enhancing the environment with 
suitable sensors to overcome the sensory and semantic gaps. 
This approach may yield rich pay-offs. 
 
8) Expanding the Search Paradigm into Newer Areas 
 
Many new and old problems are being recast as a MIR problem. 
Desktop search is one example. Continuously archived data 
like in myLifeBits is another. Multimedia surveillance is also 
witnessing this transformation. Corporate databases and 
national archives also naturally lend themselves to be 
recognized as MIR systems. Data mining needs will force a 
re-look of massive, spatially distributed, temporally dynamic 
data such as in finance, customer relationship management and 
transport arenas to be considered as MIR problems. The search 
paradigm will be critical in order to handle the data 
interdependence complexity. 

V. DISCUSSION 
This section will essentially prioritize the identified challenges 
in research problems and applications in terms of the potential 
impact and also will discuss about obstacles in achieving them.  
 
The eight technical challenges in the previous section can be 
classified into 3 categories.  The first 4 concern the semantic 
gap, where challenges 2-4 are using different techniques to 
bridge the gap.  Challenges 5 and 6 concern the architecture, 
system and performance of the system.  Finally, challenges 7 
and 8 look into future sensors, paradigms and applications. 
 
From the application point of view, the most immediate 
challenge lies in the overcoming of the sensory and semantic 
gaps. Many challenges outlined in the previous section either 
directly or indirectly try to overcome this obstacle. For MIR, 
there are three paradigms on the research spectrum that ranges 
from the least automatic to the most automatic. On the far left 
end, there is the pure manual labeling paradigm that labels 
multimedia content, e.g., images and video clips, manually with 
text labels and then use text search to search multimedia 
content indirectly. On the far right end, there is the 
content-based search paradigm that can be fully automatic by 
using low-level features from multimedia analysis. Over the 
past decade, there has been a gradual realization that neither of 
the above two extremes provides good search/retrieval results. 
Instead, something in the middle strikes a better balance, and 
that is the automated annotation paradigm. This paradigm is not 
purely automatic, as people need to label/annotate some 
content. But it is not purely manual either - once a concept 
detector is trained based on the labeled data, the detector can 
automatically annotate the same concept for other video clips. 
Furthermore, within the annotation paradigm, the 
relationship-based annotation approach outperforms other 
existing annotation approaches, because individual concepts 
are considered jointly instead of independently. This can be 
suitably enhanced using novel sensors and secondary sources 
of information. 
 
In the medium term, more domain specific applications on 
personal systems can proliferate provided significant advances 
are made in incremental learning, active retrieval techniques 
and appropriate query paradigms. 
 
In the long run, handling of cross-modal information especially 
in the mixed setting of live and archived data aided by optimal 
contextual processing will be the key to the spread of the MIR 
systems. However, instead of recognizable standalone MIR 
systems, perhaps seamlessly embedded MIR applications 
selectively cooperating with complementary systems may turn 
out to be the ultimate manifestation of the information on 
demand paradigm. 

 



0092-SIP-2007-PIEEE.R1 
 

7

VI. CONCLUSION  
We have first presented a brief survey on the foundational 

works and existing applications in MIR. A study of several 
surveys reveals prolific activity in this area which has been 
matched by the sheer diversity of applications developed. 
However, widespread commercial use is still at a nascent stage. 
We then studied the application trends to identify eight 
technical challenges. They fit into three broad categories 
related to the semantic gap, system issues and future 
sensor-based emerging paradigms. We speculate that the 
optimal delivery of apposite information utilizing parsimonious 
resources for satisfying the information needs of the globally 
mobile end-user will be the long term driver for a profusion of 
diverse MIR services.  
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