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ABSTRACT 

 

In this paper we introduce a novel contextual fusion method 

to improve the detection scores of semantic concepts in 

images and videos.  Our method consists of three phases. 

For each individual concept, the prior probability of the 

concept is incorporated with detection score of an individual 

SVM detector. Then probabilistic estimates of the target 

concept are computed using all of the individual SVM 

detectors. Finally, these estimates are linearly combined 

using weights learned from the training set. This procedure 

is applied to each target concept individually. We show 

significant improvements to our detection scores on the 

TRECVID 2005 development set and LSCOM-Lite 

annotation set.  We achieved on average +3.9% 

improvements in 29 out of 39 concepts.   

   

 

1. INTRODUCTION 

 

Detecting high level concepts in image/video domain is an 

important step in achieving semantic search and retrieval 

[1]. The main trend in understanding semantic concepts is 

computing low-level features using texture, color, motion 

and shape on an annotated data set, and then ranking and 

retrieving data using the models trained for each concept 

(e.g. support vector machine (SVM) classification [2]). 

However such models are generally built independent of 

each other, lacking the relationships among semantic 

concepts. It is obvious that the occurrence of some concepts 

increases the probability of the occurrence of other concepts. 

Similarly, some concepts do not occur together.  

 There have been a few attempts to exploit the 

relationships between semantic concepts over the past few 

years. The most common approach in semantic level fusion 

is to train individual SVM detectors for each concept at the 

early stage and employ their scores as features to train 

another SVM classifier. This idea was first introduced by 

Iyengar et. al. [3], where they attempted to put the individual 

detector scores in a vector, called model vector, and used an 

SVM to train a classifier using this vector. Similarly Snoek 

et. al [4] fused scores of individual detectors into a context 

vector and input this vector to a stacked classifier. Jiang et. 

al. [5] experimented with a scheme similar to [3] except a 

linear fusion step was used to combine the context-based 

SVM classifiers’ results with the individual detector output. 

 There are also some graphical models that exploit those 

relationships in probabilistic structures. Naphade et. al. [6] 

used an explicit concept linkage in a Bayesian network to 

obtain an inference between concepts. In a later study 

Naphade et. al. [7] used a factor graph framework and sum-

product algorithm to perform learning and inference. Yan et. 

al. [8] experimented with different directed and undirected 

graphical models to explore the concept relationships in a 

unified probabilistic framework.  

 The relationships between concepts can be better 

represented by directed models rather than undirected co-

occurrence relations. For instance, when a car concept exists 

in an image, it is very likely that the outdoor concept will 

also exist. However, it is not as likely to see a car in an 

image when the outdoor concept is known to exist. In our 

approach, we use the conditional probability values, which 

can be seen as directed relationship representations between 

concepts acquired from the training data. 

 Given a target concept we attempt to improve its 

detection score. First the detection scores from individual 

SVM detectors are computed. Then we incorporate the 

concept priors to refine the detection scores of each 

individual detector. We employ a probabilistic prediction 

rule using all individual concept detectors to estimate 

detection probabilities for the target concept.  Finally, we 

apply a weighted linear combination to aggregate the 

estimated probabilities into a final detection score. We apply 

this procedure to all concepts individually on the images. 

One of the main contributions of our approach is the fact 

that we bring individual detector scores into the same 

concept domain by computing an estimation of that concept, 

and then try to explore the relationships in the concepts 

domain.  

 Despite the significant efforts in the past, we believe 

that relationships between concepts were not adequately 

exploited. Our experiments show that for some concepts 

using only the contextual information provided by other  

concepts may yield results comparable to or sometimes even 

better than those of the baseline SVM results of the target 



concept. These results highlight the importance and the 

capability of the relationships between concepts. 

 As mentioned earlier in the previous approaches [5, 8], 

not all concepts gain a performance increase by context 

based fusion for various reasons. With our system, over 70% 

of all 39 concepts achieve a performance increase. 

 The paper is organized as follows. In section 2, we 

present our contextual fusion approach. In section 3 we 

present improvements on our baseline SVM results for 

TRECVID’05 video collections. And finally the paper 

concludes with future work and discussions. 

 

2. CFPE APPROACH 

 

This section presents our contextual fusion method using 

probabilistic estimates (CFPE) in three phases. For each 

individual concept, the prior probability of the concept is 

incorporated with the detection score from the individual 

SVM detector. Then probabilistic estimates for the existence 

of the target concept are computed using all of the individual 

SVM detectors. Finally, these estimates are linearly 

combined using weights learned from the training set using 

least squares method. This procedure is applied for each 

target concept individually. The overview for our method is 

shown in Fig. 1.  

 There are two main differences between our approach 

and the approaches in [5, 3]. Firstly, most of the individual 

concept detectors have low accuracy. Therefore, we can not 

directly rely on SVM scores. We incorporate the prior 

probabilities of concepts with the SVM scores. It is 

important to indicate that this step itself has no effect on the 

retrieval, since we apply the same transformation to all the 

scores of that individual SVM detector. However, with this 

approach we bring the different detection scores together on 

a more realistic and comparable basis. Secondly, we do not 

directly fuse the individual detection scores, but instead we 

compute the probabilistic estimates from the individual 

SVM detectors and combine them. Using our approach, we 

put the different SVM scores in the same concept domain to 

combine them more meaningfully.  

 

2.1 Incorporating Priors 

 

Given an image X and a concept Ci, assume that the true 

label is yi , where 
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Each individual detector produces a detection score, 

PI(yi=1), which defines the probability of the occurrence of 

concept Ci in the image. The accuracy of each individual 

detector, λi, is computed using a validation set. Also, each 

concept has a prior probability, P(yi=1), which is the 

probability of the occurrence of the concept in a random 

image and computed using training images. 

 
Fig. 1. The steps of the proposed approach for improving 

detection score for concept Ci. 

 

 In order to get a realistic final detection score, denoted 

as PF(yi=1), we linearly combine the prior probability and 

SVM detection score using a weight which is proportional to 

the accuracy of the SVM detector. 

( ) ( ) ( ) )1(*11*1 =−+=== iiiIiiF yPyPyP λλ .  (2) 

 

2.2 Incorporating Evidence from Other SVM Detectors  

 

The main assumption in this step is that each individual 

SVM can make a meaningful estimate, not only for its 

original concept, but also for other concepts. During the 

computation of the estimates, we consider the conditional 

probabilities between each concept and the individual 

detection scores. The estimates of all SVMs on the 

occurrence of concept Ci are computed by the following 

probabilistic rule: 
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where PEj(yi=1) is the estimate of the j
th

 SVM for Ci. 

P(yi=1|yj=1) and P(yi=1|yj=0) are the conditional 

probabilities extracted from the training data: 
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where P(yi=1|yj=a) is the ratio of images  satisfying this 

condition to all the images in the training set, and  P(yi=1) is 

the prior probability of Ci which is the ratio of images that 

contain Ci to all the images in the training set. Eq. (3) 

implies that, the estimation score of an SVM for its own 

concept is directly the score of that SVM. 

 

2.3 Combining Estimates 

 

After the estimates from all the SVMs are computed, they 

should be combined to produce a final detection score, Di. A 

weighted linear combination is applied for combining all the 

estimates as shown in the following equation: 
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where wij denotes the weight of the estimate of the j
th

 

detector for Ci. This weight matrix w is learned from the 

training data using least squares method. For each concept 

we have a set of linear equations which is the 

implementation of Eq.(5) for each image in the training set, 

and then we computed the weight vector for that concept by 

applying least squares method. Combination of these weight 

vectors constructs the weight matrix w. 

 

3. EXPERIMENTS AND RESULTS 

 

The data set consists of a series of broadcast news videos 

from TRECVID 2005 [9]. The selected concept set is the 

LSCOM-Lite set of 39 concepts [10]. 74523 video shots are 

grouped into 3 sets, as 50% training, 25% validation and 

25% testing. The individual SVM detectors are trained using 

color moment features of 5x5 grid image patches and their 

accuracies are computed from the validation data set. 

Conditional probabilities between concepts and the prior 

probabilities of concepts are computed from the training set. 

 
Fig. 2. The conditional probabilities between concepts 

The conditional probability relations, as shown in Fig. 2, 

demonstrate the probability of observing i
th

 column when j
th

 

row is observed, P(yi=1|yj=1). By focusing on ‘Outdoor’ 

and ‘Road’ concepts it is obvious that the relationship matrix 

is not symmetric. As can be observed in Fig. 2 the 

intersection of the Road row and the Outdoor column 

demonstrates a high probability of existence of the Outdoor 

concept given the Road concept. On the other hand 

probability of the Road concept given the Outdoor concept 

is not as probable. 
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Fig. 3. Average Precision plots of all 39 concepts for 

baseline and two variations of the proposed approach. 

Fig. 3 shows the SVM baseline retrieval results compared to 

the result of CFPE with and without the estimate of target 

concept’s own detector. These results are also given 

numerically in Table 1. The error metric used is the non-

interpolated average precision (AP) calculation used in the 

TRECVID challenge. We achieved on the average +3.9% 

improvements in 29 out of 39 concepts and -1.6% 

degradation in the remaining concepts. Yan et. al. [8] 

observed that the best multi-concept modeling approaches 

can bring 2-3% improvement in terms of mean average 

precision (MAP). The mean average precision improvement 

in our approach is +2.5% over all concepts. Specifically 

concepts like {Maps, Urban Scenes, Waterscape 

Waterfront, Weather, Military Personnel, Vegetation} 

resulted in over +5% increase in detection performance. 
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Fig. 4. Precision-Recall curve for baseline and two 

variations of the proposed approach. 



Fig. 4 shows the Precision-Recall curves in which the 

precisions are averaged over all concepts. It is evident that 

our CFPE approach gives better performance than the SVM 

baseline in terms of precision-recall. Furthermore it should 

be noted that even without the estimate of target concept’s 

own detector CFPE performs close to the individual SVM 

baseline. 

 

Table 1. The Average Presicion results of concept retrieval 

using our methods compared to detection baseline 

 

 

3. CONCLUSION AND FUTURE WORK  

 

We have developed a new probabilistic contextual fusion 

method for improving the performance of semantic concept 

detection in images and videos. Our method considers the 

reliability of individual detectors and refines the detection 

scores. Using the refined scores each detector computes a 

probabilistic estimate for the existence of each concept. 

These estimates are then linearly combined with the weights 

that are learned from the training set.  

 Compared to the most recent approaches our CFPE 

method achieves promising results. Although the latest 

works such as [5] has been able to improve 18 out of 39 

concepts, we achieved 29 improvements out of 39 concepts. 

Furthermore without the detection knowledge of the target 

concept we could detect 18 of the concepts better than our 

individual baseline SVM detectors. These results show that 

the contextual relations provide valuable information and 

should be properly exploited. 

 We intend to extend our experiments to the whole 

LSCOM concept set of 449 concepts. By extending the 

concept size we may be able to find more informative 

semantic relationships and improve our results. 
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