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Abstract

A scene can be defined as one of the subdivisions of a play
in which the setting is fixed, or when it presents continuous
action in one place. We propose a novel two-pass algo-
rithm for scene boundary detection which utilizes the mo-
tion content, shot length and color properties of shots as
the features. In our approach, shots are first clustered by
computing Backward Shot Coherence (BSC); a shot color
similarity measure that detects Potential Scene Boundaries
(PSBs) in the videos. In the second pass we compute Scene
Dynamics (SD), a function of shot length and the motion
content in the potential scenes. In this pass, a scene merg-
ing criteria has been developed to remove weak PSBs in or-
der to reduce over segmentation. We also propose a method
to describe the content of each scene by selecting one repre-
sentative image. The segmentation of video data into num-
ber of scenes facilitates an improved browsing of videos in
electronic form, such as video on demand, digital libraries,
Internet. The proposed algorithm has been tested on a va-
riety of videos that include, five Hollywood movies, one sit-
com, and one interview program and promising results have
been obtained.

1. Introduction
The availability of audio visual data in the digital format is
increasing every day. This information includes documents,
audio-visual presentations, home made videos and profes-
sionally created contents such as sitcoms, TV dramas and
feature movies. Movies alone constitute a large portion of
the entertainment industry. Every year around 4,500 mo-
tion pictures are released around the world spanning over
approximately 9,000 hours of video (Wactlar [1]). With the
digital technology getting inexpensive and popular, there
has been a tremendous increase in the availability of videos
through cable and Internet such asvideo on demand. For
feasible access to this huge amount of data, there is a great
need to annotate and organize this data and provide efficient

tools for browsing and retrieving contents of interest.
Digital video is a rich medium as compared to text mate-

rial. There could be many possible ways to index it. A basic
approach of video annotation is to detect the shots and use
a set of key frames to represent the shot content. The sec-
ond level of abstraction could be to combine similar shots
together and formscenesor story units. The organization
of videos in this fashion is more meaningful than present-
ing the shots alone. Recently, DVDs are being made with
options to view a particular scene in the movie. To obtain
such a representation, a human observer is required to se-
quentially watch the video and locate the important bound-
aries orscene edges. However, a manual content analysis is
not feasible for huge amount of data as it is slow as well as
expensive.

A large amount of work has been reported to structure
videos resulting in several interactive tools to provide nav-
igation privileges to the viewers, [2, 5, 6, 8]. Yeo et al.[3]
were the first ones to propose a graphical representation of
video data by constructing aScene Transition Graph. Each
node in the graph represents a shot and edges represent the
transitions within shots. The scene transition graph is then
split into several sub graphs usingcomplete-linkmethod of
hierarchical clustering such that each sub graph orscenesat-
isfies a color similarity constraint. Hanjalic et al. [4] uses
a similar approach of shot clustering and findslogical story
units in MPEG compressed domain.

The graphical approach works well for videos which
are shot in restricted environments (for example videos
made inside a studio by stationary cameras including News
videos, talk shows, game shows, sitcoms etc.). These pro-
grams are often shot with multiple cameras which switch
back and forth, repeatedly showing the same contents
within a scene. Feature movies, however, are often filmed in
open and dynamic environments using moving cameras and
have continuously changing contents. Furthermore, direc-
tors use different camera techniques and effects that make it
difficult to create suitable graph for scenes. Therefore, two
major problems are encountered:
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• A false color match between shots of two different scenes
may wrongly combine the scenes (and the intermediate
scenes as well) into one segment causing an under segmen-
tation.
• Action scenes may be broken into many scenes for not
satisfying the color matching criterion producing an over
segmentation.

Ngo et al. [7] proposed a motion based approach to
represent shots and to cluster similar shots to form scenes.
Spatio-temporal slices of video sequences are constructed
and local orientation of pixels are computed using struc-
ture tensors. With this information each shot is represented
by either one or more key frames or by constructing mo-
saics. Finally, shots are clustered into scenes by analyzing
the histogram intersection. Adams et al. [9] present an-
other way to parse videos by estimatingtempoin the fea-
ture movies. Camera motion parameters and shot length are
used to construct atempoplot. The proposed method de-
tects edges in the tempo function and identifies instances
where the tempo of the movie changes with time. However,
this method can not detect boundaries between the scenes
in which the tempo is not changing.

In order to improve the scene segmentation, we believe
that one must also incorporate other attributes of movies
together with the color similarities. These features may in-
clude audio information, motion of the camera and objects,
shot transition rate etc. The knowledge of post processing
of these videos such as composing and editing techniques
(referred as montage in film literature) can also be utilized
to improve the segmentation task.

2. Proposed Approach

In Webster dictionary, a scene is defined as follows [10]:
•A subdivision of an act in a dramatic presentation in which
the setting is fixed and the time continuous OR
• One of the subdivisions of a play; as a division of an act
presenting continuous action in one place.
The first definition ofsceneemphasizes the fact that shots

belonging to one scene are often taken with fixed physi-
cal settings. Several cameras capture the video with dif-
ferent angles while the background remains the same (for
example, a scene filmed inside a studio). A characteristic of
this category of scenes is their repetitive structure due to the
switching between the same cameras with fixed view. How-
ever, this definition may not hold for all kinds of scenes. For
example an outdoor scene, where background may change.
Other examples are the scenes which are shot with the cam-
eras mounted on trucks or a trolley. In this case, a scene may
be defined by the continuity of ongoing actions performed
by the actor(s).

Movie directors, while filming the scenes, also control
the pace of film in order to sustain the viewers interest.
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Figure 1: Flow chart showing the stages of Scene Boundary
Detection algorithm.

Two important factors which have been known to influence
the pace of a movie are the Montage (editing) and the mo-
tion, [13]. For a given scene, these factors are kept consis-
tent such that the the viewer’s attention is always engaged.
We use this knowledge to develop a two-pass algorithm for
scene boundary detection suitable for feature movies. The
video is initially parsed into shots by camera break detec-
tion. Each shot is represented by one or more key frames de-
pending upon the shot activity (Section 2.1). For each shot,
its length and motion contents are also estimated as features
(Section 2.2). In the pass one of our algorithm which is mo-
tivated by the first definition, a color similarity measure of
shots is computed calledBackward Shot Coherence(BSC).
It describes how well a shot matches with the previously
seen shots. We find valleys in BSC and detect severalPoten-
tial Scene Boundaries(PSB). Anactionscene with chang-
ing contents may split into many scenes for not satisfying
color similarities. To improve the segmentation, we merge
scenes during the pass two by deleting weak PSBs. This is
achieved by computingShot Dynamics(SD) of each scene
detected in the first pass. SD is a function of shot length and
motion contents of the shots in a scene (Section 3). Figure
1 shows the flowchart of complete algorithm. We also pro-
pose a method to describe the contents of each scene by
selecting one representative image (see Section 4). Section
5 discusses results of our algorithm obtained by processing
5 Hollywood movies, one episode of a sitcom and one hour
of a famous talk show. Section 6 concludes this paper.

2



2.1. Shot Detection and Key Frame Selection
The video track is first divided into shots which is defined as
a sequence of frames taken by a single camera. A histogram
intersection technique has been used. A 16 bin HSV nor-
malized color histogram is computed for each frame with
8 bins for Hue and 4 bins each for Saturation and Value
[11]. Let fx be thexth frame of the video andD(f i, f j)
represents the intersection of histograms of framesi andj
respectively, then:

D
(
f i, f j

)
=

∑

b∈allbins

min (Hi (b) ,Hj (b)) , (1)

where Hi and Hj are the histograms of corresponding
frames. A shot boundary is flagged when:

D(f i, f i−1) < Tcolor, (2)

whereTcolor is a threshold that captures the allowed toler-
ance between color statistics of two shots. Leta andb are
the indices of the first and the last frames of theith shotSi

is a set of frames, such that:

Si =
{
fa, fa+1, ..., f b

}
. (3)

Each shot is represented by a set of key framesKi, such that
all frames are distinct. Initially, the middle frame of the shot
is selected and added to the null set,Ki. Next, each frame
within a shot is compared to every frame in the setKi. If
the frame differs from all previously chosen key frames by
a fixed threshold, it is added inKi, otherwise ignored. This
algorithm can be summarized as:
STEP 1: Select middle frame as the first key frame

Ki ← {fb(a+b)/2c}
STEP 2: for j = a to b

if max
(
D

(
f j , fk

))
< Th ∀fk ∈ Ki

ThenKi ← Ki ∪ {f j}
whereTh is the minimum frame similarity threshold. This
approach selects multiple frames for the shots which have
higher dynamics and temporally changing visual contents
as compared to relatively static shots.

2.2. Motion Contents and Shot Length
We associate two features with each shot;the shot length
andthe shot motion content. These attributes of shots pro-
vide cues for the nature of the scene. Generally, dialogue
shots span on large number of frames with relatively little
camera/actor movement. On the other hand, shots of fight
and chasing scenes change rapidly and the camera motion is
jerky and haphazard with higher movements of actors (Ari-
jon [12]).

2.2.1. Computation of Shot Motion Content

Motion in shots can be divided into two classes;global mo-
tion andlocal motion. Global motion in a shot occurs due to

the movements of the camera. On the other hand, the local
motion is caused by the relative movement of objects with
respect to the camera. We defineshot motion contentas the
amount of local motion in a shot. We exploit the encoded
information in MPEG-1 compressed video. First, a global
affine motion model is estimated by using a least square
method on motion vectors decoded from MPEG file. An
affine model with six parameters is represented as follows:

u = a1 · x + a2 · y + b1

v = a3 · x + a4 · y + b2, (4)

whereu andv are horizontal and vertical velocities respec-
tively, a1 − a4 capture the camera rotation, shear and scal-
ing, b1 − b2 represent the global translations in horizontal
and vertical directions respectively, and{x, y} are the coor-
dinates of block’s centroid. Once a global affine transforma-
tion is obtained, the velocities of blocks are reprojected and
the goodness of the fit is measured by examining the dif-
ference between the actual and the reprojected velocities of
the blocks. In case of global motion, the difference between
the two is zero or very small. However, when the motion
is not solely due to the camera and objects move relative to
the camera, the motion vectors cannot be approximated by
an affine model. Therefore, the magnitude of the error is
utilized as a measure of shot motion content. Letuk andvk

be the encoded velocities andu′k andv′k be the reprojected
velocities ofkth block in jth frame, then the errorεj in the
fit is measured as:

εj =
∑

k∈motionblocks

√
(u′k − uk)2 + (v′k − vk)2. (5)

The shot motion content of shoti is the aggregation ofε of
all P frames in the shot:

SMCi =
∑

j∈Si

εj , (6)

where SMC is theshot motion content. Figure 2 shows the
motion content values for three different shots.

3. Scene Boundary Detection Algo-
rithm

In this section, we discuss our two pass algorithm for
video scene segmentation. In the first pass,Potential Scene
boundariesare detected based on the color properties of
shots. The second pass deals with the removal of weak
scene boundaries by analyzing the shot length and motion
contents of shots of potential scenes.

3.1. Pass One:Color Similarity Analysis
The first pass of the algorithm deals with the detection of
Potential Scene Boundaries(PSBs) in the videos. We de-
fine a PSB as a possible instance of the beginning and/or
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Figure 2: Estimation of shot activity using motion vectors
for three P frames. Left to right:P frames, Motion vec-
tors extracted from MPEG, Reprojected flow vectors, Dif-
ference between the original and reprojected flow vectors.
The activity computed (a) 9.8, (b) 46.64 and (c) 107.03.

ending of a scene in a movie. This is achieved by estimat-
ing a feature for each shot, calledBackward Shot Coherence
(BSC); a similarity measure of a given shot with respect to
the previously seen shots. We first compute theshot coher-
enceof the shoti in a window of previous shots (sayN )
which is defined as the color similarity between two shots.
Let SCj

i expresses the shot coherence of shoti with shotj
where shoti andj containn andm key frames respectively,
then:

SCj
i = max

fx∈Ki,fy∈Kj

(D(fx, fy)) . (7)

Backward shot coherence for shoti is then computed by
taking the maximum shot coherence in a window of length
N , that is:

BSCi = max
1≤k≤N

(
SCi−k

i

)
, (8)

whereBSCi is theshot coherenceof shoti. Figure 3 shows
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Figure 3: Computation of BSC. Rectangles in the figure
represent shots and circles indicate key frames.

a graphical representation of this step. A scene is defined as
a collection of contiguous shots in time which are taken at

the same location and show similar visual content (accord-
ing to the first definition, Section 2). In the beginning of a
new scene, the initial shots do not resemble with the shots
of the previous scene due to the dissimilarities in the phys-
ical settings. BSCs of these shots are very small and show
a poor match with the shots of the previous scene. As the
scene progresses, the shots are repeated. Similar contents
are seen in shots and therefore BSCs of those shots attain
higher values. This continues until the start of a new scene.
The beginning of a new scene can be detected by locating
valleys in the plot of BSC. We call these valleyspotential
scene boundaries(PSBs) as they are the candidates for the
starting point of a new scene. In some cases, a PSB may be
detected within a scene as an outlier. A shot in the middle of
a scene which is unique for a given scene can cause a false
valley in the BSC. For example, a flash back shot or a shot of
a new actor entering into the scene may cause a false alarm.
To suppress the outliers and prevent over segmentation in
this phase, we compare the color attributes of key frames of
neighboring potential scenes. If a pair of key frames of two
adjacent potential scenes are found to be similar, then the
scene boundary between the two is removed and the scenes
are merged into one scene. Letk andk + 1 be the two po-
tential scenes, the PSB between the scenes will be removed
if:

D
(
f i, f j

) ≥ Tcolor, (9)

wheref i ∈ Scenek and f j ∈ Scenek+1. Figure 4(a)
shows the plot for BSC of first 300 shots of the movieTop
Gun for pass one. These shots span over five scenes as seg-
mented by the human observer (See Table 2, scenes 1-5).
Solid (green) vertical lines indicate the PSBs. Dotted (blue)
vertical lines are the weak PSBs that were removed after ad-
jacent scene merging by comparing key frames similarity,
Eq. 9 (See attached media files for color images). Figure
4(b) shows the first key frame of some shots. Note that a
transition from shot 9 to shot 10 results in a sharp valley as
the latter shot was never shown before and hence a PSB is
detected. Similarly a transition from shot 71 to 72 is also
identified as a scene boundary. Several outliers were suc-
cessfully removed by comparing the key frames of adjacent
scene boundaries. Note that first three segment (solid lines
at shot number 10, 68 and 72 in Figure 4(a)) correspond to
the first three scenes in the ground truth. The fourth scene
in the movie is about flying training of pilots which is bro-
ken into a large number of potential scene boundaries (solid
blue lines from shot 76 to 273). This occurs due to the high
dynamics and un-repetitive structure of the scene.

The computation of BSC is controlled by the selection of
window sizeN . It can be considered as a memory parame-
ter which mimics a human’s ability to recall a shot seen in
the past. When we watch a video, we relate the newest shot
with the previous ones to determine if it is another shot of
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Figure 4: Detection of scenes in the movieTop Gun. (a)
The plot of BSC is shown for 300 shots. (b) First key frame
of each shot is shown with shot index. (c) Plot ofScene
Dynamicsof potential scenes detected in Pass one.

the continued scene or the first shot of a new scene. This
judgement is limited by the ability to remember old shots.
With the time, the probability of matching a newer shot with
a very old shot is decreased. That is why we have put a con-
strain on the number of shots to be used for estimating BSC.
However, the choice ofN greatly affects the initial segmen-
tation. If this value is too large, it may span over several
scenes and a wrong estimate of BSC may be obtained. On
the other hand, ifN is very small, the shot may not be com-
pared with sufficient number of shots within the scene. As
a result, an over-segmentation of video may be obtained in
this pass. We setN = 10 for our experiments and found
this value to be appropriate for our data set.

3.2. Pass Two:Scene Dynamics Analysis

Most non-action scenes such as dialogue scenes with repeti-
tive structure are well segmented during the first pass. How-
ever, scenes with weak structure are often broken in several
scenes. In particular, action scenes are divided into sev-
eral scenes due to non-repetitiveness of shots. The poor
match among the shots causes an over segmentation of
video. For a semantically meaningful segmentation, these

potential scenes are needed to be merged together. The over
segmentation in pass one implies that the use of only color
information is not enough for an appropriate segmentation
of videos. Therefore, we have incorporated the shot length
and shot motion contents as useful features to analyze scene
properties. A characteristic of such scenes is their high mo-
tion activity and small shot length. Therefore, a weight
Scene Dynamics(SD), is computed for each potential scene
as follows:

SDi =

∑
j∈Scenei

SMCj∑
j∈Scenei

Lj
, (10)

whereSD is the Scene Dynamics of the scenei, SMCj is
the shot motion content ofjth shot in the scene andLj is
the length of corresponding shot. The large values of SMC
and smaller values ofLj in dynamic scenes cause SD to be
large. On the other hand, relatively calm scenes which span
on numerous frames with small SMC returns a very small
value. The scene dynamics of every pair of adjacent poten-
tial scenes is analyzed. The PSB between two consecutive
scenesk andk + 1 will be removed if SD of both scenes
exceed a fixed threshold. See Figure 4(c) which shows the
final scene boundaries for first 300 forTop Gun. Note that
PSBs (blue dotted lines) were removed where the scene dy-
namics are relatively high for consecutive scenes (See at-
tached media files for color images).

4. Scene Representation
A scene representation using one or multiple images is cru-
cial for building an interactive tool for video browsing. In
case of DVDs of Hollywood movies which are available
with the chapters selection option, each chapter is repre-
sented by one key frame. The creators, who have complete
access to the script of the movies, manually pick a frame
that adequately reflects the scenario. Since this is a subjec-
tive process, the choices of frames may vary from individual
to individual. However, the main objective of the key frame
is to give a hint of the height of drama, suspense and/or ac-
tion of the scene. In this section we address the issue of au-
tomatic selection of key frames for scenes. In our approach,
we first compute a shot goodness measure as a function of
shot coherence, shot length and shot activity. A shot is a
good representative when:
• the shot is shown several times (higher SC with other
shots),
• the shot spans over longer period of time (larger shot
length) and,
• the shot has minimal motion content (smaller SMC).

We have further noticed by analyzing the key frames in
DVDs that images with multiple faces are preferred over
one face or with no face for scene representation. For ex-
ample, in case of a scene where two actors are talking, a
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frame showing both is chosen over frames with single per-
son. Therefore, a fixed number of shots with the highest
shot goodness value is selected as candidates for scene key
frame. These shots are then tested for the presence of faces
in the first key frames. The shot with the maximum number
of faces is selected as the representative shot for the corre-
sponding scene.

4.1. Measuring Shot Goodness
The shot goodness is computed by analyzing three prop-
erties of every shot which includesShot Coherence, Shot
Lengthand Shot Activity. For each shot in the scene, its
coherence with every other shot is computed. For a scene
with N shots, a correlation matrix of dimensionN × N is
constructed where element(i, j) is the coherence of shoti
with shotj. When a shot is shown several times, the sum-
mation of column values is large. On the other hand, shots
seen fewer times will have smaller values. LetC(i) be the
correlation sum of shoti, then:

C(i) =
∑

j∈Scene

SCj
i . (11)

We associate a weight with each shot as follows:

W (i) =
C2(i)× Li

log(SCMi + α)
, (12)

whereW is the shot goodness andα is used to prevent a
division by zero. The squared value ofC(i) is used to give
more emphasis to shot coherence, whereas thelog for shot
motion content is incorporated to reduce its effect on shot
goodness. In our experiments the mean of SMC of all shots
in a scene was used forα, i.e.

α =
1
K

K∑

j=1

SMCj , (13)

whereK is the total number of shots in the scene. In the
second step, three shots with the highestW (i) are selected
as candidate shots and face detection is performed.

4.2. Detection of Faces
Several face detection algorithms have been proposed in the
literature,[14]. In case of shots obtained from video tracks
of movies, we encountered faces with different levels of
scale together with different orientations which makes diffi-
cult for face detector to perform with high accuracy. There-
fore, we apply a simple but robust method of skin detection
approach on the frames to detect faces.

We detect skin by using a method proposed by Kjedlsen
et al. [15] that requires training on color space. The mid-
dle frame of candidate shots are tested for skin pixels. Each

1 2 3 4 5

7 8 9 1 0 1 1 12

13 14 15 16 17 18
(a)

6

(b)
Shot 4                     Shot 18                Shot 5

(c)
Figure 5: Scene representation using one key frame. (a) 18
key frames, one from each shot. (b) Three shots with high-
est shot goodness with bounding boxes showing the detec-
tion of faces. (c) Final result: left image is extracted from
DVD, right image is selected automatically.

isolated segment of skin is considered as face and the frame
with the highest votes is taken as the scene key frame. In
the case of a tie or when no face is detected in any candi-
date key frame, the key frame of the shot with the highest
goodness value,W , is selected. Figure 5 shows an exam-
ple. This scene is taken fromGolden Eyeand consists of 18
shots in which Boris and Natalya are having a conversation
about breaking into the FBI security system. The key frame
of each shot is shown in Figure 5(a). Figure 5(b) shows
three key frames with highest values of shot goodness (shot
4, 18 and 5 respectively). Note that shot 4, which is re-
peated in most of the shots, gets the highest weight. Using
the skin detection method, two faces were detected in shots
4 and 18 and none in shot 5. Since shot goodness of shot
4 is higher than shot 18, it is chosen as the representative
key frame for this scene. Figure 5(e)(left) is the image ex-
tracted from the DVD for this chapter. Compare the simi-
larity of this image with the one on right as selected by our
algorithm. Figure 6 shows some results of key frame detec-
tion for scene representation for movies (a)Golden Eyeand
(b)Terminator 2. Images on left columns are extracted from
the DVD whereas frames automatically selected by our al-
gorithm are shown in right columns. Multiple frames are
shown when a scene is broken into more than one scene.

5. Experimental Results
We have experimented with video sequences from five Hol-
lywood movies includingTerminator II, Golden Eye, Gone
in 60 seconds, Top Gun,andA Beautiful Mind. Each sample
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of movie was 35-60 minutes long and taken from the middle
of the movie. We have also experimented with one episode
of a sitcom,Seinfeld(26 minutes of running time), and one
complete show ofLarry King Live. The videos were digi-
tized at 29.97 fps. For each video, a human observer iden-
tified the scene boundaries as ground truth. Chapters infor-
mation from the DVDs have also been incorporated for re-
sult evaluation. Table 1 summarizes the data set, the ground
truth, and results obtained by our proposed method. This ta-
ble also lists the number of false+ve and false-ve. To eval-
uate the performance, we have also listed the Recall and
Precision figures for each video.

Table 2 provides detailed scene detection results forTop
Gun. This video consisted of 89,999 frames (about 50 min-
utes of running time). Total number of shots found in the
video was 1,103. First column in the table shows the Chap-
ters from the DVD. Second column lists the titles for each
scene segment identified by a human observer. It should
be noted that DVD chapters are a sub set of scenes identi-
fied by human observer. Column 3 and 4 provide the num-
ber of shots and the number of frames in the segmented
scenes. The last column indicates the number of scenes as
detected by the algorithm. It should be noticed that the final
scene boundaries obtained are more than the ground truth
(Table 1). We believe that a slightly over segmentation is
preferable over under-segmentation, since split scenes can
be combined by further analysis. While browsing a video, it
is better to have two segments of one scene rather than one
segment consisting of two scenes. There are few missed
scenes which are indicated with ‘x’ in the table. These
are the scenes which were wrongly merged in the previ-
ous scene boundary and not identified. Please see attached
media files for more results.

To demonstrate that the algorithm presented here works
equally well on other video genres, we have also conducted
an experiment on one sitcom showSeinfeldwhich belongs
to the genre of video with mostly dialogues and very lit-
tle action content in the shots. Table 1 also lists the scene
detection of this show which demonstrates that it performs
adequately for a very different genre of videos.

5.1. Scene Detection in Interview Shows
We have also run the same algorithm on one hour show of
Larry King Liveprogram which was digitized at 10 frames
per seconds. The video consisted of 8 segments in which the
guest was interviewed by the host. There were 7 segments
of commercials between the interview segments. Similar
to the movies, the segment of program showing the inter-
view can be considered as one scene, whereas, commer-
cials together can be considered as another scene. The al-
gorithm proposed here worked very well in detecting the
scene boundaries between the interview and commercials
segments. Due to non repetitive structure of commercials,

Chapter 12: Q’s latest gadgets

Chapter 13: Jade Wade, CIA

Chapter 20: 007 Gets a grip
 

 

 
Chapter 1: Boris and Natalya

Chapter 2: Ourumov’s Timed Test

(a)
Chapter 1: Meet John Conner

Chapter 7: Model Citizen

Chapter 10: Into the Streets

Chapter 12: Time Out

Chapter 13: Never this Nice

Chapter 15: Mission Parameters

Chapter 20: I Swear

Chapter 21: Syringe Point

Chapter 26: Night Repairs

Chapter 35: No Fate

Chapter 30: Scalcedas Camp

(b)
Figure 6: Scene representation of selected scenes using one
key frame for (a)Golden Eye(b) Terminator 2. Images on
the left column are the ones obtained from the DVD. Images
on the right are the key frames selected by our algorithm.
Multiple images have been shown for the chapters for which
the scene is broken into multiple scenes by our algorithm.

several clusters were found during pass one. However, in
pass two, all commercials are combined together by com-
puting their scene dynamics thus separating program seg-
ments from them. The overall result for this video can be
found in Table 3. It is worth noting that small clips of news
reels shown during the talk show became the part of the
commercials.

Video Duration #Shots G.Truth Detected False False Recall Prec.
Scenes Scenes -ve +ve

Terminator 2 55 min 1,632 36 38 5 7 86.1% 81.6%
Golden Eye 60 min 1,519 25 35 3 13 88.0% 62.9%
Gone in 60 sec. 58 min 1,869 39 43 6 10 84.6% 76.7%
Top Gun 50min 1,103 26 30 3 7 88.5% 76.7%
A Beautiful Mind 36 min 446 17 21 2 6 88.2% 71.4%
Seinfeld 21 min 318 22 27 3 8 86.4% 70.0%

Table 1: Summary of data set and experimental results for
five Hollywood movies and one sitcom.
5.2. Scene Representation Results
Figure 6 shows some results for scene representation using
a single key frame forGolden EyeandTerminator 2. For
every DVD chapter, images from the DVD are shown in
the left columns and images detected by our algorithm are
shown in the right columns. Multiple key frames are shown
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Scene Boundary detection
DVD Chapter Human Observation #shots #frames # Scenes

Found
Crash and Burn First encounter with Charlie 9 1,198 1
Charlie Charlie’s presentation 59 5,452 1
N/A After the presentation 3 1,911 1
Turn and Burn Flying training 202 6,645 2
No Flexibility The locker room 20 2,384 1
N/A In the boss’s office 25 4,869 1
Flying Against a Ghost Maverick and Goose 23 2,920 2
Tempted Charlie offers a dinner to Maverick 23 3,270 1
Playing with the Boys Playing volleyball 53 2,695 3
No Apologies Dinner at Charlie’s home 65 9,808 1
N/A In the elevator 30 3,325 1
N/A Goose’s family arrives 8 1,356 1
Textbook Maneuvers Training session 60 6,101 2
N/A In the bedroom 4 2,013 1
N/A Charlie wakes up alone 2 670 1
The need for Speed Flight competition 169 8,283 2
Your Attitude The locker room 10 1,843 1
N/A Maverick in the bed room 33 5,350 1
Great Balls of Fire Dinner x x x
Every Point Counts Goose F-14 crashes 267 11,670 2
Let Him Go Goose is dead x x x
N/A I will be here 11 2,071 1
N/A Goose’s room 8 1,401 1
N/A Maverick and Goose’s wife 17 4,399 1
N/A In the court x x x
Get Him Up Flying Maverick in the F-14 2 365 1

Table 2: Scene boundary detection on 50 minutes of movie
Top Gun. x shows the missed scene boundaries.

Scene Unit detection
Human Observation # of Shots # of Frames # of Scenes
Interview Segment 1 38 4,565 1
Commercials + News Reel 86 1,434 1
Interview Segment 2 34 4,377 1
News Reel + Commercials 72 1,593 1
Interview Segment 3 27 3,259 1
News Reel + Commercials + News Reel 65 1,098 1
Interview Segment 4 16 1,863 1
News Reel + Commercials + News Reel 19 779 1
Interview Segment 5 41 4198 1
Commercials 7 30 936 1
Interview Segment 6 + News Reel + Interview Segment 47 3,269 2
News Reel + Commercials 64 1,542 1
Interview Segment 7 20 2,132 1
Commercials 32 318 1
Interview Segment 8 59 3,215 1

Table 3: Scene boundary detection 60 minutes ofLarry
King Liveshow.

when a scene is split into more than one. In majority of
scenes key frames found by the algorithm are very similar to
those of DVDs. The selection of one key frame from a scene
largely depends on the discretion and choice of the person.
Therefore, different people can chose different frames for
representing a scene. For example, inTerminator 2-Chapter
1 a close shot of John and his friend is shown in DVD. On
the other, hand our algorithm selected a frame with three
actors; which may be preferred over the original one, as it
provides more details about the scene.

6. Conclusion
We presented a two pass algorithm to detect scene bound-
aries in videos. Our method utilizes several features of
video which includes color similarity, shot activity and
scene length to perform a higher level segmentation. We
have used motion information from MPEG-1 compressed
file and developed a method to compute shot activity us-
ing this information. We have also proposed a method to
represent a scene content using only one key frame. This
approach can be applied directly to organize tons of videos

without any human intervention and can be utilized to pro-
vide browsing facilities to the viewers.
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