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ABSTRACT emphasizes on the refinement of the search results based on

the user selected results, usually referred to as the “relevance

In this paper, we present an integrated system for news Videfgedback” [10][1], where the search queries are refined by
retrieval. The proposed system incorporates both speech af ding the prominent features and the queries are expanded

visual information in the search mechanisms. The initial seargicad on the concept ontology. Given the training data, the
is based on the automatic speech recognition (ASR) transcri hery that best fits to the target topic can be estimated with-
of video. Based on the relevant shots selected from the initigl ,; 11 relevance feedback process, such as the mixture of
search round, keyword histograms are automatically 9eneLy herts [11] and the query-dependent search [6].

ated for the refinement of the search query, such that the re- In this paper, we present a content-based video retrieval
formulated query fits better to the target topic. We have aIs§

developed an i based refi dule. which ystem. It retrieves relevant video shots from the news pro-
eveloped an image-based refinement module, which uses tgg, s e proposed system does not require the pre-annota-

region analysis of the video key-frames. SR-tree like indexingj,, 4t yigeo shots. Rather, it uses the computable video fea-

structure is constructed for the region features, and the imagﬁjres including speech (using ASR) and images (key-frame
to-image similarity is computed using the Earth Mover's D'S'regions). Firstly, the manually formulated query for the target

tance. By performing a series of relevance feedback Proy pic is submitted to the system. A set of video shots are re-

cesses, the set of the true relevant shots is expanded Signﬂg'rned by searching the automatic speech recognition (ASR)

icantly. The proposed system has been applied to_ a IarQ?anscript. Then, an automatic query expansion technique is
open-benchmark news video dataset, and very satisfactofy,je 't refine the results. In this process, a set of rele-

improvements have been obtained by applying the propos nt shots are selected by the user, and a more suitable query

automatic query expansion and the region-based reﬁnemenfS formulated using the keyword histograms generated from
1. INTRODUCTION both the relevant and irrelevant shot sets. The true relevant

The problem of retrieving the desired information from theSet is further expanded by applying an image-based refine-
video data has attracted lots of attention in various researdR€nt mechanism, which utilizes the analysis of the key-frame
fields, such as multimedia processing, information retrievall€gions. The proposed system has been tested on a large open-
Computer Vision, etc. With the vast amount of video data genbenChmark data set, which contains more than 43,000 video
erated every day, it is impossible for humans to manually anshots of news programs. With the help of the proposed au-
notate every single video before it is archived for further reftomatic query expansion and image-based refinement tech-
erence. Besides this unimaginable workload, the manual amiques, significant improvements have been observed in the
notation is sometimes considered “incomplete” in the sens@Xperiments of retrieving relevant shots for multiple search
that, there is always something in the video left unlabelledtopics. The remainder of this paper is organized as follows:
which might be meaningful and valuable to other users. Thigh Section 2, we describe the query expansion using keyword
mainly is due to the subjective nature of the annotation. Thudlistograms and the image-based refinement in detail. Then,
there is a great need for building a video search system, whidhe performance evaluation is presented in Section 3. Finally,
can perform the search based on the computable features 9¢ction 4 concludes our work.
the video rather than using only manual annotations. 2. SYSTEM DESCRIPTION

Many methods have been developed for the content-baséd this section, we describe the proposed video search system
image/video retrieval task. These methods are based on tive detail. Particularly, we emphasize on two contributions,
different design aspects. Several works involved the desigautomatic query expansion and image-based refinement. In
and use of efficient visual features, including both low-levelour system, there are three major components, user interface,
features [12][8][7] and high-level semantic features [1][3].server and the feature index (as shown in Fig.1 with their
An obvious limitation of the feature-based retrieval is thatcorresponding functionalities). In the user interface compo-
one can always formulate some query, which cannot be raient, the user is able to formulate a query according to the
trieved using those particular features. Another research trendrget topic and browse the search results returned from the
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Fig. 1. System structure of the proposed video search engint _Here, We proposean automatic query expansion technique,
which enriches the search query to cover more relevant shots.

:itoigcl)i\;\ilzsthe three components of the system and their fun('I'he expansion is performed using the speech (ASR) infor-
' mation of the videos, which is expressed in the text format.
From the shots returned by the first round of search with query
server. The query is then submitted to the server for the resuQ;_1, the user can select a set of shots, which is consid-
generation using the information stored in the feature indeered relevant, and another set which is irrelevant. They are
database. As described in the following sections, the seardenoted as “positive§*)” and “negative P~)" sets, re-
query is not necessarily in the text form. It could also be inspectively. A keyword histogramV Hp+ = {(a], W;"),
the form of visual features. The initial results for the man-(a3, W), - -, (a}f,, W,5)} is computed based on the ASR
ual query are further refined by reformulating the query usof positive set, wher&/;" is the extracted keyword accompa-
ing more appropriate keywords and by performing an imagenied by its normalized frequeney” in the positive set. Sim-
based relevance feedback process. ilarly, another histogramV Hp- = {(ay , W7 ), (a3, Wy ),

2.1. Query Expansion Using Keyword Histograms -, (a,,, W)} is constructed for the negative set. In the
Since there exist multiple ways to describe the same event ('€Xt round of search, the newly reformulated query =
object, the initial manually formulated query often may not"V Hp+ is submitted to the system. During this process, the
quite be relevant to what user really wants. Or, the querdUery is expanded from@;_; to a larger se);. Finally, the
may not be complete in the sense that, it fails to relate th{€lévance of a retrieved shot is determined by computing the
videos which have semantic similarities but may not have'istogram correlations. Given a retrieved video s$iat nor-
speech similarity. Assume that, the user wants to find th&alized keyword histograi¥’ 15 is constructed, and the rel-
shots that are related to Condoleezza Rice. If the query is sin®Yance measurg(S) is computed in terms of vector product,
ply the “Condoleezza Rice”, the results may miss the shots R(S) =VP(WHs,WHp+) - VP(WHs, WHp-), (1)
containing “secretary of state” or “national security advisor’whereV P(-,-) represents the inner product of the vectors.
in the ASR transcript. On the other hand, the results mayere, vectors¥V Hg, W Hp+ and W Hp— are restructured
find shots on the food “rice”, which are irrelevant. Due toto have the same dimensions by filling the missing positions
the limited knowledge of a single person, it is almost imposwith zeros. Example of the automatic query expansion is
sible to formulate a perfect query at their first attempt. Toshown in Fig.2.

overcome this problem, there is a need for finding an auto2.2. Image-Based Refinement

matic way to expand the query, such that the refined quer@ften, people can determine if two videos are semantically
better fits the target topic and covers a more complete set gimilar or not based on their visual perception. Consider one
relevant shots. WordNet[2], which has general-purpose anddeo shot of President Bush attending the APEC summit, and
is not tuned to any particular dataset, has been widely used another shot about him giving a speech in Congress. Even
the literature. However, we believe that the relations betweethough these two shots are from different stories, they both
keywords in different dataset would be different. For exam-satisfy the target topic “President Bush”.

ple, in the news data corpus, the topic “tennis” is strongly cor-  In the proposed search system, we have developed anima-
related with keywords “cup”, “game”, etc. On the other hand,ge-based refinement mechanism. In this component, we an-
in the instructional videos of tennis, “tennis” is more corre-alyze the similarities between the video key-frames. Com-
lated with “forehand-stroke”, “backhand-stroke” or “serve”. monly, global information of the key-frames is used, e.g.,
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Fig. 3. A pair of example images for the region matching.
Largest four regions of each image are shown. As demon-
strated in the figure, many-to-many matching is allowed USING | .o o1 Remove [ Remove D Remowe [ Remowe [
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global histograms of color, texture or edge orientation. These Fig. 4. User interface of the search svstem
features have their innate drawbacks. They are only applica- '9. & ! Y '
ble for detecting near-duplicate images. Methods using global
features fail to correlate the same object/person when diﬁeKNhereaij is the cost for flowing from nodéto nodej, f;;

ent background settings are present. To overcome this proks the flow amount from nodéto nodej, andm andn are

lem, we use a region-based method. Given a key-frlheé  the numbers of regions in imag&sandY’, respectively. The

the video shot, the regions, denoted{dy:, I, -+, Ii;}, are  costa,; could be defined as the distance between the nodes.
computed using the Mean Shift image segmentation methogh our system, Euclidean distance is used for the region-to-
For each regiod’., its representation is expressed as a VectOkegion distance. The flow amouyfit; is computed by solving
{T§, A}, Vis}, whereTy: = F'is a tag of which image this  the maximum flow problem for the bipartite graph. In this
region belongs toA}; is the normalized area of the region, graph formulation, the ared; is used as the weight of each
andV;; is the feature vector of the region. Here, we use theode;. Intuitively, EMD allows for many-to-many matching

color moments and the edge histogram for the feature vectopetween the regions. One example of the matching is shown
The image-based refinement is performed in a relevangg Fig.3.

feedback process. The user selects a set of relevant shots fror 3. PERFORMANCE EVALUATION
the resultg returned by the previous search round. The ke)(/i/e have built a web-based search system with an interactive
frame regions of the selected shots are treated as the new vi

sual queries for the next round. The search is based on incﬁlser interface. The indexing system for text (ASR)is estab-

idual redions. The returned results contain the kev-frame shed using the Lucene technology [4]. To achieve fast in-
whiuch ha?/Ie thé similar rL(Je ions toL:he uer Ire ions yFor eX_aexing and retrieval, the regions (features) are archived in the
. ey . query reg ) database using the SR-tree structure [5], which is well suited

ample, given a query imagg with multiple regions, the re-

: for finding the nearest neighbors in the high-dimensional fea-
g|on-based_ search result {8X,Y, 7) ’.(X’ Y), W, X, Z), ture space. Fig.4 shows a screen shot of the interface. The

--}. In this case/(X, Y, Z) are the images that have the system has been tested on a large open-benchmark dataset
similar regions to the first query region &f, (X,Y") are the Y ge op '

imaces that have the similar regions to the second region hich contains 140 news program videos provided by the
imag v Ml g ) 9l S National Institute of Standards and Technologies (NIST)
F, and so on. If the regions of a returned imakematch

the majority of the query regions df, X is considered as for the TRECVID 2005 forum. Each video is around 30-

a match ofF'. To further rank the relevance of returned im- 60 minutes long and is in MPEG-1 format. These videos

: o were contributed by several news networks, such as CNN,
ages, we incorporate the Earth Mover’s Distance (EMD) [9]NBC CCTV LBC l\)l/TDTV etc., and they cover various lan-

in the image-to-image similarity computation. We model the

regions in the image by the nodes in the bipartite araoh. an uages, including English, Chinese and Arabic. There are
gl ge by P graph, an otally 43,657 video shots in the entire testing set, which are
regions from the same image are the nodes in the same parti

Here, node in the graph is used interchangeably with region &ken as the retrieval units. The ASR, machine translation
i in the image. Thus, given two imagésand’, their EMD transcript of Chinese and Arabic, shot boundaries and key-

is computed as follows frames were providegl as the grour_1d truth data. We have se-

' lected ten search topics for the testing. These topics cover the
categories of objects, specific persons and physical settings.
They are listed in Fig.6. A snapshot of the region-based re-

Dy 2y ijfij
Z;n:1 fij 7

EMD(X,Y) = )



Topics Manual Query Automatic Query  Region-Based

Expansion Refinement
Soccer game 24 44 63
Tanks/militay vehicle 30 43 65
Basketball game 21 42 63
Iraqi map 15 41 51
Condoleezza Rice 25 30 39
Road with cars 45 92 145
Tennis player on court 23 36 59
Ship or boat 30 50 66
Helicopter in flight 15 17 22
select [ select [ select [ People with banners 57 150 199

i L
select [ select [] select [ select [

Fig. 6. Evaluation results of ten search topics. The numbers
- of relevant shots are shown separately for: (1) using the man-
ual query only, (2) applying the automatic query expansion

— using keyword histograms and (3) applying the region-based
refinement.
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Fig. 5. Snapshot of the region-based refinement for topic ) o )
“basketball game”. The left column shows the query image§h€ proposed system is two-fold: (1) it is able to automati-

(shown in blue boxes) , and the returned shots in each row af&lly €xpand the search query by analyzing the keywords in
ranked by EMD. the relevant shot sets, and (2) it is able to further expand the

true relevant set by an image-based relevance feedback pro-
cess. The proposed system has been applied to a large open-
finement results is also shown in Fig.5. benchmark news dataset, which covers various genres, such
We perform the experiments using the following steps taas sports, commercials, talk shows, etc. Significant improve-
demonstrate the effectiveness of each of the two refinementent in performance has been observed by using the two pro-
processes. Given a target topic, the initial query is manuallposed refinement modules.
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