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Abstract Computing descriptors for videos is a cru-
cial task in computer vision. In this paper, we propose
a global video descriptor for classification of videos. Our

method, bypasses the detection of interest points, the
extraction of local video descriptors and the quantiza-
tion of descriptors into a code book; it represents each

video sequence as a single feature vector. Our global de-
scriptor is computed by applying a bank of 3-D spatio-
temporal filters on the frequency spectrum of a video

sequence; hence it integrates the information about the
motion and scene structure. We tested our approach on
three datasets, KTH[1], UCF50 [2] and HMDB51[3],

and obtained promising results which demonstrate the
robustness and the discriminative power of our global
video descriptor for classifying videos of various actions.

In addition, the combination of our global descriptor
and a local descriptor resulted in the highest classifica-
tion accuracies on UCF50 and HMDB51 datasets.
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1 Introduction

Due to the massive number of videos uploaded online
each day, recognizing actions and scenes in videos is an
important problem in computer vision research. In the

literature, several approaches have been proposed for
the recognition of actions in diverse real-world videos.
Recent survey papers [4,5] provide a detailed overview

of the present approaches, challenges and the available
datasets.

Laptev et al. [6], addressing the demand for datasets
of large number of realistic action classes, introduced

Hollywood dataset with eight action classes, collected
from the movies. Liu et al. [7] introduced the UCF
YouTube dataset consisting of 11 categories of actions

collected from YouTube and personal videos. UCF50 [2]
extended the 11 action categories of the UCF YouTube
dataset to a total of 50 action categories. Kuehne et al.

[3] presented the very challenging HMDB51 dataset of
51 action classes with video clips collected from a wide
range of sources. Provided these datasets, several ap-

proaches of human action recognition that fall into two
broad groups were proposed: global methods and local
spatio-temporal interest point based methods.

Global methods represent the actions based on holis-
tic information about the action and scene. These meth-

ods often require the localization of the human body
through alignment, background subtraction or track-
ing. Some common representations of holistic methods

are silhouettes [8,9] and motion [10,11]. Holistic mod-
els perform well in a controlled environment; however,
on datasets of low-quality web videos, conditions such

as the presence of clutter in the background, occlu-
sion, variance in illumination and viewpoint changes
make the use of these methods impractical. Recently,

trajectory-based methods were proposed for action recog-
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Fig. 1 Example action classes from the a KTH, b UCF50 and c HMDB51 datasets

nition. Wu [12] captured ensemble motions of a scene

on a set of dense Lagrangian particle trajectories, which
were computed by numerical integration of optical flow
over time. Then actions were described by the use chaotic

features extracted on object motion trajectories which
were obtained after low rank minimization and cluster-
ing of all trajectories. Similarly, Wang et al. [13] repre-

sented the videos by computing motion boundary his-
tograms, HOG, HOF and trajectory descriptors along
the dense foreground motion trajectories. Then, they

utilized the standard bag-of-features model for the fi-
nal representation of the videos. Both of these methods
only extracted features on the dynamic trajectories be-

longing to the scene foreground and did not capture the
context information such as the objects present in the
background or scene properties, which may be helpful

for recognizing actions. In addition, computation and
analysis of trajectories may be computationally expen-
sive.

Spatio-temporal interest point-based methods rep-
resent the scene and the performed actions as a com-
bination of local descriptors, which are computed in a

neighborhood of interest points. The neighborhood can
be selected as an image patch or as a spatio-temporal
volume, called cuboids, in a video. The spatio-temporal

interest point based methods have received a lot of at-
tention in the vision community due to their robust-
ness to scale and viewpoint invariance. Laptev et al.

[14] introduced the Space−Time Interest Point detec-

tor, a three-dimensional (3-D) variant of the Harris

corner detector [15], which identified the points with
high variations in intensity and motion. They used a
bag-of-features representation on histogram of oriented

gradients (HOG) and histogram of optical flow (HOF)
descriptors for recognizing natural human actions [6].
Observing the sparseness of the detected STIP inter-

est points, Dollar [16] proposed an alternative feature
detector, which computes the response after the ap-
plication of separable Gaussian filters in space and a

quadrature pair of Gabor filters in the time domain for
each pixel, followed by the computation of local max-
ima. Depending on the response, they simply compute

gradients or optical flow on cuboids, then flatten them
and finally apply principal component analysis (PCA)
for dimension reduction. Klaser et al. [17] presented a

video descriptor which is based on histograms of ori-
ented 3-D spatio-temporal gradients. Scovanner et al.
[18] proposed 3-D SIFT, an extension of the SIFT de-

scriptor to spatio-temporal data. The local descriptor
approaches are less sensitive to noise or occlusion; how-
ever, they require the detection of sufficient and rel-

evant interest points and lack the capability of mod-
eling the global geometrical or temporal information.
Furthermore, these approaches, often utilize the bag-

of-features model, requiring the quantization of large
amount of data. Even though the interest points and
the features are computed locally, each sequence is rep-
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Fig. 2 Overview of our approach: given a video, we extract K clips and compute the 3-D Discrete Fourier Transform. Applying
each filter of the 3-D filter bank separately to the frequency spectrum, we quantize the output in fixed sub-volumes. Next, we
concatenate the outputs and perform dimension reduction by Principal Component Analysis and classification by the use of a
support vector machine

resented by a global histogram, which does not carry

any spatial or temporal information.

There are also recent works aimed at capturing the
relationships between actions and the scene. Ikizler-

Cinbis et al. [19] extracted multiple features on the hu-
man, objects and scene, and utilized a multiple-instance
learning framework for human action recognition on

YouTube videos. However, their approach required mo-
tion compensation for foreground estimation, and also
the detection and tracking of the human in the scene.

Liu et al. [7] extracted a combination of motion and
static features and utilized the PageRank algorithm to
prune the static features using motion cues as an alter-
native way to motion compensation. The hybrid use of

motion and static features improved the performance
of their approach. In our work, we aimed to design a
descriptor which captures both motion and scene infor-

mation without the need of motion compensation.

The “gist” proposed by Torralba et al. [20] is a
global scene descriptor based on power spectrum fea-

tures, and it has the state-of-the-art performance for
scene classification. However, it is not suitable for ac-
tion recognition as it does not capture the motion infor-

mation. We believe the computation of frequency spec-
tral components of videos may provide useful scene and
motion information for action classification. In this pa-

per, we propose a global descriptor for videos, to be
used for the action classification of challenging datasets
such as UCF50 and HMDB51 with a large number of

action classes, some of which are illustrated in Fig. 1.

Our descriptor is generated by applying a bank of 3-

D spatio-temporal filters on the frequency spectrum of
a sequence. The bandpass nature of these filters allevi-
ates the need for motion compensation. Furthermore, as

opposed to the approaches which apply bag-of-features
model, our approach preserves the spatial and tempo-
ral information, as we perform quantization in fixed

spatio-temporal sub-volumes after application of each
filter on the frequency spectrum and taking the inverse
Fourier transform. As the filter responses for all filters

on all sub-volumes are concatenated, the ordering and
the length of each feature vector are identical for all rep-
resented video clips. The framework of our approach is

shown in Fig. 2.

In summary, our main contribution in this paper

is the presentation of a new global motion and scene
descriptor for the classification of realistic videos. We
compared the performance of a state-of-the-art local

descriptor to our global descriptor. Our global descrip-
tor obtained the highest classification accuracies on two
of the most complex datasets, UCF50 and HMDB51,

among all published results, to the best of our knowl-
edge. Moreover, the combination of these local and global
descriptors resulted in a further improvement in the re-

sults.

The structure of our paper is as follows. In Sect. 2
, we present the basics of our approach. We describe
the implementation details in Sect. 3. In Sect. 4, we

present the quantitative results on the KTH, UCF50
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Fig. 3 Orientation of frequency spectrums: the translating object (a) generates a space−time volume (b), and a frequency
spectrum of non-zero values on a plane (c). Similarly, motion in different orientations (d) results in the volume in e and
frequency spectrum (f) with two planes. Uni-directional motion results in a single plane in the frequency spectum (g−i).
Motion with different velocities (j) corresponds to two planes in the frequency spectum (l). A translating object with a
sinusoidal intensity over time (m−n) resulted in two identical planes in frequency spectrum with a separation based on the
frequency of the object (o). For multiple objects introducing more gradients (p, g), the planes are still present but appear
partially (i, r)

and HMDB51 datasets. Finally, we conclude our work
in Sect. 5.

2 Gist of a Video

Feature extraction and the computation of descriptors
are crucial tasks in action recognition and the classifica-
tion of videos. In this paper, we introduce a 3-D global

descriptor for real-world videos, such as those included
in the UCF50 and HMDB51 datasets. Videos which in-
volve similar actions tend to have similar scene struc-

ture and motion. The regularities in the appearance
or motion can be used to pinpoint the type of actions
involved in the video, and can be useful in the classifi-

cation of videos. The frequency spectrum computed for
a video clip could capture both scene and motion infor-
mation effectively [20–22], as it represents the signal as

a sum of many individual frequency components. In a

video clip, the frequency spectrum can be estimated by
computing the 3-D discrete Fourier transform (DFT).

The motion is an important element which can be

representative of the type of performed action in a scene.
It can be explained in a straightforward way by consid-
ering the problem in the Fourier domain [22]. The fre-

quency spectrum of a two-dimensional pattern translat-
ing on an image plane lies on a plane, the orientation of
which depends on the velocity of the pattern. Given a

2-D image f0(x, y), we can create a volume, space−time
image sequence, by translating f0(x, y) with a velocity
ū = [u1u2] over time. This volume is then expressed as

f(x, y, t) = f0(x− u1t, y − u2t). (1)

The three-dimensional Fourier transform of f(x, y, t)

over space and time is computed as

F (fx, fy, ft) =
1

MNT

M−1∑
x=0

N−1∑
y=0

T−1∑
t=0

f(x, y, t)

e−j2Π( xfx
M +

yfy
N +

tft
T ), (2)
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Fig. 4 Effect of filtering the frequency spectrum: using different orientations of 3-D filters on the frequency spectrum for the
sample clips (a, g), the components with different motion (b, c, h, i), vertical scene components (d, j), horizontal scene
components (e, k), and diagonal scene components (f, l) are highlighted. The red and cyan arrows show the direction of
motion in the two videos

where M,N and T are the width, height and length of
the clip, and x, y and t are the spatial positions and

time of each point in the created volume. Here, the 3-
D DFT of the volume will have the same size as the
volume itself. After substituting Eq. 1 in Eq. 2 and

rearranging the terms, the Fourier transform formula
would be

F (fx, fy, ft) =
1

MNT

T−1∑
t=0

[
M−1∑
x=0

N−1∑
y=0

f0(x−u1t, y−u2t)

e−j2Π( xfx
M +

yfy
N )

]
e−j2Π

tft
T . (3)

The inner term in Eq. 3 is actually the 2-D Fourier

transform of f0(x − u1t, y − u2t), hence the equation
may be simplified to

F (fx, fy, ft)=
1

T

T−1∑
t=0

F0(fx, fy)e
−j2Π(

u1tfx
M +

u2tfy
N )e−j2Π

tft
T ,

= F0(fx, fy)
1

T

T−1∑
t=0

e−j2Πt(
u1fx
M +

u2fy
N )e−j2Π

tft
T , (4)

where F0(fx, fy) represents the 2-D Fourier transform
of f0(x, y). The Fourier transform of the complex expo-

nential term is a Dirac delta function, hence we obtain

F (fx, fy, ft) = F0(fx, fy) δ

(
u1fxT

M
+
u2fyT

N
+ft

)
, (5)

where δ is the Dirac delta function. Thus F (fx, fy, ft)

will have non-zero values on a plane passing through the
origin, as the delta function will be non-zero only when(

u1fxT
M +

u2fyT
N + ft

)
= 0, as shown in Fig. 3a−c. This

derivation shows that analyzing the Fourier transform
of a signal, the motion in a sequence can be estimated

by finding the plane which contains the power. Fur-
thermore, multiple objects with different motion will
generate frequency components in multiple planes as

depicted in Fig. 3d−r.
Since the motion can occur in different directions

and frequencies, in our work we use 3-D Gabor filters

of different orientations and center frequencies to effec-
tively capture the motion information in a video clip.
By filtering the frequency spectrum with a certain ori-

ented filter and taking the inverse Fourier transform,
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Fig. 5 Visualization of the filters in 3-D: all filters from the first scale (b) and the second scale (c) are shown together in a.
(For visualization, we specified a cutoff at 3 dB on the filters)

the motion and scene components which are normal to
the orientation of the filter are pronounced, as illus-
trated in the example in Fig. 4.

3 Implementation

A flowchart describing the implementation of our method

is depicted in Fig. 2. Our goal is to represent each video
sequence by a single global descriptor and perform the
classification. For the current implementation, we ex-

tract K uniformly sampled clips of a fixed length from
each given video.

As the second step, we compute the 3-D DFT and

obtain the frequency spectrum of each clip as given by
Eq. 2. In order to capture the components at various
intervals of the frequency spectrum of a clip, we ap-

ply a bank of narrow band 3-D Gabor filters with dif-
ferent orientations and scales. The transfer function of
each 3-D filter, tuned to a spatial frequency fr0 along

the direction specified by the polar and the azimuthal

orientation angles θ0 and ϕ0 in a spherical coordinate
system, can be expressed by

G(fr, θ, ϕ) =exp

{
− (fr−fr0)

2

2σ2
r

− (θ−θ0)
2

2σ2
θ

− (ϕ−ϕ0)
2

2σ2
ϕ

}
,

(6)

where fr =
√
f2
x + f2

y + f2
t , θ = arctan

(
fy
fx

)
and ϕ =

arccos

(
fz√

f2
x+f2

y+f2
t

)
. The parameters σr, σθ and σϕ

are the radial and angular bandwidths, respectively,
defining the elongation of the filter in the spatio-temporal

frequency domain.

The combination of our filters is selected to cover

only half of the total volume of the frequency spectrum
due to the symmetrical nature of the discrete Fourier
transform. 3-D plots of these filters are shown in Fig. 5.

Applying each generated 3-D filter on the frequency
spectrum of the clip, we compute the output

Γi(fx, fy, ft) = F (fx, fy, ft) [Gi(fx, fy, ft)], (7)
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where Γi(fx, fy, ft) is the output when the ith filter is
applied. Then we take the inverse 3-D DFT

Hi(x, y, t)=

M−1∑
fx=0

N−1∑
fy=0

T−1∑
ft=0

Γi(fx, fy, ft)e
j2Π( xfx

M +
yfy
N +

tft
T ).

(8)

By quantizing the output volume in fixed sub-volumes
and taking the sum of each sub-volume and perform-
ing the same computation for each filter in our filter

bank, we obtain a long feature vector which represents
a single clip. This feature vector has the advantage of
preserving the spatial information as the response of

each filter on each sub-volume contributes to an ele-
ment in the concatenated feature vector. The last step
is to apply PCA, a popular method for dimensionality

reduction, in order to generate our global video descrip-
tor.

4 Experimental Results

To test the performance of our approach, we used pub-

licly available datasets: KTH, UCF50, and HMDB51.
UCF50 and HMDB51 are the two most challenging
datasets with the largest number of classes, which are
collections of thousands of low-quality web videos with

camera motion, different viewing directions, large inter-
class variations, cluttered backgrounds, occlusions and
varying illumination conditions. For all experiments, we

picked three key clips of 64 frames from each video
and downsampled the frames of clips to a fixed size
(128 × 128) for computational efficiency. Picking more

than three clips did not result in a further improvement
in performance as depicted in Fig.6; hence, we report
results based on three clips. Next, we computed the 3-D

DFT to compute the frequency spectrum of the clips of
each video and then applied the generated filter bank.

Our generated filter bank, described in Sect. 3, con-
sisted of 68 3-D Gabor filters, which corresponded to

2 scales and 37 and 31 orientations for the first and

                       (a)                                                                                          (b)

fy fy

fx fxftft

Fig. 7 The cumulative power spectrum of 500 sample videos
(a) is captured effectively by the selection of our 3-D filter
bank (b)

second scales, respectively, in the spatio-temporal fre-
quency domain. The filters are shown in Fig. 5. The

selection of filters was designed experimentally to cap-
ture the frequency components effectively as shown in
Fig. 7; the cumulative power spectrum of 500 videos of

different actions was computed and our filter bank cap-
tures more than 99 % of the total power. There was no
need for another set of filters, which captures very high

frequencies with negligible power. However, increasing
the number of filters in the pass band makes the filters
become narrower and the descriptor to have a finer re-

sponse, with a penalty of higher computational require-
ments. As an experiment, we tested a three-scale filter
set with 64 narrower filters per scale and obtained an

additional 2.5 % performance improvement on UCF50.
Considering the computation time trade-off, we did not
use this configuration for the reported results.

In our experiments, the central frequencies for the
two scales of filters were set to 38.8 and 19 with ra-
dial bandwidths 14.2 and 8.6, respectively. The angular

bandwidths σθ and σϕ were set to 0.2 and 0.1, respec-
tively. Each of the filters we computed had 128×128×64
as the size of the frequency spectrum of clips. After the

application of the filters, we computed the average re-
sponse of filters on 512 uniformly spaced 16×16×8 sub-
volumes, to quantize and generate the global feature

vector for the clip. The length of the feature vector in
our experiments was 104,448, as there are 68 filters, 512
sub-volumes and 3 key clips. We reduced the dimension-

ality of the feature vectors to 2,000 using PCA [23]. To
achieve even higher performance, we tested combining
our descriptor with a state-of-the-art local descriptor

[24], Space−Time Interest Points (STIP). We computed
dense STIP features, and generated 1,000 and 2,000-
dimensional codebooks to represent each sequence as a

histogram.

For classification, we trained a multi-class support
vector machine (SVM) [25] using the linear kernel for

our descriptor and histogram intersection kernel for STIP.
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of the computed descriptors (b) are shown as a color-coded matrix in c. The descriptors with similar actions and scene have
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We performed cross validation by leaving one group

out for testing and training the classifier on the rest
of the dataset and performing the same experiment for
all groups on UCF50. For HMDB51, we performed cross

validation on the three splits of the dataset. We did not
include any clips of a video in the test set if any other
clip of the same video was used in the training set.

The discriminative power of our descriptor can be
seen clearly in the example in Fig. 8. This basic ex-
periment was done using four sequences from a public

dataset. For each of the four sequences, we computed
the descriptors. Each entry in the matrix in Fig. 8c is
the normalized Euclidean distance between the com-

puted descriptors of the four sequences. As seen in the
matrix, the descriptor distances between the jumping
actions in two different scenes is comparably lower than

the other distances, which shows that our descriptor
can generalize over intra-class variations. The distances
are high when different actions are performed in differ-

ent scenes, such as the ones labeled by blue arrows in
Fig. 8a.

To illustrate the advantage of the 3-D global descrip-
tor, we compare our descriptor with the popular de-

scriptors: GIST [20] (on UCF50 dataset) and STIP[14,
24] (on KTH, UCF50 and HMDB51 datasets) which
involve the computation of histograms of oriented gra-

dients (HOG) and histograms of optical flow (HOF).
For comparison, we also list the performance of a low-
level descriptor based on color and gray values[3] (on

UCF50 and HMDB51 datasets), and the biologically
motivated C2 features [26,3](on KTH and HMDB51
datasets). Fig. 9 shows the comparison of performance

over three datasets.

Table 1 Classification Results of 6 action classes of the KTH
dataset

Descriptor Accuracy

C2 [26] 91.7
STIP [14] 91.8
Gilbert [27] 94.5
GIST3D 92.0

4.1 KTH Dataset:

The KTH dataset includes videos captured in a con-

trolled setting of six action classes with 25 subjects for
each class. As depicted in Table 1, our descriptor has
a classification accuracy of 92.0 %, which is compara-
ble to the state of the art. Fig. 13 shows the confusion

table for this dataset. This experiment shows that our
descriptor is able to discriminate between the actions
with different motions appearing in similar scenes.

4.2 UCF50 Dataset:

This dataset includes unconstrained web videos of 50
action classes with more than 100 videos for each class.
As depicted in Table 2, our descriptor has an accu-

racy of 65.3 % over 50 action classes, which outper-
forms GIST and STIP. For evaluating the performance
of the GIST descriptor, we have used various numbers

(3, 20, 40) of sampled frames for each video and per-
formed classification after concatenating the computed
descriptors for each frame. The accuracy increased up

to 42.4 % when 40 frames were used. Fig. 11 shows the
confusion tables for GIST, STIP and our descriptor,
GIST3D. Using the combination of STIP and GIST3D

by late fusion resulted in a classification accuracy of
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Table 2 Classification Results of 50 action classes of the
UCF50 dataset

Descriptor Accuracy

GIST(3-frames) 37.3
Color+Gray+PCA[3] 41.3
GIST(20-frames) 41.6
GIST(40-frames) 42.4
STIP(HOG/HOF)(1000-dim codebook) 52.5
STIP(HOG/HOF)(2000-dim codebook) 54.3
GIST3D 65.3
GIST3D+STIP(2000-dim codebook) 73.7

73.7 %, which is another 8 % improvement in the per-
formance. Fig. 11d depicts the confusion table for the

combined classification.

For comparison of our descriptor to STIP, we also
analyzed the average similarities of descriptors among

action classes of UCF50. We computed the Euclidean

similarity for our descriptors and histogram intersec-

tion as the similarity measure for STIP. Our descriptor
has higher intra-class similarity and lower inter-class
similarity than STIP as shown in Fig. 10. This clearly

explains why our global descriptor (GIST3D) performs
superior than STIP.

4.3 HMDB51 Dataset:

The HMDB51 dataset includes videos of 51 action classes

with more than 101 videos for each class. As depicted
in Table 3, our descriptor has a classification accuracy
of 23.3 % over 51 action classes, which outperforms

STIP by 5 %. The late fusion classifier of these two
descriptors resulted in a 6 % improvement in the perfor-
mance over using just our descriptor GIST3D. Fig. 12

shows the confusion tables for STIP, our descriptor and
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Table 3 Classification Results of 51 action classes of the
HMDB51 dataset

Descriptor Accuracy

Color+Gray+PCA[3] 8.8
GIST[3] 13.4
STIP(HOG/HOF)(2000-dim codebook)[24] 18.3
C2(Motion+Shape)[3] 22.8
GIST3D 23.3
GIST3D+STIP(2000-dim codebook) 29.2
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Fig. 13 Confusion Table for KTH using our descriptor,
GIST3D

the fused classifier. The actions in the video sequences
of HMDB51 are not isolated; multiple actions may be
present in a single video sequence despite a given single

class label for the sequence. There is also large intra-
class scene variation. Therefore, classifying actions on
this dataset is more challenging and the performances

of the mentioned methods are lower.

4.4 Discussion:

By comparing our classification accuracy with the tested

descriptors and analyzing the Tables 2 and 3, we found
out that GIST, being a scene descriptor, suffered from
the lack of captured motion information. For example,

as observed in Fig 11b, GIST cannot differentiate be-
tween the actions of Playing Guitar and Playing Vi-
olin which happen in similar indoor scenes. The mo-

tion is discriminative for these videos and our descrip-
tor (GIST3D) is able to differentiate these actions, as
shown in Fig. 11c. Conversely, STIP suffered from local-

ity, as it did not capture the global scene structure and
did not carry spatio-temporal information due to the
global histogram representation. For example, walking

with dog and horse riding actions have similar trans-
lating motion, and STIP is not as discriminative as our
descriptor for these two actions, as depicted in Fig. 11a.

The horse riding videos mostly have rural scenes with
periodic vertical and horizontal components such as
fences, whereas the walking with dog videos contain ur-

ban or park scenes. Our descriptor encodes the useful

scene information and is able to discriminate between

these two actions.

5 Conclusion

In this paper, we presented a global scene and motion
descriptor to classify realistic videos of different actions.
Without interest point detection, background subtrac-

tion and tracking, we represented each video with a
single feature vector and obtained promising classifica-
tion accuracies using a SVM. Preserving also the useful

spatial information, our descriptor had a better perfor-
mance than the state-of-the-art local descriptor, STIP,
utilizing a bag-of-features representation which discards

the spatial distribution of the local descriptors. In addi-
tion, by combining our descriptor with STIP, we achieved
the highest classification accuracies on the challenging

datasets, UCF50 and HMDB51. Our descriptor per-
formed comparable to the state-of-the-art descriptors
on the KTH dataset, as there was no useful scene infor-

mation in this dataset. The experiments showed that
both scene structure and motion information are im-
portant in classifying realistic videos.
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Fig. 11 Confusion tables for STIP (a), GIST(40 images per video)(b) and GIST3D (c) separately over 50 action classes of
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and STIP resulted in the confusion table in d with an average accuracy of 73.7 %)
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Fig. 12 Confusion tables for GIST3D (a), and STIP (b), and the combined classifier (c) over HMDB51 dataset. (Average
accuracies for STIP, GIST3D, and the combined classifier GIST3D+STIP are 18.3, 23.3, and 29.2 %, respectively)
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