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Abstract—Sterco algorithms suffer from the lack of local surface texiure due to smoothness of depth
constraint. or local miss-matches in disparity estimates. Thus, most stergo methods ounly provide a coarse
depth map which can be assoctated with a low pass image of the depth map. On the other hand. shape from
shading algorithms generally produce better estimates of ocal surface areas, but sotne of them have problems
with variable albedo and spherical surfaces. Thus, shape from shading methods produce better detailed depth
information. and can be associated with the high pass image of the depth map. In order to compute a better

depth map. we present 2 method for integrating the high frequney information from she shape from shading
and the low frequency information from steree. The proposed algorithm is very simple, takes aboui 0.7s
for a 128 x 128 tmage on a Sun SparcStation-!, is non-iterative, and requires very little adjustment of
parameters. The results obtained with a variety of synthetic and reai images are discussed. The quatity of
depth obtained by integrating shading and stereo is compared with the ground truth (range image) using
height error measure, and improvement ranging from 30 to 50% over stereo, and from 65 (o 98%, over

shading is demonstrated.

Shape from shading

Shape from stereo
Human Visual System

L INTRODUCTION

Modern Computer Vision research follows the Marr
paradigm‘!' that treats vision as a large, complex in-
formation processing systems. Individual perceptual
modules can be identified in the system which are
responsible for the computation of shape from shading,
stereo, motion, texture and contour, as well as processes
for determining the location and nature of illumination
sources, three dimensional motion, and other methods.
During the last two decades there has been significant
interest in these individual modules, which are termed
shape from X. Interesting vesults have been reported,
in particular, in motion, stereo and shading Marr
envisioned that the output from the individual modules
will vitimately be integrated into a single representation
called 2.5 D sketch. However, this integration was never
accomplished by Marr. Vision inherently is an ill-
posed problem and the solutions for shape from X
obtained by considering each module individually may
not necessarily exist, may not be unique and may not
be stable. Therefore, in order to tackle these problems
we need more information. In particular, if we combine
information from different image cues like stereo, shad-
ing and motion, the solution may be significantly im-
proved. Surprisingly, it is only recently that researchers
in Computer Vision have started realizing the benefits

* The research reported here was supported by the National
Science Foundation under grant number CDA 9200369.
1 Author 1o whpm correspondence should be addressed.

Integration of viswal modules

of integrating information from separate modules.
These are the work of Horn'® on combining shading
with contour, Grimson's'® use of shading in determin-
ing the surface orientation of feature-point contours
obtained from stereo, Aloimonos’s methods* for
combining shading and motion, texture and motion,
and motion and contour, and Waxman’s approach for
combining stereo and motion.>

The objective of this research is to work on the
integration of shape from X modules. In particular, we
are interested in combining the depth information (3D
shape) from two very important cues, stereo and shad-
ing. Shape from shading is the estimation of 3D shape
from a 2D image given the light source and surface
reflectance information. Stereo is the estimation of 3D
shape {rom two images taken by cameras which are
slightly shifted along the axis which the two cameras
are aligned on (usually the x axis). The image of the

the image in the right stereo image. This shift, which
is also called the disparity, is inversely proportional to
the 3D distance (depth) from the camera to the object.
Frankot and Chellappa‘® pointed out that cotrespon-
dence between stereo image pairs provides low fre-
quency information not available in shading alone,
and shading provides information not available from
either sparse or low resolution stereo correspondences.
Pentland‘* also suggested that linear shape from shad-
ing would be most useful in conjunction with some
other depth cue, such as stereo, which could reliably
provide the coarse, low, frequency structure of the
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scene, He further suggested that we could produce a
better shape estimate by “blending” together the shad-
ing and stereo information in the frequency domain.

mvmw the most wmuhmrt to the stereo information in

thc low spatial frcqumucs and the most weight to the
shading information in the high spatiul frequencies. So
our criterion for combining shape from shading and
stereo is very simple. We want to keep and amplify the
low frequency information from the stereo. and add it
with the amplified high frequency information from
the shape from shading results,

The organization of the rest of the paper is as follows.

The next section deals with the problems in the shape

from stereo and sh: nimg We uneﬂy describe stereo

and shading and summarize Barnard’s stereo algorithm
and Pentland’s shading algorithm which will be used
in this work. In section three, we will discuss Hall and
Hall's ftlter. which will be used for integration of stereo
and shading. Scction four is the main thrust of the
paper. where we describe our methed for integration
of stereo and shading. Scction five deais with related
work. and the comparison of our proposed method
with the previous methods. Finally, the results for

1 o~ £
synthetic and real images are presented in Section 6.

2. SHAPE FROM X

The human visual system responds to light reflecting
from objects. The visual system is able to determine
depth from monocular scenes such as 2D images from
smooth changes along the surface of the object. from
former knowledge of size refationships of objects in the

image, from occlusion, from size and from texture

gradients. In this section we will focus on the shape
from shading and stereo.

2.1. Shape from shading

Shape from shading deals with the recovery of 3D
shape from a single monocular image which is only one
cue that humans use to determine shape. There are
two main classes of algorithms for computing shape

v QRS T
fromashaded i image: global methods and local methods.

The global methods. in general, are very complex and
slow. Sometimes they (e.g., variational calculus methods)
require more than thousands of iterations 1o converge.
A representative method of global approaches is used
by Horn."® The local methods,'®!® on the other hand.
are simple, fast and give accurate local details within
each homogeneous area. but are not accurate enough
globally.

In shape from shading algorithms it is assumed that

the surface reflectance map s g{\‘rep‘ or its form is

known. However, surfaces of most objects in the real
world have mixed reflectance forms. such as Lambertian
with Specular, or Lambertian with various albedo
values. We will not be able to recover the accurate 3D
shape information with the shape from shading method
alone.

Pentland™ proposed a local algorithm based on the
linearity of the reflectance map in the surface gradient
(p.4). which greatly simplifies the shape from shading
problem. and is very suitable for our purpose. The
reflectance function for the Lambertian surfaces is
modeled as follows:

E(x.v) = Rip.gq) th
I+ pp\ + agy

!+P +q- V1+Pi+rf5

COsg + pcostsing + gsintsing

e {3)

v I+ Py
where E{x.p) is the gray level at pixel (x.1). Z is
the depth map. p=(3Z/43x), q=(FZ/y). po=
{cos Tsina/cos o). ¢, = (sin tsin 6/cos o), 7 is the tilt of
the illuminant and & is the slant of the illuminant. By
taking the Taylor series expansion of the reflectance
function, equation (1), about p = py, ¢ = . up through
the first order terms, we have

R
Elx.¥) = Ripg, o) +{p — po) is (Pos o)
op

¢R
+{pP —do) == (Po, Go). 4
oq
For Lambertian reflectance [equation (3}]. the above
equation at py = ¢, = 0. reduces 10
E(x.y)=coso + pcostsing + gsintsing,

Next. Pentland takes the Fourier transform of both
sides of this equation. Since the first term on the right
is a DC term, it can be dropped. Using the identities:

(‘G; (X, 3y Fplw, ) —iwy) (5)
iy-Z(\: ¥y Fylwy, wa)(iom,), (%)

where F, is the Fourier transform of Z(x, =), we get,

Fp=Flw, w,)(—iw)costsing
+ Fzlw,, w,)—iw,)sintsing,

where F is the Fourier transform of the image E(x, y).
The depth map Z{x, y} can be computed by rearranging
the terms in the above equation. and then taking the
inverse Fourier transform. Other shape from shading
algorithms use more complex models such as inter-
reflections.* ' changing albedo and specular reflec-
tance.!! ? These methods are more difficult and require
more computational time to solve.

2.2. Shape from sterec

Stereo vision is present in the human visual system
and does not depend on the complex cues like occlusion.
shadows, texture gradients and size of objects used by
amonocular visual system. Shape from stereo uses two
images from which the depth map can be calculated.
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There are three main classes of ulgorithms for comput-
ing shape from stereo pairs: feature-based approaches.
area-based approaches. and miscetlancous approaches.
In the feature-based methods. the depih is computed
at feature focations (mostly edges): in this case i is
necessary to perform interpolation between features in
order to get the dense depth maps. In the area-based
appeauches depth is computed for cuch pixel. The
areu-bused methods have difficulties with the areas of
ncarly homogencous image intensity which lack spatial
structure. There are several miscellaneous approaches.
such as Barnard’s stochastic stereo algorithm./ ' which
can run very fast on a suitable paralle] machine, but
the computed depth map suffers from the lack of local
surface exture. In general. most stereo methods only
provide coarse depth maps. and the fine details are
missing in these depth maps.

In Barnard’s stereo approach the problem is to
find #n assignment of disparities, D(. j), such that two
criteria. similar intensity and smoothness. are satisfied.:

E= 5 N il jy— T+ DU
I
+ 2aVDI, i, (7

where /, and /, are the left and right images, D(. j) is

l Low Pass E-'H\m'] — Logi —_— l High Pass l-'i]torl

Fig. . Hall and Hall’s model for human visual system.

2D Low Pass

Low Pass 1D Filter

0 01 62 03 04 0.5 66 07 03

1D Low Pass
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the disparity map. the V operator computes the sum
ol the absolute differences between disparity D(i. j)and
ity eight neighbors. and 2 is a constant. Fora 128 x 128
image. and a disparity range of 10 pixels, there are
10! *3%% nossible disparity assignments, which results
in combinatorial explosion. Baraard uses a simulated
annealing to solve this problem. The algorithm is as
follows:

(1) Sefect a random state 8.
(2) Select high temperature 1
{3} While T'>0.
{a) Select 8
AE— E(S")~ E(S).
{b) if AE <O then S %
(ch else Pe—exp 25 X —rand (0. 1).
if X<Pthen S5
(d) if no decrease in E for several iterations then
lower T.

3. HALL AND HALL'S FILTER

Hall and Hall''® deseribe a model (o simulate the

visual properties of the human eye by combining the

low and high frequency information (Fig. ). The first
box is a low pass filter which is derived from a lens of
diameter 3mm. The second box is the log operation
performed by the retina, and the third box is the high

pass filter derived from the neuron model. The low and

h:gh pass filters (as shown in Fig. 2} in Hall and Hall's

2D High Pass

" High Pass 20 Filter

08§ 1

os 4

0.4 /
02 7

4] 0.1 92 03 04 63 06 07 08

1D High Pass

Fig. 2. Hall and Hall's low and high pass filters.
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modei of the Human Visual System which work in the
frequency domain are shown as follows:

2x
| B R FE+2%
LOWL) = -3 5 15}
20 4+ w’
and
w? 4 e’
Highten = (9
apa +1{1 — uo)(a + )

where @ = ,, &* + v%, v and v represent the two dimen-
sional frequencies in the Fourier domain. The term «
is the spatial angular frequency. A typical value of x is
0.7 for a 3mm diameter of the iris opening. The term
a, represents the distance factor. which is the amount
of change between the fow and high frequencies. The
other term a represents the strength factor. which is
the rate of the cutoff point change between the low and
high frequencies. For the human visual system the
normat values for ¢, and a are, respectively 0.2 and
0.01.

Originally, Hall and Hall's filters were used in
modeling the human visual system for perception using
intensity images, However, these {ilters use the high/low
frequency emphasis technique, which is very suitable
for our purpose. and can still be used in filtering the
stereo and shading depth maps.

4 INTEGRATION OF SHAPE FROM SHADING
AND STEREO

The siereo methods provide the coarse shape in-
formation, and the shape from shading methods pro-
vide the detailed feature information. In the :requency
domain the low spatial frequencies are related to the
coarse shape information, and the high spatial fre-
quencies are related to the details of the shape. Therefore,
our criterion for combining shape from shading and
stereo is very simple: Keep the low frequency information
Jfrom stereo. and add with the high frequency information
Jfrom the shape from shading.

Intuitively, one can use a high pass filter to separate
the high frequency information from the shading result,

it o Trsee tenne 2ldam $n anoamnta tha Jouey fomii o o0
aiid a Uw pPdsd> I v sbpalals e 10w HEJUCTICy

information form the stereo resuit. Then one can com-
bine the low frequency information from stereo with
the high frequency information from shading. How-
ever, choosing a good filter and the proper cut-off
points is not an easy job. We have experimented with
some filters.' ¥ but have not obtained significant im-
provement in the depth map. For example, the ideal
filter produced very bad results due to the sharp cut-off
point. We also applied the high pass Butterworth filter
to the shading depth map and the low pass Butterworth
filter to the stereo depth map, and combined these
filtered depth maps. However. the resultant depth map
was not much better than stereo or shading alone.
Wa il oo Hall and Hall'e filtar nc dagpribhed in the

FYL VL] UOWw Licll allld 141l O MU G0 WOkl ILACRE TR MIFW
previous section. to combine the stereo and shading
depth maps. The high pass filter designed by Hall and
Hall aitenuates the low frequency information, and
emphasizes the high frequency information. Therefore.
by inverting Hall and Hall's high pass filter {it will
serve as a low pass filter now} we can get the low
frequency information from an estimated depth map.
This process is done to the estimated depth map
from both stereo and shading algorithms. Next we

compute the h auEn frequcncy information of the Shad’;‘ﬂg

results by subtracting the low frequency information
from the Fourier Transform of the original depth map.
Finally, the low frequency information from stereo and
the high frequency information from shading are cotn-
bined in the frequency domain to produce a better
depth map. The flowchart of our methed is shown in
Fig. 3.

Mathermatically, the proposed method can be sum-
marized as follows:

Fy{w) = Fy,, x Highlw)™' + Fz,, x (1 — High{w)™"),

where High({w) ™! is the inverse of Hall and Hall's high
pass filter (equation 9),and F 7, F, . and F,_, respec-
tively are the Fourier Transforms of the combined
depth map, stereo depth map and shading depth map.
The combined depth, Z, is computed by taking the
inverse Fourier Transform of the above equation.
The proposed method is very simple, and computa-
tionally inexpensive. Once the stereo and shading depth

nnnnnnnnnnn ahla tha a L Tamurd 1Y 7L
mapsare avauaoie, tne integration takes about 0.7CPUs

Image of F%‘r Inverse
(Zy  estimated— FFT Hall's high pass
depth map filter ¢ 1/High(w))
1 ed
from sterec cm mprov
- IFET | e estimated {Z)
l_——_—‘ depth map
Image of F, Inverse
. S
(Z,,) vssumated o FFT Hall's high pass |

depth map (ilter (1/High(w))

from shading

Fig. 3. Flowchart of proposed method for combining the stereo and shading.
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for a 128 x 128 image on a Sun SparcStation-1. The
major computation occurs with the Fast Fourier
Transform (FFT), and I[nverse Fourter Transform
(IFFT), which is known to be of order Nlog N for N
data points. Since we are using Pentland’s shading
algorithm which employs FFT. the Fourier Transform
of the shading depth map is atready available. Additional
computation only involves the FFT of the stereo depth
map. The computation for integration of stereo and
shading consists only of the appiication of the filter.
which is of order »n” for 2 # x n image. The proposed
algorithm requires very little adjustment of parameters.
In our experiment, all the parameters of the filter are
fixed. The distance factor. a,. is set to 0.2, and the
strength factor, «. is set to 0.05. One may need to
change the strength factor. which is the rate of the
cutoff point change between the low and high fre-
quencics, if the input depth maps have more error in
the tow or high freauency information.

5. DISCUSSION

There are several other possibilities for integrating
stereo and shading. The stereo depth map can be used
to improve the shape from shading algorithm. For
instance, in lkeuchi-Horn's shape from shading aigor-
ithm'* it is assumed that the surface orientation at the
occluding contours is available, Their method iterat-
ively computes the surface orientation at the remaining
locations by propagating the surface orientation at the
occluding contours. The contour depth map computed
by the feature-based stereo can be used for this purpose.
In fact, Blake e1 al.""® have shown that if the boundary
information (depth) is available at the occluding con-
tours then shape from shading convergences to a unique
solution,

In a recent shape from shading algorithm reported
by Leclerc and Bobick.,"! ™ which uses the conjugate
gradient method for minimizing the cost function, the
depth is iteratively refined. Leclerc and Bobick assume
that a good initial guess for depth at each pixel is
available. In their case, the dense depth map computed
by the area-based (correlation-based) stereo method
was used to obtain a good initial estimate. The difference
between their and our method is that they use shape
from shading 10 improve the result of stereo matching.
They do not directly combine the results of shape from
shading and stereo matching. A drawback of their
method is that the two modules, stereo and shading,
are not independent. Their shape from shading result
is highiy dependent on the stereo matching result.

The shape from shading can also be used to improve
the depth map computed by stereo. For instance.
Grimson'® uses shading in determining the surface
orientation of feature-point contours obtained from
stereo.

Frankot and Chellappa‘® presented an ¢legant ap-
proach for enforcing the integrability constraint in
shape from shading. They compute the orthogonai
projection onto a vector subspace spanning the set of

integrable slopes. This projection maps closed convex
sets into closed convex sets. and hence. is attractive as
aconstraint in iterative algorithms. The authors noted
that the low frequency information is lost in the process
of image formation and due to regularization penaity
and periodic boundary conditions. They showed
improvements of their shape from shading results by
tncorporating the low frequency information obtained
from another source [like the Digital Terrain Model
{DTM)].

Qur approach for integrating stereo and shading is
very different from the previous approaches. We assume
that each module is working independently and in
parallel. and can therefore be treated as a black box.
In fact. our method for combining shading and stereo
is not dependent upon any particutar method for shad-
ing or stereo. In principle, any method can be ysed. We
have used Pentland's shading method and Barnard's
stereo method. because working implementations of
those two methods are available in our fab.

6. EXPERIMENTS

6.1. Results for synthetic data

The proposed method was first tested on two syn-
thetic images, Tomato and Mozart. The stereo images
were created using the following formulas:

,_x—bf
X =—
f—z
and
o= ErhS (an
f—z
where x' Is the position in the left stereo pair, x” is the
position in the right stereo pair. 2b is the distance
between two cameras, z is the depth value at the
original x position in the image, and f is the focal
length of the camera. This can be seen in Fig. 4. We
first generate a gray level image using the Lambertian
model, equation (2), based on the range data and the
given light source direction. Then, for each pixel (x, y),
we compute the corresponding positions in the left and
right stereo pairs. (x', ¥} and (x”, ¥), using the above
formulas, and set the intensity value I(x,y) = I, (x, ¥} =
{p(x", ™).

In order to evaluate the performance of our aigorithm,
we need to choose some error measures. Horn'® pro-
posed a number of quality measures for displaying the
algorithm’s progress. Szeliski'® chose four different
measures 10 study their shape from shading algorithm.
The first two measures, the cost (or energy) error and
the magnitude of the residual error, are not suitable
for us. The other two measures are the magnitnde of
the gradient error and the magnitude of the height
error. Since we are fusing two depth maps, which are
heights. we will use the height error instead of gradient
error. The square root of the mean-squared error
(RMS) with respect 1o the ground truth depth is com-
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Image Plane

Fig. 4. The stereo camera imaging system.

puted using the following tormula;

E= [Tl S (12)

2

t
Z(i, j) is the estimated depth. adn n* is the number of
pixels on the object surface.

The results for the Tomato images are shown in
Fig. 5. The gray level stereo pairs generated from the
true depth map [shown in Fig 5(a)] are shown in
Fig. 5(b) and (¢). The focal length and the distance
between the two cameras were respectively assumed to
be 400 and 60. The estimated depth map computed by
Barnard’s stereo algorithm is shown in Fig. 5(c). The
average height square error is 0.46. This depth man ig
good. However. there are some noticeable errors in the
depth map. For instance. the depth around outer por-
tions of the tomato do not seem 1o be correct. and the
surface patch around the upper left part is aimost flat.
The estimated depth map computed by Pentland’s
linear shape from shading algorithm (applied to the
right stereo image)} is shown in Fig. 5(f). Since the
tomato is similar to a spherical object, and it is well
known that the linear shape from shading method
proposed by Pentland does not compute a good depth
map for spherical surfaces. * the average height square
error is about 1.85. The result obtained by integrating
stereo and shading using our method is shown in
Fig. 5(d), the average height square error reduces to
0.24. This is appproximately a 48% improvement over
the stereo, and a 98% improvement over shading. We
feel that achieving this great improvement by using a
very simple algorithm is remarkable. Figure 5(g)-(i)
shows the reconstructed gray level images using the
estimated depth maps in (d)~(f) with the light source
direction (0.01. 0.01, 1}).

Next, we tested our method for the Mozart image.
The resuits are shown in Fig. 6. The true depth map is
shown in Fig, 6(a). The gray level stereo images gen-
erated from the true depth map are shown in Fig. é(b)
and (c}. In this casc also. the focal length and the

where Z{i ) is the actual ground truth de

distance between the 1wo cameras were. respectively
assumed 10 be 400 and 60. The estimated depth map
computed by Barnard's stereo algorithm is shown in
Fig. 6(e). The average height square error is 0.77. In
this case. it is also obvicus that the stereo does a poor
Jjob on details. The surface is not that smooth, and
the surface patches around the nose and eyes are
not correct. The estimated depth map computed by
Pentland’s linear shape from shading aigorithm (applied
to the right stereo image) is shown in Fig. 6(f). The
average height square error is 1.5. Pentland’s method
does a very poor job on this image. {t is almost im-
possible to perceive a face from this depth map. For
instance. the areas corresponding to the center of the
face have incorrect dips in the surface. The results
obtained by integrating stereo and shading using our
method are shown in Fig. 6(d). The average height
square error in this case reduces 1o 0.55. There is about
a 30% improvement over stereo, and a 63%, improve-
ment over shading. This depth map is much closer to
the original range image. The detailed surface patches
around the nose and eyes are noticeable. Figure 6{g)—(i)
shows the reconstructed gray level images using the
estimated depth maps in (d)—(f) with the light source
direction (0.01, 0.01. I). It is very interesting to note
that, even though the shading depth map in Fig. 6{f)
appears to be very poor, the reconstructed gray level
image in Fig. 6(i) looks much better than the recons-
tructed gray level image from the stereo depth map
fshown in Fig. 6(h)]. Some obvious problems around
the nose (e.g, a line throughout the image) are notice-
able in Fig. 6(i). The reconstructed gray level image
[shown in Fig. 6(g)] is much closer to the gray level
image [shown in Fig. 6(b)] generated using the true
depth map.

6.2. Results for real data

The proposed method was also tested on two real
stereo patrs. The results are shown in Figs 7 and 8.

The results for the Renault images are shown in
Fig. 7. The stereo images are shown in Fig. 7(a)-(b), and
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(g) (h) ! (i}

Fig. 5. Results for the Tomato images. (a} A 3D plot of the range data. (b) Left stereo gray level image.

(c) Right stereo gray level image. (d) A 3D plot of the estimated depth map by our methed. (e} A 3D plot of the

estimated depth map by stereo algorithm. (f) A 3D plot of the estimated depth map by Pentland’s shape

from shading algerithm. (g) A reconstructed gray level image using the estimated depth map in (d). (h) A

reconstrucied gray level image using the estimated depth map in (eh. (i) A reconstructed gray level image
using the estimated depth map in ().
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{2) (h) (i)

Fig. 6. Results for the Mozart images. (a) A 3D piot of the range data. (b) Left stereo gray level image. {c)

Right stereo gray level image. (d) A 3D plot of the estimated depth map by our method. (¢} A 3D plot of the

estimated depth map by stereo algorithm. (f} A 3D plot of the estimated depth map by Pentland’s shape

from shading aigorithm. (g) A reconstructed gray level image using the estimated depth map in (d). (h) A

reconstructed gray level image using the estimated depth map in (e). (i) A reconstructed gray level image
using the estimated depth map in {f).
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the right stereo image is used for the shape from
shading algorithm. The estimated depth map computed
by the stereo algorithm is shown tn Fig, 7(d). and the
est

ited depth map computed l-w the shanpe from

@pr U e S (IO

shading dlg._.()rllhm 15 bhown in Frg. H(e). The obvious
errors in details in the ster¢o results are noticeable.
The object in this image does not have constant albedo,
therefore Pentland’s algorithm. which assumes con-

stant albedo. encounters some nroblems. The results

(LR 84 ol FChUI

obtained by integraung sterco and shading using our

method are shown in Fig. 7(c). This depth map is much
better than the other two. The problems in surface
details and problems due to variable atbedo are almost

climinated. Figure 7{0}-(h) shows the reconsiructed

gray level images using the estimated depth maps in
{¢)-(e) with the estimated light source direction ( — 0.62.
0.50, 0.60). (The light source dircction was estimated
using Pcntldnd 5 improved method'™ for all the real
et e Tha soarmmotmiis ot

images in this section) The reconstructed gray jevel

images using the depth map obtained by integrating

(g)

Fig. 7. Results for the Renault images. (a) Let stereo image. (b) Right stereo image. (¢} A 3D plot of the

estimated depth map by our method. (d) A 3D plot of the estimated depth map by stereo algorithm. (e) A

3D plot of the estimated depth map by Pentland’s shape from shading algoerithm. (f} A reconstructed gray

tevel image using the estimated depth map in (¢). (g) A reconstructed gray level image using the estimated
depth map in (d). (h) A reconstructed gray level image using the estimated depth map in {e).
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shape and stereo are much closer to the original gray
level images.

Next. the resuits for Sandwich images are shown in
Fig. 8. The stereo tmages are shown in Fig, 8ta)-(b).
and the right stereo tmages is used for the shape from
shading algorithm. The estimated depth map compuied
by the stereo algorithm is shown in Fig, 8(d). and the
estimated depth map computed by the shading algor-
ithm is shown in Fig, 8¢t The results obtained by
integrating stereo and shading using our method are

shown in Fig 8(c). The stereo depth map has many
problems with surface detaiis in the Sandwich surface:
mstead of showing a Nat planar surface it appeirs
curved. The shading resulis are better than results for
the stereo. but overall the sandwich surface does not
appear planar due o changes in albedo. The integrated
depth map is almost perfect. clearty showing one flat
surface of the sandwich at a constant depth. Figure
8(f1~(h) shows the reconsiructed gray level images using
the estimated depth maps in (c)-(c) with the estimated

(g)

{h) (1)

Fig. 8. Results for the Sandwich images. (a) Lelt stereo image. {b) Right stereo image. {¢) A 3D _p!o! of the

estimated depth map by our method. (d) A 3D plot of the estimateq depth map by stereo algorithm. {e) A

1D plot of the estimated depth map by Pentland’s shape from shading algonthrp. A relconstructe_d grag

level image using the estimated depth map in (c. (g) A reconslrgcted gray .level image using t.he estimate
depth map in (d). () A reconstructed gray level image using the estimated depth map in (e}.
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light source direction (0.15. 0.78.0.61). The problems in
shading and stereo depth maps are highlighted in the
reconstructed gray level images. However. the recon-
structed gray level image obtained by the integrated
depth map 15 reasonable. Without the ground truth
data for these real tmages. we cannot compute the
crror. However. we can clearty sce the improvement
from the 3D plots and the reconstructed grav fevel
images.

7. CONCLUSIONS

In this paper we have addressed the problem of

integration of shape from X modules. In particular.

we have focused on the combination of shape from
shading and stereo. Qur approach is very simple. Our
criteria for integration shading and stereo is: keep the
lonw frequency information from stereo. and add with the
high frequency information from the shape from shading.

Future work inctudes the integration of other shape
from X modules. for example. motion. texture. uand
contour.
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