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Abstract

Most work in action recognition deals with sequences
acquired by stationary cameras with fixed viewpoints. Due
to the camera motion, the trajectories of the body parts
contain not only the motion of the performing actor but
also the motion of the camera. In addition to the camera
motion, different viewpoints of the same action in different
environments result in different trajectories, which can not
be matched using standard approaches. In order to handle
these problems, we propose to use the multi-view geometry
between two actions. However, well known epipolar geom-
etry of the static scenes where the cameras are stationary
is not suitable for our task. Thus, we propose to extend
the standard epipolar geometry to the geometry of dynamic
scenes where the cameras are moving. We demonstrate the
versatility of the proposed geometric approach for recogni-
tion of actions in a number of challenging sequences.

1. Introduction

During the last two decades, a large number of research
articles have been published on the recognition of human
actions. This popularity is mainly due to the occurrence
of actions in many real world applications such as surveil-
lance, video classification and content based retrieval. Re-
gardless, both of these tasks still remain outstanding chal-
lenges in the Vision Community.

A common approach taken by the researchers is to per-
form action recognition in 2-D, such as, use of motion tra-
jectories [16], optical flow vectors [4] and silhouettes [3].
For instance, for recognizing facial expressions, Black and
Yacoob [2] computed the affine motion of the bounding
boxes around the eyes, the eyebrows and the mouth. The
variations in the affine parameters are shown to capture fa-
cial changes during an expression. Yang et al. [21] also
used the affine transformation computed between the cor-
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responding segments in consecutive frames for sign lan-
guage recognition. Before their work the same problem
was addressed by Starner and Pentland [17], where the au-
thors used the bounding boxes around the hands to training
HMMs which model the states of the hand during the ac-
tion. Efros et al. [4] used the optical flow computed in
the bounding boxes of the objects to represent the actions.
Similarly, Polana and Nelson [14] generated the statistics of
the normal flow from the spatio-temporal cube to represent
the motion content during an action. Laptev and Lindeberg
[12] used temporal and spatial image gradients to find de-
scriptors of an action. Instead of using trajectory or bound-
ing boxes, Bobick and Davis [3] used object silhouettes to
model the action. A stack of such silhouettes, which pro-
vides a motion history, was called the a temporal template.
Note that all of the aforementioned work can not recognize
two different views of same action.

The viewpoint of the camera used to acquire the execu-
tion of the action plays an important role. This is mainly due
to the fact that, appearance of the same action may drasti-
cally vary from one viewpoint to the other. Thus, use of
the stationary cameras with fixed viewpoints has become a
standard. In the case, when the cameras are not fixed and
are moving independently, the variation in the appearance
of an action is even more drastic. For instance, when the
cameras move, the camera motion induces false motion in
the motion trajectories of the actor. In fact, to the best of the
authors’ knowledge there is no work in action recognition
employing sequences acquired by moving cameras.

Recently, view invariance issue, which relaxes fixed
viewpoint constraint but relies on stationary cameras, has
become an active topic of research in action recognition. In
[16], authors represented the actions by dynamic instants
which are computed from the curvature maxima of the mo-
tion trajectories. In similar vein, authors of [7] used thirteen
trajectories of landmark points on the human body. Yilmaz
and Shah [22] represented the action by a set of descrip-
tor computed from a spatio-temporal action volume created
from a set of object contours. To perform view invariant



recognition of actions, all three approaches [16, 7, 22] use
the epipolar geometry between the views of two stationary
cameras. In [13], Parameswaran et al. used five landmark
points on the human body which are conjectured to form a
plane in real world during execution of the action. From this
plane, they compute a set of projective invariants to match
different poses of an actor from different viewpoints.

In this paper we address the following question: How
can we recognize actions when the cameras are moving? It
is obvious that the standard epipolar geometry can not be
used for moving cameras [20]. An unattractive solution to
recognize actions in this scenario is to recover the epipolar
geometry between the corresponding frames in two views
independently!. However, this is not attractive for a num-
ber of reasons: 1) High computational cost (number of pa-
rameters to be estimated increase linearly as the number of
frames increase), 2) Fundamental matrices in consecutive
frames have to be temporally related to each other. We will
call the relation between consecutive fundamental matrices:
temporal consistency.

In [1], Avidan and Shashua use the trifocal tensor to
guarantee temporal consistency between two consecutive
static fundamental matrices. Recently, research dealing
with dynamic scenes (both the scene and the cameras are
moving [6]) has become more active. For instance, in case
of recovering the shape from motion, Wolf and Shashua
[20] constrain the motion of the objects, such that the ob-
jects follow straight paths with “constant speed” or “con-
stant acceleration”. Under these constraints, they showed
that using velocities as additional dimensions to the spatial
space reduces the geometry of a dynamic scene to the well-
known epipolar geometry. In the case of actions, straight
path, constant speed or constant acceleration constraints are
not satisfied. In order to relax these constraints, in this pa-
per, we propose to model the variation in the epipolar geom-
etry of dynamic scenes by means of a temporal fundamental
matrix (TFM) which is 3 x 3 matrix function, F(t), where ¢
denotes time. TFM is derived by analyzing the effect of the
camera motion (rotational and translational motion in 3D)
on the scene geometry. Using TFM, we formulate the action
recognition problem in terms of the quality of the recovered
scene geometry. Given the trajectories of the landmarks on
the human body, this is performed in two steps:

1. Labeled trajectories are organized to form a linear sys-
tem of equations Mf = 0 to estimate unknowns f,

2. Action recognition is performed by simultaneously
minimizing the geometric error of the recovered geom-

Note that, independent camera motion is required to observe indepen-
dent fundamental matrices at each time instant. For instance, for a pair of
moving cameras on a stereo rig, where cameras are fixed with respect to
each other, the fundamental matrix has constant components. This is due
to the zero relative motion between the camera pair.

Figure 1. Point based representation of the
actor’s posture. Johansson [11] has shown
that point based representation provide suf-
ficient information to infer the action per-
formed by the actor.

etry and maximizing the quality of the linear system?.

Demonstrated under a variety of challenging experiments,
proposed action recognition is shown to be view invariant,
robust to camera motion, and least affected by different ex-
ecution styles of actions.

The paper is organized as follows. In Sec. 2, we dis-
cuss the action representation used in the paper. Section 3
discusses the proposed action matching approach. In Sec.
4, we demonstrate the versatility of our approach for two
different applications. Finally, we conclude in Sec. 5.

2. Representation of Human Actions

A complete action representation might be the set of all
three-dimensional points on a performing actor. During the
execution of the action, these three-dimensional points gen-
erate four-dimensional trajectories I'4p in space and time
(X,Y, Z,t), which can be projected to three-dimensional
trajectories I's p in the spatio-temporal space (x, y,t) by

Isp = Lup, (1)
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where both I'sp and I'yp are in homogenous coordinates,
and II is a 4 x 5 matrix. Having space-time trajectories of all
the points is not practical. The question at hand is: “Is there
a subset of points on the human body that is adequate for
perception of an action?” Luckily, perception of human ac-
tions has been well-studied in psychology. In an experiment
by Johansson [11], it was shown that a set of bright spots
attached to the joints of an actor dressed in black provide
sufficient information to infer the action being performed
in front of a dark background. Note that, the collection of

2The quality of a linear system is computed from the condition number.
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Figure 2. Trajectories of the walking actions
captured using (a) a stationary camera, and
(b) a moving camera. (c) Trajectories of 13
landmark points of the walking sequence in
(b) in the spatio-temporal space.

bright spots carry only the spatial information without any
structural information. Relying on this result, we represent
the posture of an action by thirteen points (landmark points)
positioned on the joints of the actor (see Fig. 1 for the point
based representation used in this discussion).

During the performance of an action, the i*" land-
mark point generates the spatio-temporal trajectory I' , =
(x{,Xg ...X, ), where n is the duration of the action and
I's 5 is 3n x 1 vector. For clarity, we will remove subscript
3D in the following discussion. Each action U is repre-

sented by a collection of thirteen trajectories:
U=(I],T;...T). )

We will call U matrix, the “action matrix”.

In Fig. 2, we show two sequences of the walking ac-
tion with the trajectories superimposed. The first sequence
is captured using a stationary camera (part (a)) and second
sequence is captured using a moving camera (part (b)). Due
to the motion of the camera, it is evident that the trajectories
in part (a) and part (b) do not appear similar. In Fig. 2c, we
plot the trajectories of all the landmark points in part (b) in
the spatio-temporal space (in particular the action represen-
tation given in equation (2)).

3. Matching Actions

A common approach among researchers who proposed
view invariant action recognition is to adapt the machinery
of multi-view geometry which is generally used in context
of stereo [10] and structure from motion [23]. In this set-
ting, action matching relies on the fact that two views of the
same action performed by different actors results in simi-
lar trajectories obtained from a set of labeled points. De-
spite the success stories reported in the research papers, an
important limitation of this well-known geometry is the re-
quirement of stationary cameras, which is usually not satis-
fied in real world applications, such as retrieving an action
from a movie or broadcast news video. A trivial solution
to overcome the problems related to the camera motion is
to compensate frame to frame global motion, such that re-
sulting trajectories do not contain camera motion [15]. This
however is not attractive for a number of reasons:

1. Compensating global motion has high computational
cost.

2. Global motion compensation methods assume planar
scenes and are generally suitable for distant views.
However, actions are usually captured as closeup
views and due to the motion parallax a poor motion
estimation is obtained.

3. Compensating motion distorts the multi-view geome-
try properties by introducing artificial deformations.

An alternative approach is to recover the scene geometry by
estimating the fundamental matrix independently for every
frame?. Similar to the global motion estimation, this ap-
proach has high computational complexity. Moreover, ad-
ditional constraints, such as the use of the trifocal tensors
[1] is required to guarantee temporal consistency between
the consecutive fundamental matrices.

In this section, we propose a novel action matching
method based on the geometry of the dynamic scenes. Pro-
posed method leverages the state of the art in action recog-
nition by relaxing the stationary camera constraint.

3.1. Multi-View Geometry

In order to understand the geometry of a dynamic scene,
we first start the discussion with the geometry of a static
scene which has been well studied.

3.1.1 The geometry of a static scene

Static scene geometry captured from two stationary cameras
is given in Fig. 3a. We will call this the “static epipolar

3For n frames estimation of the scene geometry requires computation
of 9n unknowns.



Figure 3. Epipolar geometry of a static scene
with two fixed cameras. P denotes a 3D point
(a landmark point on the actor performing the
action, C; and C, are left and right camera
centers, ¢; and e, are the epipoles of the left
and right image planes.

geometry”. In static epipolar geometry, the projection of a
world point P to the left camera reference frame, P;, and
right camera reference frame, P,. are related by [19]:

Pr:R(PlfT)a (3)

where
R =R,R/ 4)

is the rotation from the left to the right camera reference
frame, and the vector T defined below connects the camera
centers:

T=(1,T,T.) =T, -R'T,. Q)

An immediate result of equation (3) and the coplanarity
constraint on the epipolar plane is the essential matrix £
which satisfies:

P/ (RS)P, =P P, =0, (6)

where S is a rank deficient matrix obtained from T. The
essential matrix in equation (6) can be extended to relate
the image planes of the left and the right cameras by intro-
ducing the intrinsic camera parameters, M; and M, such
that x = M;P; and X' = M, P,, where X' = («/,7/,1),
x = (x,y, 1) respectively are the homogeneous image co-
ordinates in the left and the right views of the scene. Putting
these relations in equation (6) we get:

X’T(M,TTEMI_I)X =x"Fx =0, (7
where F is called the static fundamental matrix [5].

3.1.2 The geometry of a dynamic scene

Dynamic scene geometry is not as simple as the static scene
(see Fig. 4b). The geometry at each time instant may be
different from the geometry at the previous time instant*.

4 At this point, we should note that observing different epipolar geome-
try is not dependent on the scene content (motion of the actor) [9].

Figure 4. Temporal epipolar geometry be-
tween two views for moving cameras and a
moving landmark point on the actor. At each
time instant the geometry changes, such that
new epipoles and epipolar lines are observed.
The superscripts denote the time and sub-
scripts denote the left or the right camera.
The arrows denote the direction of motion.

To analyze the variation of this geometry, first, we introduce
the motion of the camera in the 3D space. Let (£2(0), ©(0))
denote the initial camera pose (rotation and translation),
and let the camera move with rotational velocities w;(t),
wy(t) and w,(t), and translational velocities 6, (t), 0,(t)
and 6, (t). Under the constraint that the camera motion is
small’, using Euler angles, one can show that the rotation
matrix of the camera at time ¢ becomes:

1 —Yiws(t) =Xy wy()
Qt) = | Xyws() 1 —Yiwa(t) | Q(0).
Siwy(t)  Xiwa(t) 1

(€))
Similarly, it is easy to show that the translation vector of
the camera at time ¢ is:

Ot) = ( Xigvalt) Xicpvy(t) Tisgva(1) ) '(9)

In the dynamic scene setting, both cameras move
independently, such that AQ;(1..t) # AQ,(l..t) and
AO(1..t) # AO,(1..t), where subscripts denote left and
right cameras. Thus, rotation from the left to the right cam-
era reference frame given in equation (4) becomes:

R(t) = Q. ()] (¢). (10)
Similarly, equation (5) becomes:
T(t) = Ot) — R()O,(t). (11)

Based on these results the essential matrix of the dynamic
scene is given by: £(t) = R(t)S(t), where S(t) is similar
in construction to the S given for the static camera setting.
Including the intrinsic camera parameters of the left and the
right cameras fundamental matrix for the dynamic scene is:

F(t)y=M" (R®)S()) M, ", (12)

Swe(t) = 0, wy(t) = 0, ws(t) ~ 0, 05(t) =~ 0, Oy(t) ~ 0 and
0.(t) =0



(b)

Figure 5. Trajectories of the landmark points
of two actors performing the picking up action
which is captured from different viewpoints.
In both sequences cameras undergo different
motions. As seen the trajectories are not sim-
ilar. (a) Camera is translating in the z axis, (b)
camera is rotating around the 2 axis.

where M; and M, are the intrinsic camera parameters6. We
call F(t) "the temporal fundamental matrix” (TFM).

Let the rotational and the translation motion of the cam-
eras be functions of the variable ¢. Since every continuous
function can be approximated using Taylor series, without
loss of generality, we assume that these velocities are poly-
nomials. In particular, the rotational velocities are polyno-
mials of order n; and n,. and the translational velocities are
polynomials of order m; and m,. for the left and right cam-
eras respectively. Under these motion models, using equa-
tion (12) one can show that the TFM is a matrix function
which is a polynomial of order:

deg]:"iyj(t) = max(n;, n,, m;, m,) + 1. (13)

Next, we will discuss the action matching criteria which
based on the dynamic scene geometry sketched above.

3.2. On the Similarity of Two Actions

The videos of actions performed by two actors may not
appear similar if they are captured by moving cameras at
different times in different settings. For instance, a land-
mark point which is stationary during the execution of an
action, may appear moving due to the camera motion. This
is illustrated in Fig. 5a and b where trajectories of an actor
performing the picking up action captured from the same
viewpoint but with different camera motions are shown. As
seen from the figure the trajectories of stationary points, e.g.
feet, appear different.

It is known that for the “uncalibrated stationary cam-
eras”, there exists a unique fundamental matrix which can
be determined from a set of corresponding points (landmark
points on the actors) in two views [9, Thr. 9.1]. However,
this theorem is not valid for the moving cameras. For the
action matching problem in the moving cameras, we can
extend the above theorem by using the dynamic epipolar
geometry proposed in section 3.1.2. Thus, we have the fol-
lowing:

Proposition 1 Given video sequences captured by two un-
calibrated moving cameras, there exists a unique temporal
fundamental matrix which can be computed using a set of
corresponding landmark points on the actors.

Let an action be represented by the action matrix dis-
cussed in Section 2. In particular, the action matrix U can
be organized into

U = (Uj|Uy|...|U,)T, (14)

where Uy, is a 3 x 13 matrix which contains all the landmark
points at time ¢. For two actions represented by U°"¢ and
U?w°, based on Proposition 1, and using the polynomial
camera motion models, the following holds:

k
UgneT Zfitk ino =0 (15)

=0

where F; is the 3 x 3 coefficient matrix of the k' order tem-
poral fundamental matrix’. Note that, for each time instant
only ¢ changes and F; remains constant.

So far, we have discussed the existence of a relation
(equation (15)) between video sequences captured by two
uncalibrated moving cameras. Given the action matrices of
two actions, we need to define a similarity metric to quanti-
tatively evaluate how similar the actions are. The only un-
knowns of equation (15) are the elements in the temporal
fundamental matrix, ;. For saving space, without loss of

SIn this paper, the intrinsic camera parameters are assumed to be con-
stant, practically during the action focal length does not change.
7Order k is given in equation (13) and discussed therein.



generality let us assume the temporal fundamental matrix
is a polynomial matrix function of order two, such that we
have twenty seven unknowns. Writing equation (15) as a
system of linear equations, we have,

ME=(M] MJ ... M) £=0, (16

where,
My=( mzy  :y; VT iyl
1Yt 1 Tzt mylt  xit gzt
ylyit y1t m/lt yit t mlm/ltg

oyttt it oyt ogt? xhe?

Y12 t2)

and f = (7:1,1| f1,1| ]'—1,1| }-2,1| f2,2| ]'—2,3| }-3,1| f3,2|
F33) ", where F; ; denotes i*" coefficient matrix and j*"
row. Matrix M is a 13n x 27, and assuming the exis-
tence of a non-zero solution, M must be rank deficient,
ie. for n > 27 rank of M is at most 26. The solution
of f is given by the unit eigenvector of the covariance ma-
trix M " M corresponding to the smallest eigenvalue. Once
f is estimated, for a given time instant ¢, we can compute
the temporal fundamental matrix by imposing the rank two
constraint using SVD [8].

The similarity between two actions can be computed
from the quality of the recovered geometry. We use two
different criteria to evaluate the quality of the recovered ge-
ometry. The first criterion measures how well-conditioned
the homogenous system given in equation (16) is. This is
done by computing the condition number® C of M " M. For
a well-conditioned equation system, the condition number
is at infinity. However, in our case, due to noise in the obser-
vations, it will not be at infinity. Computing the condition
number alone does not guarantee correct estimation of the
multi-view geometry [18]. This is mainly due to the exis-
tence of multiple solutions of f in equation (16). However,
in the multi-view geometry, there exists a unique solution.
Following this observation, we use a second criterion which
evaluates the quality of the recovered geometry by comput-
ing the symmetric epipolar distance. Symmetric epipolar
distance is the average distance of each point in the left
(right) camera view to the epipolar line generated from the
corresponding point in the right (left) camera view using the
estimated temporal fundamental matrix:

g‘ﬂ fus (8)] ) *( [ (0)] ) 4N
where |.| denotes norm 2, and u;(t) = fT(t);c’(t) and

u,(t) = F(t)x(t) are the epipolar lines at time t corre-
sponding to the point () in the left view and the point 2’ (¥)

8Condition number is the ratio between the maximum and the mini-
mum singular value and measures the worst-case loss of precision of a
linear system.

in the right view. Given these two quantitative measures on
the matching of actions, we have the following three cases:

1. The condition number of the covariance matrix is very
low, which means that the equation system given in
(16) is ill-conditioned. In this case, two actions are
declared as different.

2. The condition number is high, however the recovered
per frame geometry is ambiguous’, such that symmet-
ric epipolar distances are high. Similar to the previous
case, the actions are declared as different.

3. The condition number is high and the symmetric error
is low, this case indicates that the two actions match.

These two quantities can be unified into a single similarity
metric, S = (1 — exp ( — g—;)) (exp ( — gg)) where o
and o, controls the allowed fange of changes in C and G
respectively. During our experiments, we fixed the values
of both o, and o,. Empirical justification of the similarity
metric will be given in the next section.

4. Experiments

To validate the proposed matching approach, we per-
formed a set of experiments on two different applications.
The first set of experiments involved recognition of an ac-
tion from a database of known actions. Since there is no
standard database of action videos captured using moving
cameras, we generated our own database of eighteen differ-
ent actions. The actions are performed by different actors
in different environments. In Fig. 6, we show the complete
set of actions in our action database. Since the actors ap-
pear quite small in the video, the labeled landmark points
are quite noisy. Thus in addition to the camera motion, the
noisy landmarks makes the recognition task harder. The
second set of experiments involved the retrieval of an ex-
emplar action from a long video.

4.1. Action Recognition

Using the complete set of actions in Fig. 6, we compute
the matching score using similarity metric between each ac-
tion with every other action. The results are demonstrated
by a confusion matrix given in Fig. 7a. In the figure black
illustrates similar actions and white illustrates dissimilar ac-
tions. For all the actions, the action categories are correctly
clustered. An unimportant clustering is observed for two
sitting down actions, which are confused with one of the
walking actions. The main reason of the confusion is that
the particular actor performing the walking action is quite

°Note that, after computing the temporal fundamental matrix un-
knowns, we can estimate per frame fundamental matrices by substituting
the time ¢.
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Figure 6. Set of actions used to test the proposed method. For each action, we display the first image
of the sequence along with the trajectories of the landmark points superimposed.
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Figure 7. Confusion matrices computed for three different methods. The clusters boundaries are
indicated by red lines. The dark color in small squares indicates high action similarity and the light
color indicates low similarity. (a) Proposed recognition method using dynamic epipolar geometry.
Note that, except for a few outliers, clusters are correctly found. (b) Static epipolar geometry, where
the similarity between the actions is computed using the condition number alone. (c) Static epipolar

geometry, where both the condition number and the symmetric epipolar distance are used.

small in size therefore even one pixel error in the location
of landmark points is intolerable.

In Fig. 7, we compare the performance of the proposed
action recognition approach (part (a))with the static epipo-
lar geometry based approaches (parts (b) and (c)). The
images show the confusion matrices for all three methods.
Two variants of static epipolar geometry based approaches
is shown. In part (b), we directly used the condition number
which was shown to be successful for the recognition task in
the previous approaches; in part (c), we show the results of
static epipolar geometry and employing the proposed simi-
larity metric. It is qualitatively evident from the figures that

the proposed approach correctly finds the action clusters.
4.2. Action Retrieval

The task in this experiment is to retrieve the occurrences
of a particular action in a long video. We used a long ten-
nis sequence, in which a tennis player is performing various
actions, such as forehand stroke, walking, etc. In particu-
lar, given exemplars of tennis stroke and walking actions,
we attempted to retrieve the occurrences of these exemplars
throughout the tennis video. In Fig. 8, we demonstrate the
performance both qualitatively and quantitatively. On the
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Figure 8. Quantitative and qualitative evaluation of the action retrieval application in a long tennis
sequence. The plot on the top shows the similarity metric computed for the walking action (red plot)
and the forehand stroke (blue plot) along with the ground truth data shown on the top of the plot. On
the bottom, we show the set of corresponding images of the retrieved actions.

top, we show the similarity metric along with the ground
truth marked as delta on the top of the plot. The blue plot
indicates the similarity of tennis stroke action and the red
plot indicates the similarity of walking action. On the bot-
tom of the figure, we show a set of corresponding images of
the retrieved actions. As it is clear from the figure there is
very obvious peak corresponding to the correct match.

5. Conclusion

We proposed a novel approach for recognition of human
actions in videos captured by moving cameras. Proposed
approach uses the geometry of dynamic scenes, which is
another contribution of this paper. The proposed approach
is demonstrated to perform robust recognition and retrieval
of actions in a number of challenging sequences, which con-
tain different views (moving camera) of the same action per-
formed by different actors in different environments.
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