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Abstract

In this paper, we address the problem of the scene clas-
sifications in feature films and propose a robust framework
for the stated problem. The framework utilizes the struc-
tural information of the movie scenes rather than analyzing
the global low level feature values. We propose and demon-
strate that the Finite State Machines (FSM) are suitable for
classifying the movie scenes into three categories: conver-
sation, explosion/gunfire and suspense. Three major char-
acteristics of motion pictures,motion, color andaudio, are
used in our approach. The transitions of the FSMs are de-
termined by the mid-level features of each shot in the scene.
Our FSMs have been experimented on a large set of data
with both positive and negative examples and produces im-
pressive results.

1. Introduction

With the tremendous growth of media documents ev-
ery year, finding efficient methods to understand and man-
age this vast amount of information becomes more and
more challenging and urgent. As an important element of
the entire entertainment industry, semantic labelling of fea-
ture films has attracted increasing attention from many re-
searchers in various fields. Applications for content-based
video annotation and retrieval have been developed at all
levels of the movie structure: shot level, scene level, and
movie level. A shot is a sequence of images that preserve
similar background settings. It is the basic element of a
movie. A scene consists of a set of continuous shots that
constitute a particular story. On the top level, a movie is
composed of a series of related scenes. For the movie au-
dience, shot level analysis is insufficient to understand the
video content. On the contrary, searching and returning an
entire target movie might be computational complex and
time consuming. To reach a reasonable balance between the
information sufficiency and the processing cost, the analysis
at scene level is more relevant. Furthermore, to accurately

and fully express the theme of the scene, motion, color, and
audio are the three major properties needed to be analyzed.

Currently, several works have been done on the topic of
conversational scene detection and analysis. In [6], shot
length and visual dynamic were considered in the process
of scene type analysis. In this approach, only the repeti-
tion of similar shots was employed. In [4], the author used
the pattern of the dialog shot. Color and audio informa-
tion was used in the system. However, neither of these ap-
proaches addressed the use and importance of motion fea-
tures in the scene. In [2], the author detected conversational
scenes from independent or dependent auditory streams.
The method involved some mid-level audio feature detec-
tors, e.g., a joint voice and speech detection application.
The system only utilized the audio cues of the video. The
visual information was not mentioned. In [3], the system
exploited the global structural information of a scene. They
built “shot sinks” to classify a scene into one of three sce-
narios, “two speaker dialog”, “multi-speaker dialog”, and
“others”. The overall structure was computed based on the
low level visual features of the shots in the scene.

In this paper, we present a new method for detecting con-
versational scenes in feature films. A Finite State Machine
(FSM) is developed and implemented to fulfill this task. All
three major properties,motion, color andaudio, are used to
build the system. The transitions are determined based on
the statistics of the features for each shot. The rest of this
paper is organized as follows: Section 2 describes the fea-
tures we used and the methods for extracting these features
from the videos. Section 3 demonstrates the structure and
the use of the Finite State Machine. Section 4 shows the
experimental results. Lastly, Section 5 concludes our work.

2. Feature Extraction

In this section, we present the features that are used in
our Finite State Machines. In movies, the scenes are com-
posed in accordance with the conventional film grammars.
For conversational scenes, they have the following pat-
terns: visual smoothness, medium audio energy and mul-



(a) Explosion Shot

Activity Intensity:
176.3032

(b) Chasing Shot

Activity Intensity:
72.6879

(c) Talking Shot

Activity Intensity:
1.8702

Figure 1. Three types of movie shots and their
activity intensity values. (a) An explosion
shot, (b) A car chasing shot, and (c) A talk-
ing shot. The left column are the key frames
of the shots. Their activity intensity values
are on the right.

tiple speakers. For each shot in the scene, we have two fea-
tures. Theactivity intensityfeature captures both the motion
smoothness and the audio intensity. Theface identityfea-
ture determines the membership of the speaker(s).

2.1. Activity Intensity (Γ)

In feature films, the camera motions are mainly either
translation or zoom. Camera roll and tilt are rare. There-
fore, we model the image-to-image global transformation
between frames by an affine matrix. Instead of using infor-
mation from every pixel, the motion field is computed based
on the 16x16 macro-blocks. For each macro-block[ x y ]T ,
its motion[ u v ]T is computed as
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The global translation is determined by vector[ b1 b2 ]T .
The magnitudem of the translation vector represents the
intensity of the motion, and the differenced between the
directions of the motion vectors in adjacent frames gives
the smoothness of the camera motion. Thus, an average
scaleλ = (m + κm) × (d + κd) over the entire shot can
capture both the intensity and the smoothness of the global
motion, whereκm andκd are positive constants to avoid the
multiplication of zero.

In conversation scenes, the local motion is not as signif-
icant as in other kinds of movie scenes. For example, in
the scenes involving fighting or explosions, the local mo-
tion intensity becomes a major characteristic. We compute
the local motion intensity as follows:

1. Estimate the affine motion parametersA from the
given motion fieldU .

2. Apply the global motion parameters to the grid of the
macro-blocks to establish a projected motion fieldU ′.

3. For each frame in the shot, compute the mean differ-
ence between the original motion fieldU and the pro-
jected motion fieldU ′.

4. Calculate the averageµ of the mean differences for the
entire shot.

Sound also plays an important role in the understand-
ing of scenes. Unlike the scenes that involve explosions,
collisions, or vehicle chases, the characters speak smoothly
and calmly in conversational settings. For each shot in the
scene, the mean audio energyθ is used.

Finally, we combine the three scales,λ, µ andθ, to form
the activity intensity scale,

Γ = λ× (µ + 1)× (θ + 1) (2)

Figure 1 shows the key frames and the activity intensity
values of the examples for three types of shots: (a) explo-
sion shot, (b) car chasing shot and (c) talking shot.

2.2. Face Identity

The presence of speakers constitutes the major part of
conversational scenes. We use the knowledge that at least
two speaking parties are needed to form a conversation. Be-
cause the speaking parties switch periodically, strong struc-
ture exists in conversations. Very commonly, these speaking
parties can be found by their faces. Therefore, the scenes
that contain few or no human faces are excluded. We detect
the speaking parties by clustering their faces into different
groups. The clustering process is described in the succeed-
ing paragraphs.

The middle frame of each shoti is selected as the key
frameki of that shot. The face detection program then is
applied to the key frameki. Due to the various image sizes
of different movies, the detection program is performed on
four levels of scales to the original image size, 50%, 100%,
200% and 400%. The bounding boxes of the detected faces
Fi = {f1

i , ..., fni
i } are returned. For every face patch, a 24-

bin RGB color histogram with 8-bin for each color channel
is computed. The similarityS(i, j) between two facial shots
i andj is the similarity between the setsFi andFj ,

S(i, j) = max(dist(fm
i , fn

j )) (3)

wherem = 1, 2, ..., ni, n = 1, 2, ..., nj , anddist(fm
i , fn

j )
is the histogram intersection between the image patches for
the facesfm

i andfn
j .
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Figure 2. Finite State Machine for Conversa-
tion Scene Detection. It consists of six states.

The cluster is initialized by including the first facial shot
to the empty set. For each new facial shoti, we find its
membership with all the previous established clusters. The
similarity L(i, k) between the shoti and the clusterk is
determined by:

L(i, k) = max(S(i, j)) (4)

wherej is the index of the shot in clusterk. The cluster
that provides the maximum similarity score is declared as
the group that the new shot belongs. However, if the score
is below the threshold, a new cluster is constructed. This
process is performed in real-time.

3. Finite State Machine (FSM)

We have built a deterministic Finite State Machine
(FSM) (Figure 2) for detecting the conversation scenes. Our
FSM consists of six states: “Start”, “ Primary Speaker”,
“Secondary Speaker”, “ Others”, “ Reject” and “Accept”.
The state “Primary Speaker” is represented by the largest
cluster, and the “Secondary Speaker” is represented by the
second largest cluster. The transitions are determined based
on the feature values of the shots in the scene. If the state
is “Accept” at the end of the process, then the testing scene
is declared as a “Conversation” scene. Otherwise, it is de-
clared as a “Non-Conversation” scene.

The formal definition of the Finite State Machine (FSM)
A is expressed by,

A = (Q, Σ, σ, q0, F ) (5)

In this formulation,Q is the set of the states, whereQ =
{“Start”, “PrimarySpeaker”, “SecondarySpeaker”,
“Others”, “Reject”, “Accept”}. q0 is the set of starting
states, and in our FSM,q0 = {“Start”}. F is the set of
accepting states, andF = {“Accept”}. Σ is the range of
the feature values.

The set of the transitions is denoted byσ. σ =
{ε, a, b, c, d, e, f, g, h, k,m, n, p, q, r, s}. The transition
matrix forσ is shown in Table 1.

σ S Pri Sec O R A

S - a - b - -
Pri - - c e g -
Sec - d - h n p
O - f k r m -
R - - - - s -
A - - - - - q

Table 1. Transition Matrix for σ. The column
states are the “From” states, while the row
states are the “To” states. Any entry that is
not a “-” indicates a transition from one state
to another.

The transition conditions are defined as follows:

• “a” - The first shot in the scene is a facial shot with low
activity intensity. The transition transforms the state to
“Primary Speaker”.

• “b” - The first shot in the scene is a non-facial shot
with low activity intensity. The transition transforms
the state to “Others”.

• “d” and “f” - The new shot is a facial shot with low
activity intensity, and it belongs to the largest clus-
ter. The transitions transform the state to “Primary
Speaker”.

• “c” and “k” - The new shot is a facial shot with low
activity intensity, and it belongs to the second largest
cluster. The transitions transform the state to “Sec-
ondary Speaker”.

• “e”, ‘h” and “r” - The new shot is a non-facial shot
with low activity intensity. Or, the new shot is a facial
shot with low activity intensity but belongs to neither
the largest cluster nor the second largest cluster. The
transitions transform the state to “Others”.

• “g”, ‘n” and “m” - The new shot has high activity in-
tensity. The transitions transform the state to “Reject”.

• “p” - The new shot is a facial shot with low activ-
ity key. It completes the accepting requirement of the
FSM. The transition transforms the state to “Accept”.

• “q” - For any new shot, this transition loops at the state
“Accept”.

• “s” - For any new shot, this transition loops at the state
“Reject”.
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4. Experimental Results

We have run the finite state machine on over 50 movie
clips. These clips are selected from 7 movies, 2 Television
talk shows (Larry King Live), and 2 Television news pro-
gram (CNN Headline News). The movies cover almost all
the genres of feature films, horror, drama, action, etc. The
testing data set contains two portions: positive (conversa-
tion) clips and negative (non-conversation) clips. There are
20∼ 30 shots in each scene. To obtain the ground truth, four
observers were asked to watch these clips and decide if they
are conversational or non-conversational. Figure 3 shows
four example testing clips with the key frames of the shots
in the scene.

Two kinds of the accuracy scales were computed for each
of the positive and negative testing sets: precision and re-
call. They are defined as,

Ppos =
Mpos

Dpos
, Rpos =

Mpos

Gpos
(6)

and

Pneg =
Mneg

Dneg
, Rneg =

Mneg

Gneg
(7)

wherePpos, Rpos, Pneg andRneg are the precision and re-
call for positive and negative testing sets, respectively.Gpos

andGneg are the sizes of the ground truth positive set and
the negative set.Dpos andDneg are the sizes of the detected
positive and negative sets.Mpos andMneg are the numbers
of the matched positive and negative movie clips.

There were 27 conversational scenes in the testing set.
We achieved96.2% precision and92.6% recall. For the
other 25 non-conversational scenes, the precision is92.0%,
and the recall is95.9%. The accuracy scales demonstrate
that the Finite State Machine can robustly detect the con-
versations from given movie scenes based on the proposed
features. The scales are shown in Table 2.

5. Conclusions

In this paper, we have presented a new method for de-
tecting conversational scenes in feature films by using a De-
terministic Finite State Machine (FSM). The FSM consists
of six states and the corresponding transitions between the
states. We propose two features, the activity intensity and
the face identity. The activity intensity provides the motion
properties and the audio intensity of the shots in the scene.
The face identity provides the speaker’s membership. The
transitions of FSM are determined by the instant feature val-
ues of the shots in the scene. We have tested the FSM on
over 50 movie clips. The precision and recall for both posi-
tive and negative examples are high.

(a) Fighting Scene: Terminator II

(b) Conversational Scene: Dr. No - 007

(c) Television News: CNN Headline News – April 21, 1 998

(d) Television Show: Larry King Live, interview wit h Nelson Mandela

Figure 3. Four Example Testing Clips. The
first six key frames are displayed.

Positive Set Negative Set

Precision 96.2% 92.0%
Recall 92.6% 95.9%

Table 2. Precision and recall for both positive
and negative testing sets.

Since this approach incorporates the temporal structural
information of the video clips, it is reasonable and feasi-
ble to expand it for the detection of other types of movie
scenes, which also present the temporal structures. We also
experimented our methods on “Explosion” and “Suspense”
scenes, and the results are promising.
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