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Abstract

The increasing complexity of machine learning (ML) models and ML-specific hardware architectures

makes it increasingly challenging to build efficient and scalable ML systems. Today’s ML systems

heavily rely on human effort to optimize the deployment of ML models on modern hardware platforms,

which requires a tremendous amount of engineering effort but only provides suboptimal runtime

performance. Moreover, the rapid evolution of ML models and ML-specific hardware makes it

infeasible to manually optimize performance for all model and hardware combinations.

In this dissertation, we propose a search-based methodology to build performant ML systems

by automatically discovering performance optimizations for ML computations. Instead of only

considering the limited set of manually designed performance optimizations in current ML systems,

our approach introduces a significantly more comprehensive search space of possible strategies to

optimize the deployment of an ML model on a hardware platform. In addition, we design efficient

search algorithms to explore the search space and discover highly-optimized strategies. The search

is guided by a cost model for evaluating the performance of different strategies. We also propose a

number of techniques to accelerate the search procedure by leveraging the topology of the search

space.

This dissertation presents three ML systems that apply this methodology to optimize different tasks

in ML deployment. Compared to current ML systems relying on manually designed optimizations,

our ML systems enable better runtime performance by automatically discovering novel performance

optimizations that are missing in current ML systems. Moreover, the performance improvement is

achieved with less engineering effort, since the code needed for discovering these optimizations is

much less than manual implementation of these optimizations.

First, we developed TASO, the first ML graph optimizer that automatically generates graph

optimizations. TASO formally verifies the correctness of the generated graph optimizations using an

automated theorem prover, and uses cost-based backtracking search to discover how to apply the

verified optimizations. In addition to improving runtime performance and reducing engineering effort,

TASO also provides correctness guarantees using formal methods.

Second, to generalize and go beyond today’s manually designed parallelization strategies for

distributed ML computations, we introduce the SOAP search space, which contains a comprehensive
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set of possible strategies to parallelize ML computations by identifying parallelization opportunities

across different Samples, Operators, Attributes, and Parameters. We developed FlexFlow, a deep

learning engine that automatically searches over strategies in the SOAP search space. FlexFlow

includes a novel execution simulator to evaluate the runtime performance of different strategies, and

uses a Markov Chain Monte Carlo (MCMC) search algorithm to find performant strategies. FlexFlow

discovers strategies that significantly outperform existing strategies, while requiring no manual effort

during the search procedure.

Finally, we developed Roc, which automates data placement optimizations and minimizes data

transfers in the memory hierarchy for large-scale graph neural network (GNN) computations. Roc

formulates the task of optimizing data placement as a cost minimization problem and uses a dynamic

programming algorithm to discover a globally optimal data management plan that minimizes data

transfers between memories.
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Chapter 1

Introduction

Machine learning (ML) techniques, especially recent advances in deep neural network (DNN) ar-

chitectures, have surpassed human-level predictive performance in a variety of real-world tasks,

including image classification [51, 39], face recognition [53], language modeling [28, 87], and game

playing [74]. This success is enabled by the recent development of ML systems that provide high-level

programming interfaces for programmers to easily prototype different ML models on modern hardware

platforms. However, the rapid advance in ML models and ML-specific hardware architectures makes

it increasingly challenging to build efficient and scalable ML systems.

Today’s ML systems, especially deep learning frameworks such as TensorFlow [11], PyTorch [70],

MXNet [18], and Caffe2 [16], heavily rely on human effort to manually optimize the deployment of ML

models on specific hardware platforms, a common problem in building performant domain-specific

systems. However, unlike conventional application domains, ML deployment requires addressing

significantly higher complexity and diversity in both models and hardware architectures, making it

infeasible to manually optimize performance for all model and hardware combinations. Moreover,

these manually designed performance optimizations are very time-consuming to conceive, design,

and implement, but the rapid evolution of ML algorithms requires quick deployment of emerging ML

models.

Because of the increasing complexity of today’s ML models and hardware architectures, there

are many possible strategies to optimize the deployment of an ML model on a hardware platform,

and optimized strategies depend on both the models and the hardware. Instead of only considering

the limited set of manually designed performance optimizations in existing ML systems, in this

dissertation, we propose a search-based methodology that explores a significantly larger and more

comprehensive search space of possible strategies and automatically discovers highly optimized

solutions.

1
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Figure 1.1: An overview of ML system architecture. Existing ML systems rely on manually designed
optimizations, including rule-based graph rewrites for graph optimizations, data and model parallelism
for parallelization optimizations, and requiring users to manually specify the data placement for
intermediate tensors. This dissertation introduces a search-based methodology to automatically
discover performance optimizations for ML computation.

1.1 Machine Learning Systems

An ML system deploys the mathematical computation defined in an ML model on a given hardware

platform, as shown in Figure 1.1. An ML model is defined as a computation graph, where a node is a

tensor algebra operator (e.g., matrix multiplication, convolution, etc.), and an edge is a tensor (i.e.,

an n-dimensional array).

To optimize ML computations, today’s ML systems generally perform a sequence of performance

optimizations shown in the yellow dotted box in Figure 1.1. First, for an input ML model described

as a computation graph, an ML system performs graph-level transformations to produce a mathe-

matically equivalent computation graph with improved runtime performance. Second, parallelization

optimizations improve the parallelization performance of an ML model on a distributed heterogeneous

hardware platform. Finally, for ML computations on each individual device, an ML system performs

data placement optimizations on intermediate tensors (shown as the red directed edges in Figure 1.1)

to improve data locality while minimizing data transfers in the memory hierarchy.

Today’s ML systems (e.g., TensorFlow and PyTorch) heavily rely on human effort to manually

design and implement performance optimizations for different tasks in ML deployment. For example,

current systems optimize a computation graph by applying graph transformations that are manually

designed by human experts. As another example, to parallelize ML training across multiple devices,

existing systems use manually designed strategies, such as data and model parallelism [51, 27]. To

optimize data placement on individual devices, these systems rely on programmers to manually
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Figure 1.2: Memory hierarchy of a typical GPU cluster.

specify the data placement for the input and output tensors of each operator. Section 1.2 lists the

main limitations of current ML system design and the key challenges of building efficient and scalable

ML systems.

1.2 Challenges of Building ML Systems

Massively parallelizable computation. Tensor algebra operators can be parallelized in many

dimensions. For example, Equation (1.1) shows the mathematical definition of convolution, where

input, output, and weight denote the input, output, and weight tensors, respectively.

∀n∀c∀h∀woutput(n, c, h, w) =
∑
k

∑
x

∑
y

input(n, k, h+ x,w + y) ∗ weight(c, k, x, y) (1.1)

The computation of a convolution can be parallelized in any combination of the four output dimensions

(i.e., n, c, h, w), since the computation of o(n, c, h, w) does not depend on any other elements in

the output tensor. Meanwhile, previous work [44] shows that using different combinations of these

dimensions to parallelize an operator may result in very different computation performance and

communication patterns. This example demonstrates the parallelizable dimensions for a single ML

operator. Moreover, the potential parallelization opportunities across multiple operators within an

ML model adds another level of expressivity and complexity.

Heterogeneous hardware. The emergence of heterogeneous hardware architectures also signifi-

cantly increases the complexity and difficulty of building ML systems. ML hardware is becoming more

diverse and specialized, ranging from traditional CPUs and GPUs to newly introduced AI-specific

hardware, such as TPUs [47]. These diverse processors are often combined into even more complex

parallel machines to provide additional performance speedups to meet the increasing computational
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System Task Phase 1: Search Space Phase 2: Search Algorithm

TASO
Graph-level Automated generation Cost-based backtracking

optimizations of graph substitutions search

FlexFlow
Parallelization

The SOAP search space
Markov Chain Monte Carlo

optimizations (MCMC) search

Roc
Data placement Valid data placement

Dynamic programming
optimizations plans

Table 1.1: A search-based methodology for automatically discovering ML optimizations.

requirements of today’s ML algorithms.

Hardware accelerators introduce heterogeneity not only in kinds of processors but also in kinds

of memory. Figure 1.2 shows the memory hierarchy of typical multi-GPU nodes, each of which

consists of a host (CPUs) and several GPU devices connected by PCI-e or NVLink [10]. In addition

to the device memories attached to each processor (i.e., DRAM and GPU device/shared memory),

today’s heterogeneous machines also have a block of memory to facilitate direct access by hardware

for optimizing data movement. For example, zero-copy and RDMA-able memory is a part of DRAM

with direct GPU and network interface card (NIC) access, respectively.

Current ML systems require users to explicitly manage the assignment of operators to processors

and the placement of intermediate tensors in memory. It generally requires a tremendous amount of

time and effort to manually design performance optimizations for a given heterogeneous machine.

However, these optimizations cannot easily generalize to other machines, which requires additional

human effort to manually design machine-specific optimizations.

New ML operators. Today’s manually designed ML optimizations require significant engineering

effort. The engineering problem is aggravated by the fact that new operators are continuously

introduced; for example, recent work has proposed depth-wise, grouped, and transposed convolutions

for different image classification tasks [41, 88, 29]. While existing ML systems include a number of

optimizations for ordinary convolution (e.g., fusing a convolution with different types of operators),

supporting each new convolution variant still requires considerable human effort, as each has slightly

different semantics, which prevents current ML systems from directly applying optimizations designed

for ordinary convolution.

Moreover, manually designing and implementing performance optimizations for new operators is

error-prone, and a bug in an optimization can lead to reduced performance [2] or incorrect results [6].

1.3 Approach: Automated Discovery of ML Optimizations

Instead of only considering the limited set of manually designed performance optimizations in existing

ML systems, we propose a search-based methodology that explores a significantly larger and more
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comprehensive search space of possible strategies and automatically discovers highly optimized

solutions. The search-based methodology includes two phases as shown in Table 1.1. First, we

define a search space of possible strategies for a given ML deployment task. The search space can be

manually defined by leveraging domain-specific knowledge (as we will show in FlexFlow and Roc)

or automatically generated (as we will show in TASO). Second, we design a search algorithm to

efficiently explore the search space and discover highly-optimized strategies. The search is guided by

a cost model for evaluating the runtime performance of different strategies in the search space. We

use different algorithms to accelerate the search procedure by leveraging the topology of the search

space.

This dissertation presents three ML systems that apply this methodology to optimize different

tasks in ML deployment.

TASO. Instead of relying on manually designed graph transformations for optimizing ML compu-

tation graphs, we propose TASO, the first ML graph optimizer that automatically generates graph

optimizations. For each hardware backend, TASO generates potential graph optimizations using the

supported operators as basic building blocks, and formally verifies the correctness of these graph

optimizations using an automated theorem prover. TASO uses a cost-based backtracking search

algorithm to discover how to apply the verified optimizations on an input computation graph to

obtain an optimized graph, resulting in less engineering effort, better runtime performance, and

stronger correctness guarantees.

FlexFlow. To generalize and go beyond today’s manually designed parallelization strategies (e.g.,

data and model parallelism) for distributed ML training, we introduce the SOAP search space, which

contains a comprehensive set of possible parallelization strategies. The SOAP search space identifies

four parallelizable dimensions and captures potential parallelization opportunities across different

Samples, Operators, Attributes, and Parameters. A key property of the SOAP search space is that

all strategies perform the same computation defined by the ML model and therefore maintain the

same model accuracy by design. FlexFlow is a deep learning engine that automatically searches over

parallelization strategies in the SOAP search space. FlexFlow includes a novel execution simulator

to evaluate the runtime performance of different strategies, and uses a Markov Chain Monte Carlo

(MCMC) search algorithm to discover high performance strategies Compared to existing manually

designed parallelization strategies, FlexFlow largely improves training throughput and scalability,

while requiring no manual effort during the search procedure.

Roc. To automate data placement optimizations and minimize data transfers in the memory

hierarchy, Roc formulates the task of optimizing data placement as a cost minimization problem

and discovers data placement plans that minimize data transfer cost. To optimize data placement for

a given hardware device (e.g., a GPU), Roc considers the search space of all valid data placement
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plans that satisfy memory capacity requirements, and uses a dynamic programming algorithm to

explore the search space and discover a globally optimal data management plan that minimizes data

transfers in the memory hierarchy.

1.4 Discussion

This dissertation is partially motivated by a long-term trend in modern hardware architectures —

hardware is becoming more diverse and heterogeneous. This increasing diversity and heterogeneity

of hardware is not temporary but an essential shift driven by the need to address the increasing

computational requirement within a fixed power budget. The traditional approach to harness a new

hardware platform is to manually design monolithic optimizing compilers that perform end-to-end

optimizations from high-level programming languages to instruction set supported by the hardware

platform. This approach requires a tremendous amount of time and engineering effort to manually

design and implement performance optimizations, and cannot directly target heterogeneous parallel

machines with a mixture of diverse hardware devices. Therefore, it is becoming a necessity to

develop automated mechanisms to address the increasing diversity and heterogeneity of hardware

architectures.

Although the search-based methodology proposed in this dissertation was designed to automate

the discovery of ML optimizations, we believe many of these techniques can be generalized beyond

ML applications. To apply the search-based methodology to other application domains, one key

challenge is designing the right programming abstractions that allow domain-specific compilers

to generate a comprehensive search space of optimizations and quickly search over the space of

potential optimizations to discover performant programs. We believe our automated approach

provides a promising alternative for designing future compilers targeting new hardware backend and

heterogeneous machines.

1.5 Roadmap

The rest of the dissertation is organized as follows. Chapter 2 presents TASO for automatically

discovering computation graph optimizations. Chapter 3 describes FlexFlow, which automatically

searches for fast parallelization strategies for distributed ML training. Chapter 4 introduces Roc,

which automates data placement optimizations. Finally, we conclude in Chapter 5.



Chapter 2

Automated Discovery of Graph

Optimizations

Existing ML systems optimize the computation graph of an ML model by applying graph transfor-

mations manually designed by human experts. This approach misses possible graph optimizations

and is difficult to scale, as new ML operators are introduced on a regular basis.

In this chapter, we present TASO, the first ML computation graph optimizer that automatically

generates graph substitutions. TASO takes as input a list of operator specifications and generates

candidate substitutions using the given operators as basic building blocks. All generated substitutions

are formally verified against the operator specifications using an automated theorem prover. To

optimize a given computation graph, TASO performs a cost-based backtracking search, applying the

substitutions to find an optimized graph, which can be directly used by existing ML systems.

Our evaluation on real-world ML architectures shows that TASO significantly outperforms existing

computation graph optimizers, while requiring much less human effort.

2.1 Motivation

Current ML systems optimize a computation graph by applying graph substitutions that are

manually designed by domain experts, as depicted in Figure 2.1a. For example, TensorFlow, PyTorch,

TensorRT, and TVM use a greedy rule-based optimization strategy and directly perform all applicable

substitutions (i.e., rules) on an input computation graph [11, 70, 80, 19]. Although manually designed

substitutions improve the performance of ML computations, they fall short in several respects.

Maintainability. Hand-written graph substitutions require significant engineering effort. For

example, TensorFlow r1.14 includes 155 substitutions implemented in approximately 53K lines of

7
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Figure 2.1: Comparing computation graph optimization in existing DNN frameworks with TASO.

C++ code. The maintenance problem is aggravated by the fact that new operators are continuously

introduced; for example, recent work has proposed depth-wise [41], grouped [88], and transposed

convolutions [29] for different image classification tasks. TensorFlow r1.14 currently includes 17

graph substitutions (written in 4K lines of code) to optimize ordinary convolution (e.g., fusing it

with different types of operators). With the existing approach, supporting each new convolution

variant would require a similar implementation effort, as each has slightly different semantics and

cannot be directly optimized using existing substitutions.

Data layout. Tensor data can be stored in memory in various layouts, and this choice has a high

impact on runtime performance. The best layout depends on both the operator and the hardware.

For example, on a P100 GPU, convolution performs best with row-major layout (i.e., the inner-most

dimension is contiguously stored), while matrix multiplication performs best with column-major
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layout (i.e., the outer-most dimension is contiguously stored). On a Tesla V100 GPU with tensor

cores [7] supporting 4×4 matrix operations, optimal performance may require tiling tensors into

4×4 chunks. However, considering layout transformations together with graph substitutions adds

another level of complexity. For example, a graph substitution may only improve performance if it is

combined with a particular layout transformation (see Section 2.9.5). Current frameworks avoid this

complexity by treating data layout and graph substitution as separate optimization problems and

solve them sequentially [19, 62], as shown in Figure 2.1a, but this separation misses many possible

optimization opportunities.

Correctness. Hand-written graph substitutions are error-prone, and a bug in graph substitutions

can lead to incorrect computation graphs [6, 2]. The same issue arises in compiler optimization,

where an incorrect optimization leads to incorrect programs. In the compiler literature, significant

effort has been devoted to formally verifying optimizations [14, 69, 67, 54, 79, 73, 22, 25]. However, to

the best of our knowledge, such techniques have not been applied to graph substitution optimizations

performed by DNN frameworks.

2.2 The Approach

Figure 2.1b shows an overview of TASO (Tensor Algebra SuperOptimizer), which differs from existing

frameworks in three aspects. First, TASO only requires operator definitions and specifications,

and automatically generates graph substitutions, reducing manual effort. Second, TASO employs

formal verification to ensure correctness of the generated graph substitutions. Finally, TASO jointly

optimizes graph substitutions and data layout transformations, achieving significantly better runtime

performance.

Generating substitutions. TASO’s graph substitution generator enumerates all possible com-

putation graphs over a given set of DNN operators (e.g., the cuDNN kernels [21]) up to a fixed

size k (i.e., all computation graphs with at most k nodes), and executes them on a set of random

input tensors. Any pair of computation graphs that have identical results on the random inputs are

considered as a candidate substitution. To efficiently find all such pairs, TASO constructs a hash

table where computation graphs are stored based on the hash of their outputs for the random inputs.

Formal verification. TASO’s graph substitution verifier is used to ensure correctness of the

generated graph substitutions, relying on user provided operator properties. Operator properties

capture mathematical properties of operators, e.g., linearity of convolution. The full list of 43 operator

properties we used appears in Table 2.2. As our evaluation shows, a small set of properties for each

operator suffices to prove the correctness of complex substitutions.
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Formally, we model tensor operators using a symbolic representation based on first-order logic

that is agnostic to the size of the underlying tensors, and can succinctly express operator properties.

The verifier uses the specified properties to check the correctness of all generated graph substitutions

using an automated theorem prover.

We also present a methodology for developing operator properties, which assists the developer in

two ways: (1) discovery of required properties is guided by the graph substitution generator, and (2)

operator properties are subject to further validation using symbolic execution on tensors of small

sizes. During the development process, we found that the our verification methodology uncovered

several bugs, both in the operator specifications and in the implementation of the graph substitution

generator.

Joint optimization. TASO jointly optimizes graph substitutions and data layout transformations

by integrating them into a common representation. TASO explores the search space of potential

graph substitutions and layout transformations, and uses a cost-based backtracking search algorithm to

discover high-performance computation graphs. During the search, TASO measures the performance

of a proposed DNN operator with a specific proposed data layout on the hardware. These individual

measurements are used to predict the performance of an entire computation graph with specific data

layouts.

Evaluation. We evaluate TASO on five real-world DNN architectures. For widely used DNNs

optimized by existing frameworks, such as ResNet-50 [39], TASO matches the performance of these

frameworks with hand-written rules by using operator definitions and a total of 1,400 lines of operator

specifications.

For ResNeXt-50 [88], NasRNN [94], NasNet-A [95], and BERT [28], TASO produces computation

graphs up to 2.8× faster than state-of-the-art frameworks by automatically discovering novel graph

substitutions to optimize these architectures. Compared to separately optimizing graph substitutions

and data layout, we show that the joint optimization can further improve performance by 1.2×. In

all experiments, TASO discovered an optimized graph in less than ten minutes, making it feasible to

use when optimizing a DNN architecture before large-scale deployment.

2.3 Graph Substitution Generator

This section describes the TASO substitution generator that automatically generates potential

substitutions given a list of primitive operators. The generation algorithm finds all valid substitutions

up to a certain size.

To find all potential substitutions, a straightforward approach is to test all pairs of graphs for

equivalence, which requires a quadratic number of tests between graphs. We adopt an idea from

compiler superoptimization [14] and compute a fingerprint for each graph, which is a hash of the
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Figure 2.2: Graph substitution examples.

graph outputs on some specific inputs. Two graphs are certainly not equivalent if they have different

fingerprints, and so by only comparing graphs with the same fingerprint, TASO significantly reduces

the number of equivalence tests. In the experiments, we observe that all graphs with the same

fingerprint are verified equivalent by TASO.

2.3.1 Graph Substitution Definition

A graph substitution consists of three components: (1) a source graph that is matched to subgraphs

in a computation graph; (2) a target graph1 that defines a functionally equivalent new subgraph

to replace the matched subgraph; and (3) a mapping relation between input/output tensors in the

source and target graphs. Figure 2.2a shows an example graph substitution using the associativity of

matrix multiplication. Figure 2.2b fuses two matrix multiplications into one using concatenation and

split along the row dimension. A, B, C, X, and Y identify the mapping between input and output

tensors in the substitution.

A graph substitution is specified independently of the concrete tensor shapes. For example, the

substitutions of Figure 2.2 can be applied to tensors A,B, and C of any concrete shape. Some

1In some of the superoptimization literature, what we call the source is called the target, and what we call the
target is called the rewrite.



CHAPTER 2. AUTOMATED DISCOVERY OF GRAPH OPTIMIZATIONS 12

concat

matmul split

A

B

C

X

Y

{	SA

SB

[0, SA)

[0, SB)

[0, SA+SB)

[0, SA) [SA, SA+SB)
matmul

matmul

A

B

C

X

Y

[0, SA)

[0, SB)

[0, SA)

[0, SB)
[0, SA)

[0, SB)

[0, SA+SB)

[0, SA) [SA, SA+SB)
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operators also depend on configuration parameters to determine the behavior of the operator. For

example, the parameters of convolution determine the strides, padding, and activation (e.g., applying

the relu function [64] as part of convolution); and the parameters of split or concatenation determine

the axis along which to apply the operator.

Concatenation and split operators. Concatenation and split operators are commonly used in

fusing operators with shared inputs, as illustrated in Figure 2.2b. A split operator partitions a

tensor into two disjoint sub-tensors along a dimension determined by its parameter. This presents a

complication, as the split point cannot be inferred from the input tensors or the parameter. To solve

this problem, we observe that a split operator always partitions a tensor at previous concatenation

points to “undo” the most recent concatenation operator. We use this fact to define a suitable

semantics for the split operator.

Formally, we maintain a split tree for each dimension of a tensor to track the concatenation

history. Figure 2.3 shows the split trees of the row dimension for all tensors in Figure 2.2b. The split

trees allow the substitution to recover the split point without introducing any additional parameters.

Our approach also supports multi-way concatenation and split by nesting of concatenation and split

operators.

2.3.2 Generation Algorithm

For a given set of operator specifications, TASO generates potential graph substitutions in two steps,

as shown in Algorithm 1.

Step 1: Enumerating potential graphs and collecting their fingerprints. TASO first

enumerates all potential graphs up to a certain size for a given set of operators. To construct a graph,

TASO iteratively adds an operator in the current graph by enumerating the type of the operator

and the input tensors to the operator. The input tensors can be initial input tensors to the graph
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Algorithm 1 Graph substitution generation algorithm.

1: Input: A set of operators P, and a set of input tensors I.
2: Output: Candidate graph substitutions S.
3:

4: // Step 1: enumerating potential graphs.
5: D = {} // D is a graph hash table indexed by their fingerprints.
6: Build(1, ∅, I)
7: function Build(n, G, I)
8: if G contains duplicated computation then
9: return

10: end if
11: D = D + (FingerPrint(G),G)
12: if n < threshold then
13: for op ∈ P do
14: for i ∈ I and i is a valid input to op do
15: Add operator op into graph G.
16: Add the output tensors of op into I.
17: Build(n+ 1, G, I)
18: Remove operator op from G.
19: Remove the output tensors of op from I.
20: end for
21: end for
22: end if
23: end function
24:

25: // Step 2: testing graphs with identical fingerprint.
26: S = {}
27: for G1,G2 ∈ D with the same FingerPrint(·) do
28: if G1 and G2 are equivalent for all test cases then
29: S = S + (G1,G2)
30: end if
31: end for
32: return S

(e.g., A, B, and C in Figure 2.2) or the output tensors of previous operators (e.g., the output of the

matmul and concat operators in Figure 2.2).

Algorithm 1 (line 7-23) shows a depth-first search algorithm for constructing all acyclic computation

graphs that do not contain duplicated computation. We say a graph contains duplicated computation

if it has two operators performing the same computation on the same input tensors. The generator

ignores such graphs as substitutions containing duplicated computation can be subsumed by more

general substitutions (see Section 2.5).

For each graph, we collect its fingerprint, which is a hash of the output tensors obtained by

evaluating the graph on some input tensors. TASO uses both randomly initialized tensors and a

number of constants as inputs to allow finding substitutions involving constant tensors, such as

the identity matrix (see examples in Section 2.9.3). To avoid floating-point errors in computing a

fingerprint, all tensors are represented with integers, following the method introduced in [86].
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Since a graph can have an arbitrary number of output tensors, the hash function must ensure

the fingerprint is independent of any permutation of the output tensors. To guarantee this property,

TASO employs a two-step hash function to compute fingerprints as follows.

FingerPrint(G) = hash2 ({hash1(ti) | i ∈ Outputs(G)}) (2.1)

where ti are the output tensors of graph G; hash1 takes as arguments the states and content of an

output tensor, including the size, shape, and content of the tensor, and hash2 is a symmetric hash

function applied to an unordered set of hash values.

Step 2: Testing graphs with identical fingerprints. For graphs with the same fingerprint,

TASO further examines their equivalence on a set of test cases. Similar to collecting fingerprints,

each test case contains a set of randomized input tensors, and two graphs pass if they produce

equivalent output tensors for all test cases. Unlike the fingerprints, these tests use floating point

numbers ranging between −1 and 1, and classify two output tensors as equivalent if their outputs

differ by no more than a small threshold value, which is 10−5 in the evaluation. For this threshold,

we observed no differences from the integer tests. However, it is possible to use a smaller threshold

to filter out substitutions that are valid for real numbers but result in floating point errors.

Each pair of graphs passing the random testing becomes a candidate graph substitution, and

the mapping relation between the input/output tensors in the graph pair can be automatically

inferred from the test cases. All candidate graph substitutions are then sent to the substitution

verifier to check their correctness (Section 2.4), and later pruned to eliminate redundant substitutions

(Section 2.5).

It is worth noting that prior work [14] reported false positives in using random testing to examine

code transformations in compiler superoptimization. They observed that a number of incorrect code

transformations passed a set of test cases. We have not observed any false positive cases in all the

experiments. We use a single test case to examine all graph pairs with the same fingerprint, and all

substitutions passing the test case are correct and verified by the substitution verifier. This is likely

due to the high arithmetic density of DNN operators and the lack of branching (if statements) in

computation graphs. As a reference, [36] shows that for programs with only linear operators, the

probability that two nonequivalent programs produce identical output on a random input is at most
1
d , where d is the number of possible values for a variable (i.e., d = 232 in TASO).

2.4 Graph Substitution Verifier

The key idea behind our approach to formally verifying substitutions is to use a small set of operator

properties expressed in first-order logic. These properties are manually written and reviewed, and

are further validated by symbolically executing operators on tensors of small sizes and confirming

that the operator properties are satisfied for these tensor sizes. In practice, the discovery of operator
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Table 2.1: Tensor operators and constant tensors included in TASO. Similar to existing DNN
frameworks [11, 70], pooling and convolution operators support different strides and padding modes
(i.e., Psame and Pvalid); convolution supports different activation functions (i.e., Anone and Arelu).
Section 2.8 provides more details on the usage of the constants.

Name Description Parameters
Tensor Operators

ewadd Element-wise addition
ewmul Element-wise multiplication
smul Scalar multiplication
transpose Transpose
matmul Batch matrix multiplication#

conv Grouped convolution% stride, padding, activation
enlarge Pad conv. kernel with zeros† kernel size
relu Relu operator
poolavg Average pooling kernel size, stride, padding

poolmax Max pooling kernel size, stride, padding
concat Concatenation of two tensors concatenation axis
split{0,1} Split into two tensors split axis

Constant Tensors
Cpool Average pooling constant kernel size
Iconv Convolution id. kernel kernel size
Imatmul Matrix multiplication id.
Iewmul Tensor with 1 entries
# Normal matrix multiplication is considered as batch size equals 1.
% Normal and depth-wise conv. are special cases of grouped conv.
† Increase the size of a conv. kernel, restricted to operate on input tensors.
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Table 2.2: Operator properties used for verification. The operators are defined in Section 2.4, and
the properties are grouped by the operators they involve. Logical variables w, x, y, and z are of type
tensor, and variables a, c, k, p, and s are of type parameter. The variable a is used for the axis of
concatenation and split, c for the activation mode of convolution, k for the kernel shape of pooling, p
for the padding mode of convolution and pooling, and s for the strides of convolution and pooling.

Operator Property Comment
∀x, y, z. ewadd(x, ewadd(y, z)) = ewadd(ewadd(x, y), z) ewadd is associative
∀x, y. ewadd(x, y) = ewadd(y, x) ewadd is commutative
∀x, y, z. ewmul(x, ewmul(y, z)) = ewmul(ewmul(x, y), z) ewmul is associative
∀x, y. ewmul(x, y) = ewmul(y, x) ewmul is commutative
∀x, y, z. ewmul(ewadd(x, y), z) = ewadd(ewmul(x, z), ewmul(y, z)) distributivity
∀x, y, w. smul(smul(x, y), w) = smul(x, smul(y, w)) smul is associative
∀x, y, w. smul(ewadd(x, y), w) = ewadd(smul(x,w), smul(y, w)) distributivity
∀x, y, w. smul(ewmul(x, y), w) = ewmul(x, smul(y, w)) operator commutativity
∀x. transpose(transpose(x)) = x transpose is its inverse
∀x, y. transpose(ewadd(x, y)) = ewadd(transpose(x), transpose(y)) operator commutativity
∀x, y. transpose(ewmul(x, y)) = ewmul(transpose(x), transpose(y)) operator commutativity
∀x,w. smul(transpose(x), w) = transpose(smul(x,w)) operator commutativity
∀x, y, z. matmul(x, matmul(y, z)) = matmul(matmul(x, y), z) matmul is associative
∀x, y, w. smul(matmul(x, y), w) = matmul(x, smul(y, w)) matmul is linear
∀x, y, z. matmul(x, ewadd(y, z)) = ewadd(matmul(x, y), matmul(x, z)) matmul is linear
∀x, y. transpose(matmul(x, y)) = matmul(transpose(y), transpose(x)) matmul and transpose

∀s, p, c, x, y, w. conv(s, p, c, smul(x,w), y) = conv(s, p, c, x, smul(y, w)) conv is bilinear
∀s, p, x, y, w. smul(conv(s, p, Anone, x, y), w) = conv(s, p, Anone, smul(x,w), y) conv is bilinear
∀s, p, x, y, z. conv(s, p, Anone, x, ewadd(y, z)) = ewadd(conv(s, p, Anone, x, y), conv(s, p, Anone, x, z)) conv is bilinear
∀s, p, x, y, z. conv(s, p, Anone, ewadd(x, y), z) = ewadd(conv(s, p, Anone, x, z), conv(s, p, Anone, y, z)) conv is bilinear
∀s, c, k, x, y. conv(s, Psame, c, x, y) = conv(s, Psame, c, x, enlarge(k, y)), enlarge convolution kernel
∀s, p, x, y. conv(s, p, Arelu, x, y) = relu(conv(s, p, Anone, x, y)) conv w/ Arelu applies relu

∀x. relu(transpose(x)) = transpose(relu(x)) operator commutativity
∀s, p, x, k. conv(s, p, Anone, x, Cpool(k)) = poolavg(k, s, p, x) pooling by conv. w/ Cpool
∀k, x. conv(1, Psame, Anone, x, Iconv(k)) = x identity kernel
∀x. matmul(x, Imatmul) = x identity matrix
∀x. ewmul(x, Iewmul) = x ewmul identity
∀a, x, y. split0(a, concat(a, x, y)) = x split definition
∀a, x, y. split1(a, concat(a, x, y)) = y split definition
∀x, y, z, w. concat(0, concat(1, x, y),concat(1, z, w)) =

concat(1, concat(0, x, z), concat(0, y, w))
geometry of concat

∀a, x, y, w. concat(a, smul(x,w), smul(y, w)) = smul(concat(a, x, y), w) operator commutativity
∀a, x, y, z, w. concat(a, ewadd(x, y), ewadd(z, w)) = ewadd(concat(a, x, z), concat(a, y, w)) operator commutativity
∀a, x, y, z, w. concat(a, ewmul(x, y), ewmul(z, w)) = ewmul(concat(a, x, z), concat(a, y, w)) operator commutativity
∀a, x, y. concat(a, relu(x), relu(y)) = relu(concat(a, x, y)) operator commutativity
∀x, y. concat(1, transpose(x), transpose(y)) = transpose(concat(0, x, y)) concat and transpose
∀x, y, z. concat(1, matmul(x, y), matmul(x, z)) = matmul(x, concat(1, y, z)) concat and matrix mul.
∀x, y, z, w. matmul(concat(1, x, z), concat(0, y, w)) = ewadd(matmul(x, y), matmul(z, w)) concat and matrix mul.
∀s, p, c, x, y, z. concat(0, conv(s, p, c, x, z), conv(s, p, c, y, z)) = conv(s, p, c, concat(0, x, y), z) concat and conv.
∀s, p, c, x, y, z. concat(1, conv(s, p, c, x, y), conv(s, p, c, x, z)) = conv(s, p, c, x, concat(0, y, z)) concat and conv.
∀s, p, x, y, z, w. conv(s, p, Anone,concat(1, x, z), concat(1, y, w)) =

ewadd(conv(s, p, Anone, x, y), conv(s, p, Anone, z, w))
concat and conv.

∀k, s, p, x, y. concat(1, poolavg(k, s, p, x), poolavg(k, s, p, y)) = poolavg(k, s, p, concat(1, x, y)) concat and pooling

∀k, s, p, x, y. concat(0, poolmax(k, s, p, x), poolmax(k, s, p, y)) = poolmax(k, s, p, concat(0, x, y)) concat and pooling
∀k, s, p, x, y. concat(1, poolmax(k, s, p, x), poolmax(k, s, p, y)) = poolmax(k, s, p, concat(1, x, y)) concat and pooling
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properties is guided by the substitutions discovered by the substitution generator.

For purposes of verification, we model tensor operators using first-order logic, where operators

are represented using functions of both their parameters and their input tensors. For example

conv(s, p, c, x, y) represents the convolution operator applied to tensors x and y, where the parameter

s determines the stride, p determines padding mode, and c determines the activation mode, e.g.,

applying a relu activation function as part of the convolution operator kernel. For example, the fact

that convolution without activation (denoted by Anone) is linear in its first argument is captured by

the following operator property (where ewadd represents element-wise tensor addition):

∀s, p, x, y, z.conv(s, p, Anone, ewadd(x, y), z) = ewadd(conv(s, p, Anone, x, z), conv(s, p, Anone, y, z))

(2.2)

Section 2.4 lists all operators and tensor constants used in our evaluation, and Table 2.2 shows the

full list of operator properties used in our evaluation to verify graph substitutions.

Given the operator properties, we use a first-order theorem prover—our implementation uses

Z3 [26]—to verify all generated substitutions. This verification amounts to entailment checking in

first-order logic, checking that the operator properties entail functional equivalence of the two graphs

of each generated substitution.

Modeling the operators using first-order logic involves a degree of abstraction (e.g., the shapes

of tensors are not modeled). We found this level of abstraction to be suitable for verifying graph

substitutions. We also note that the data layout is abstracted for verification purposes—layout

does not affect operator semantics, and the optimizer (Section 2.7) ensures that layouts are used

consistently.

Methodology for developing operator properties. We developed operator properties as

needed to determine the correctness of generated graph substitutions using an iterative process.

During the development process, we ran the substitution generator and tried to verify all discovered

substitutions. If a substitution could not be verified and appeared correct, we added an appropriate

property (or properties). To safeguard against mistakes in operator properties, we used further

validation steps.

To validate operator properties, TASO verifies the operator properties themselves for all com-

binations of parameter values and tensor sizes up to a small bound—in our evaluation the bound

was 4×4×4×4. To implement this checking, TASO requires a basic symbolic implementation of each

tensor operator in Python. TASO symbolically executes this implementation for tensors of small

size, effectively elaborating the tensor operations into symbolic real arithmetic expressions, where

activation functions (e.g., relu) are modeled using uninterpreted functions. TASO then uses Z3, here

as an SMT solver for the theory of real arithmetic, to verify the operator properties. For example,

if a user would try to add the (wrong) property stating the convolution operator is linear for all

activation modes (including relu activation), then this check would show that this property is not
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satisfied by the actual operators.

As an additional validation step that assists the development process, TASO checks that the set

of operator properties is consistent and does not contain redundancies (i.e., a property entailed by

other properties), which amounts to first-order entailment checks. These checks are also useful for

discovering erroneous properties, and are cheaper to perform than the verification for small tensor

sizes.

During our development process, the verification methodology revealed several subtle bugs. Some

bugs in the graph substitution generator were found when it generated substitutions that could not

be verified, and the validation steps described above revealed several bugs in candidate operator

properties. In our experience, a new operator can be supported with a small amount of effort, usually

a few hours of work by an expert. Typically a few properties must be written for each operator.

In our evaluation, we were able to verify all 743 generated graph substitutions using 43 operator

properties (see Table 2.2).

2.5 Pruning Redundant Substitutions

A graph substitution is redundant if it is subsumed by a more general valid substitution. This section

describes the pruning techniques used by TASO to eliminate redundant graph substitutions. All

pruning steps preserve all optimization opportunities: if graph G can be transformed into graph G′

using a sequence of substitutions, then G can always be transformed into G′ after pruning (possibly

using a different set of transformations).

Input tensor renaming. TASO eliminates graph substitutions identical to other substitutions

modulo input tensor renaming. For example, Figure 2.4a shows a redundant substitution equivalent

to Figure 2.2a by renaming input tensor C with A. For substitutions that are equivalent through

input tensor renaming, TASO prunes all but a single most general substitution.

Common subgraph. TASO also tries to eliminate substitutions whose graphs have a common

subgraph. TASO identifies two forms of common subgraphs that can lead to pruning.

The first form of common subgraph is illustrated in Figure 2.4b. Here, the two graphs of a

substitution both contain a common operator with the same input tensors (highlighted in gray boxes).

The common subgraph represents an input to other operators in both graphs of a substitution.

Therefore, we can obtain a more general substitution by replacing the common subgraph with a fresh

input tensor. If this more general substitution is indeed valid, then TASO prunes the less general

substitution.

The second form of common subgraph is demonstrated in Figure 2.4c. Here, the common subgraph

(highlighted in gray boxes) includes all the outputs in both graphs of a the substitution. In this case,

a more general substitution can be obtained by completely removing the common subgraph, making
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matmul

A B

matmul

matmul

matmul

A B

A x (B x A) (A x B) x A

X X

(a) A redundant substitution that is equivalent to Figure 2.2a by renaming
input tensor C with A in Figure 2.2a.

matmul

A B C

add

matmul

add

B C A

A + (B x C) (B x C) + A

X X

(b) A redundant substitution with a common subgraph.

add

matmul

B A C

add

matmul

A B C

(A + B) x C (B + A) x C

X X

(c) A redundant substitution with a common subgraph.

Figure 2.4: Example redundant substitutions pruned by TASO. Matmul and Add refer to matrix
multiplication and element-wise addition, respectively. For each subgraph, A, B, and C refer to its
input tensors, while X refers to the output tensor.

its inputs new outputs of the two graphs. TASO prunes the less general substitution if the more

general one is valid.

Table 2.3 shows the effect of the TASO pruning techniques on the number of substitutions. We

observe that both pruning techniques play an important role in eliminating redundant substitutions

and their combination reduces the number of substitutions TASO must consider by 39×.
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Table 2.3: The number of remaining graph substitutions after applying the pruning techniques in
order.

Pruning Remaining Reduction
Techniques Substitutions v.s. Initial
Initial 28744 1×
Input tensor renaming 17346 1.7×
Common subgraph 43 39×

2.6 Cost Model

We introduce a cost model that incorporates multiple dimensions to evaluate the runtime performance

of a computation graph. The cost model computes metrics for each operator in a graph and combines

them appropriately to obtain a total cost. This includes both metrics that can be computed statically

(e.g., FLOPs, memory usage, and number of kernel launches) as well as dynamic metrics that usually

require measurements on specific hardware (e.g., execution time on a particular GPU or CPU). The

design of the cost model is motivated by the fact that most DNN operators perform dense linear

algebra with no branches, and therefore their performance on hardware is highly consistent and

predictable given the same data layouts and configuration parameters (e.g., the strides and padding

of a convolution). TASO measures the execution time of a DNN operator once for each configuration

and data layout, and estimates the performance of a graph by summing up the measured execution

time of its operators.

Our cost model can optimize a single cost dimension (e.g., minimizing overall FLOPs) as well as

incorporate multiple cost dimensions, such as minimizing execution time while maintaining a memory

usage limit (by returning an infinite cost if the memory usage limit is exceeded). We observe that

many graph substitutions result in a tradeoff among several cost dimensions instead of improving all

of them. Users can directly encode a desired tradeoff in the cost model, and TASO’s search algorithm

can automatically discovers optimized computation graphs that best satisfy these requirements.

2.7 Joint Optimizer

We now describe the TASO optimizer for jointly optimizing data layout and graph substitution. The

optimizer uses a cost-based backtracking search algorithm to search for an optimized computation graph

by applying verified substitutions. The search algorithm also considers possible layout optimization

opportunities when performing substitutions.

When applying a substitution on a matched subgraph, based on the data layouts of tensors in the

original graph and the layouts supported by the operators, TASO enumerates possible layouts for

tensors in the target graph. As a result, applying a substitution on a matched computation graph

may result in multiple graphs with identical graph structure but different data layouts.
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transpose

B A

(A x B)T (BT x AT)

matmul

A B

transpose

transpose

(C) (C)

(C)

(C) (C)

(C/R) (C/R)

(C)(C)
X X

matmul

Figure 2.5: A graph substitution using the transpose of matrix multiplication. matmul and transpose

indicate matrix multiplication and transpose, respectively. The parentheses show the potential layouts
for each tensor in the substitution, where C and R indicate the column-major and row-major layouts
of a tensor.

For example, Figure 2.5 shows the potential computation graphs that can be derived by applying

the transpose of matrix multiplication on an input graph with a default column-major layout (shown

as C). Both the matrix multiplication and transpose operators also support an alternative row-major

layout (shown as R). The data layouts for all mapped tensors in the new graph (i.e., A, B, and X) must

match the layouts in the original graph. The two intermediate tensors in the target graph can have

either a row-major or a column-major layout, therefore TASO considers four different computation

graphs (i.e., CC, CR, RC, and RR for the two intermediate tensors) when applying this substitution.

This allows TASO to capture potential layout transformation opportunities when performing graph

substitutions.

Algorithm 2 shows our cost-based backtracking search algorithm for jointly optimizing substitution

and data layout. To search for an optimized graph, all candidate graphs are maintained in a priority

queue P and are dequeued in increasing order of cost. For each dequeued graph G, TASO considers

each verified substitution and possible layouts applicable to the substitution, and applies them to

obtain functionally equivalent new graphs G′1, ...,G′n that are added to P.

A non-obvious property of graph substitutions is that applying them can introduce cycles into a

graph. Figure 2.6 shows one example where applying a valid substitution results in a cyclic graph.

Since computation graphs must be acyclic, TASO checks the acyclicity of G′ (line 12 of Algorithm 2)

before enqueuing it in P.

Finally, the best discovered graph Gopt is returned by the search algorithm. The search space is

pruned by a hyper parameter α, which eliminates all graphs whose cost is α times worse than the

best discovered graph. The parameter α trades off between the search time and the best discovered

graph. Setting α = 1 reduces the search to a simple greedy algorithm without backtracking, and a

high value for α makes the search explore more possible candidates and causes more backtracking.

We observe that α = 1.05 achieves good performance in our evaluation.
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Algorithm 2 Cost-Based Backtracking Search

1: Input: an input graph Gin, verified substitutions S, a cost model Cost(·), and a hyper parameter α.
2: Output: an optimized graph.
3:

4: P = {Gin} // P is a priority queue sorted by Cost.
5: while P 6= {} do
6: G = P.dequeue()
7: for substitution s ∈ S do
8: // Layout(G, s) returns possible layouts applying s on G.
9: for layout l ∈ Layout(G, s) do

10: // Apply(G, s, l) applies s on G with layout l.
11: G′ = Apply(G, s, l)
12: if G′ is valid then
13: if Cost(G′) < Cost(Gopt) then

14: Gopt = G′
15: end if
16: if Cost(G′) < α× Cost(Gopt) then

17: P.enqueue(G′)
18: end if
19: end if
20: end for
21: end for
22: end while
23: return Gopt

2.8 Implementation

TASO is designed and implemented as a generic and extensible computation graph optimizer for

tensor computations, such that new tensor operators can be easily added. Section 2.4 lists the

tensor operators included in the current implementation of TASO. Some operators also depend on

additional parameters to determine the behavior of the operator, such as the strides, padding, and

activation of a convolution. In addition to operators, TASO also includes four types of constant

tensors that are useful in substitutions. In particular, Iewmul, Imatmul, and Iconv are identity tensors

for element-wise multiplication, matrix multiplication, and convolution, respectively. Cpool is used to

convert an average pooling operator to a depth-wise convolution (see examples in Section 2.9.3).

As explained in Section 2.4, TASO uses operator properties specified by the user to verify the

generated graph substitutions. Table 2.2 lists the 43 properties used to verify all substitutions in our

evaluation.

TASO can easily be extended to include new tensor operators. For each operator, TASO requires

two forms of input: (1) reference implementations for the operator, and (2) specifications of operator

properties. (1) consists of a concrete implementation (in C++) used by the substitution generator

and a symbolic implementation (in Python) used to validate the operator specifications. In our

experience, adding a new operator requires a few hours of work by an expert.

For a new operator whose specifications are currently missing, TASO treats it as an opaque
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matmul

A B

matmul
concat

matmul

A B

splitX

X

(a) before substitution (b) after substitution

relu

relu

Figure 2.6: A graph substitution example that introduces a cycle into a computation graph, where
A,B are the inputs, and X is the output. The original graph computes A× relu(A×B), and the
new graph is the result of applying the substitution shown in Figure 2.2b that fuses the two matrix
multiplications using concatenation and split. The two graphs of the substitution are shown in the
dotted boxes. Both the original graph and the substitution are acyclic. However, the resulting graph
contains a cycle (highlighted in red).

operator and can still optimize the rest of the graph using verified substitutions.

Overall, our implementation of TASO contains around 8,000 lines of code for the core components

(i.e., the substitution generator, verifier, and optimizer), and 1,400 lines of code for the operator

reference implementations, including the 43 operator properties.

TASO is framework-agnostic and can be plugged in to existing DNN frameworks such as TensorRT

and TVM by simply emitting the optimized graph in the target framework’s input format. In the

evaluation, we demonstrate this portability on TensorRT and TVM, and show that they can directly

use TASO’s optimizations to improve performance.

2.9 Evaluation

In this section we aim to evaluate the following points:

• Can TASO automatically generate and verify graph substitutions in acceptable run time?

• Can TASO improve the end-to-end performance of real-world DNN architectures, especially for

emerging architectures with recently introduced operators?

• Can TASO’s joint optimization of computation graphs and data layouts achieve better perfor-

mance than separate optimizations?

2.9.1 Experimental Setup

DNNs. We use five real-world DNN architectures to evaluate TASO. ResNet-50 [39] is a widely used
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Figure 2.7: End-to-end inference performance comparison among existing DNN frameworks and
TASO. The experiments were performed using a single inference sample, and all numbers were
measured by averaging 1,000 runs on a NVIDIA V100 GPU. We evaluated the TASO’s performance
with both the cuDNN and TVM backends. For each DNN architecture, the numbers above the
TASO bars show the speedup over the best existing approach with the same backend.

convolutional neural network for image classification and achieved the best classification performance

in the ILSVRC [71] competition. ResNeXt-50 [88] improves the model accuracy and runtime

efficiency of ResNet-50 by introducing a new grouped convolution operator. NasNet-A [95] and

NasRNN [94] are two DNN architectures automatically discovered by machines through neural

architecture search. NasNet-A and NasRNN exceed the best human-designed DNN architectures

for image classification and language modeling tasks, respectively. Finally, BERT [28] is a language

representation architecture that obtained the state-of-the-art model accuracy on a spectrum of

language tasks.

All experiments were performed on an Amazon p3.2xlarge instance [1] with an 8-core Intel E5-2600

CPU, 64 GB DRAM, and one NVIDIA Tesla V100 GPU.

To generate candidate graph substitutions, TASO enumerates all potential graphs with up to

four operators by using all DNN operators listed in Section 2.4. TASO generated 43 candidate

substitutions in around 5 minutes.

In the cost-based backtracking search for optimized DNN graphs, we set the hyperparameter α to

be 1.05. In all experiments, the end-to-end search time to discover an optimized computation graph

is less than ten minutes.

2.9.2 End-to-End Evaluation

We first compare the end-to-end inference performance between TASO and existing DNN graph opti-

mizers, including TensorFlow [11], TensorFlow XLA [3], TensorRT [80], TVM [19], and MetaFlow [45],

which is an earlier version of TASO (see Section 2.10). Figure 2.7 shows the results. TensorFlow,

TensorFlow XLA, TensorRT, and MetaFlow use the highly-engineered cuDNN and cuBLAS li-

braries [21, 24] to perform DNN operators on GPUs, while TVM generates customized GPU kernels
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for the DNN operators. To eliminate the impact of different operator libraries, we evaluate the

performance of TASO on both backends.

To generate GPU kernels in TVM, we allow the auto tuner [20] to run 2000 trials and use the

best discovered configuration for each DNN operator. It takes 2 hours on average to tune a GPU

kernel for each DNN operator. The TASO graph optimizer needs to query the execution time of

hundreds of DNN operators for its cost model, therefore, for the TVM backend, we reuse the best

discovered computation graph for the cuDNN backend, assuming the cost of an operator in cuDNN

is a reasonable estimate for its cost in TVM.

Among the five DNN architectures, ResNet-50 has been commonly used and heavily optimized

by existing DNN frameworks. TASO achieves on-par performance for ResNet-50 with existing

frameworks, showing that TASO is able to automatically discover graph substitutions manually

designed by domain experts. For the remaining four DNN architectures with new operators and

graph structures, TASO outperforms existing DNN frameworks with speedups ranging from 1.3×
to 2.8× on the cuDNN backend and 1.1× to 1.8× on the TVM backend. The speedup is achieved

by (1) automatically discovering optimizing substitutions for the new operators and (2) jointly

optimizing graph substitution and data layout. We analyze the substitutions discovered by TASO

in Sections 2.9.3 and 2.9.4, and the joint optimization of substitution and data layout in Section 2.9.5.

2.9.3 Substitution Case Study

To understand how the substitutions generated and verified by TASO improve runtime performance,

we study a few graph substitution examples in detail.

NasNet-A is the best discovered CNN architecture for the CIFAR-10 dataset, obtained by neural

architecture search. Figure 2.8a shows a convolutional cell in NasNet-A. Unlike human-designed

architectures, NasNet-A contains unconventional graph structures, making it hard to optimize with

manual substitutions designed for more standard DNN architectures. To illustrate how TASO

optimizes this architecture, we show two example substitutions discovered by TASO; neither is

present in any existing DNN framework.

Figure 2.8b shows graph substitutions that transform two average pooling operators followed by

element-wise addition to a single depth-wise convolution, by using a constant tensor Cpool defined

in Section 2.4. The mathematical definition of average pooling is:

output(n, c, x, y) =
1

KX ×KY

∑
kx

∑
ky

input(n, c, x+ kx, y + ky)

where input and output denote the input and output tensors of an average pooling, respectively, and

KX and KY are the height and width of the pooling filter. Similarly, the formula for depth-wise
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Figure 2.8: The NasNet-A architecture [95] and substitutions discovered by TASO to optimize
NasNet-A. Figure 2.8a shows the architecture, where avg, conv, and DWC refer to average pooling,
convolution, and depth-wise convolution, respectively. The weight tensors are eliminated for simplicity.
Figures 2.8b and 2.8c shows two sequences of substitutions discovered by TASO that are used to
optimize subgraphs marked in the black and red boxes in Figure 2.8a. In Figures 2.8b and 2.8c,
each arrow refers to a substitution, and the subgraphs in the same color are the graph pair of the
substitution. Cpool(3 × 3) in Figure 2.8b is a constant matrix whose entries are 1/9, as defined
in Section 2.4. The enlarge operator in Figure 2.8c increases a convolution’s kernel size by padding
the weight (i.e., W1) with extra 0’s. For inference, operators in the gray areas in Figures 2.8b and 2.8c
only depend on pre-trained weights (i.e., Wi), and therefore can be pre-computed.
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Figure 2.9: Different approaches to perform multi-batch convolutions in ResNeXt-50 and their
performance comparison. TensorFlow and TensorFlow XLA launch the 32 convolutions separately
(Figure 2.9a). TensorRT and MetaFlow launch a single grouped convolution kernel that computes
all 32 convolutions in parallel (Figure 2.9b). The best graph discovered by TASO uses 4 grouped
convolutions, each of which computes 8 convolutions (Figure 2.9c).
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convolution is:

output(n, c, x, y) =
∑
kx

∑
ky

input(n, c, x+ kx, y + ky)× weight(c, kx, ky)

which produces a mathematically equivalent result as an average pooling if we have weight(c, kx, ky) =

1/(KX × KY ). In addition, TASO also fuses the two depth-wise convolutions into one using its

linearity.

A second new sequence of substitutions for NasNet-A is shown in Figure 2.8c, which fuses two

depth-wise convolutions and two convolutions followed by addition to a depth-wise convolution

followed by a standard convolution. This substitution increases the operator granularity and reduces

the operator launch overhead by using larger operators.

For inference workloads, the weights in DNN architectures (e.g., Wi and Cpool in Figure 2.8) are

fixed and independent of the inputs. TASO preprocesses operators whose inputs are all pre-trained

weights (e.g., the gray areas in Figure 2.8) to further reduce the inference time.

ResNeXt-50 replaces large convolutions in ResNet-50 with multiple branches of much smaller

convolutions to improve both model accuracy and runtime efficiency, as shown in Figure 2.9a.

However, directly launching these small convolutions incurs high kernel launch overhead. The cuDNN

library has recently introduced grouped convolution kernels that perform multiple convolutions in

parallel using a single CUDA kernel [21]. TensorFlow and TensorFlow XLA (r1.14 as of August 2019)

currently do not support grouped convolution, so the fastest available ResNeXt-50 implementation

in TensorFlow launches convolutions in multiple branches separately with the resulting high kernel

launch overhead. TensorRT and MetaFlow use a single grouped convolution kernel that computes

a group of 32 convolutions in parallel. While grouped convolution enables additional parallelism

and reduces kernel launch overhead, it also requires a larger cache to save intermediate states for

all convolutions, which results in decreased runtime performance when too many convolutions are
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aggregated in a single kernel. Figure 2.9d gives the time to run all 32 convolutions using different

group sizes (i.e., the number of convolutions in a group), showing that neither launching individual

convolutions nor grouping all 32 convolutions is the best option.

Existing frameworks either launch 32 individual convolutions or a single grouped convolution,

both of which result in suboptimal performance. For ResNeXt-50, TASO uses a mixture of previous

approaches and launches multiple grouped convolutions, as shown in Figure 2.9c. TASO discovered

this mixture automatically, resulting in a speedup of 2.8× compared to the best existing approach.

2.9.4 Analysis of Used Substitutions

We now present a detailed analysis of how the graph substitutions discovered by TASO impact the

performance of the optimized graphs. Figure 2.10 shows a heat map of the substitutions used to

optimize each of the five DNN architectures. Each DNN uses 4-10 different substitutions to achieve

optimized performance, and different DNNs require different sets of substitutions. This shows the

difficulty of manually designing a few core substitutions to optimize today’s DNN architectures with

increasingly high diversity. TASO is better positioned for optimizing new DNNs by automatically

discovering performance critical substitutions.

Additionally, we evaluate the scalability of TASO by considering substitutions with different size

limitations, and measuring the runtime performance of the optimized graphs. Figure 2.11 shows the

results. For all three DNN architectures, performance improvement is consistently achieved by using

larger substitutions up to size 3. ResNeXt-50 and BERT do not obtain additional speedups by using

substitutions with 4 operators, while NasNet-A achieves 1.2× by considering larger substitutions. Our

current implementation of TASO does not scale to generate all substitutions with 5 or more operators,

since the generator is limited by the memory needed to hold the fingerprints of all potential graphs,

which scales exponentially with graph size. A distributed fingerprint generator could potentially

handle graphs of size 5 and even more, which we leave as future work.

2.9.5 Joint Optimization of Graph Substitutions and Data Layout

To evaluate the performance of the joint optimization in TASO, we compare the joint optimization

with three baseline strategies: (1) performing only graph substitution optimizations; (2) performing

only data layout optimizations; and (3) performing the two optimizations sequentially.

Figure 2.12 shows the comparison results among the four strategies on BERT. TASO outperforms

the three baseline strategies by 1.2-1.3×. We observe that the speedup is achieved by using graph

substitutions that transform both graph structure and data layout. One example is depicted in

Figure 2.5. The most time consuming operation in BERT is matrix multiplication A×B, where A is

64 by 1024 and B is 1024 by 4096. In cuBLAS, the transposed version of this matrix multiplication

(i.e., (BT ×AT )T ) achieves 1.5× speedup when BT and AT are in the column-major and row-major
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Figure 2.12: End-to-end inference performance comparison on BERT using different strategies to
optimize graph substitution and data layout.

layout, respectively. This graph optimization can only be captured when graph substitution and

data layout are jointly considered.

2.9.6 Graph Substitution Verifier

We evaluate the performance of the graph substitution verifier on its two key tasks: verifying

generated substitutions against operator specifications and validating the operator specifications

themselves to aid in the development process (Section 2.4). Our implementation uses Z3 [26] to

automatically discharge all proof obligations, and our experiments were performed with Z3 version

4.8.5.

Generating the 743 graph substitutions takes around 5 minutes, and verifying them against the

43 specified operator properties takes less than 10 minutes. When checking the specification for

redundancies we use Z3 to search for a proof of an invalid formula (stating that a specified property is

entailed by the rest of the specification). This search can continue indefinitely, and in our evaluation

we used a timeout of 10 seconds per query, resulting in a run time of less than 10 minutes (for 43

axioms). During the development process, when we had some redundant specifications they were

discovered in a few seconds.

The validation check that verifies the operator specification for all combinations of parameter

values and tensor sizes up to 4×4×4×4 is more computationally expensive, with roughly one million

proof obligations. We parallelized it using 128 CPU cores, which resulted in a run time of roughly

one hour. During the development process, we also found it useful to verify the operators for more

restricted combinations. For example, verifying the specification for tensors of size exactly 4×4×4×4

(rather than all tensors up to that size) takes under 10 minutes using a single CPU core.
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2.10 Related Work

Manually designed graph substitutions are used in existing DNN frameworks to optimize DNN

architectures. For example, TensorFlow, TensorRT, and TVM use a greedy rule-based strategy and

directly perform all applicable substitutions on an input graph [11, 80, 19].

MetaFlow [45] is an earlier version of this work. It differs from previous graph optimizers in that

it allows substitutions that may either increase or decrease performance to enable a larger search

space of equivalent computation graphs and uses back-tracking search to explore this space, but it

still requires manually specified substitutions.

The key difference between TASO and these frameworks is that TASO can automatically generate

candidate substitutions, and also provides semi-automatic support for verifying their correctness. In

the evaluation, we also show that existing frameworks can directly use TASO’s optimized graphs to

improve performance.

Automated DNN code generation. Recent work has proposed various approaches to generate

hardware-specific code for DNN operators. For example, TVM [19, 20] uses a learning-based approach

and automatically generates low-level optimized code for a diverse set of hardware backends. Astra [75]

optimizes DNN computation by exploring the optimization space of multi-version complication during

training. Compared to these approaches, TASO aims at optimizing DNN computation at a higher

graph level, and therefore TASO’s optimizations are orthogonal and can be combined with code

generation techniques. It still remains an open problem of how to jointly optimize DNN computation

at both graph-level and operator-level.

Automated DNN parallelization. ColocRL [61] uses reinforcement learning to automatically dis-

cover an efficient device placement for parallelizing DNN training across multiple GPUs. FlexFlow [46,

44] introduces a comprehensive search space of parallelization strategies for DNN training, and uses

a randomized search algorithm to find efficient strategies in the search space. These frameworks

optimize distributed DNN training assuming a fixed computation graph. We believe it is possible to

combine TASO’s graph optimizations with training parallelization techniques.

Superoptimization is a compiler optimization technique that was originally designed to find the

optimal code for a sequence of instructions [60]. TASO’s approach to identifying potential substitutions

via enumeration of graphs and fingerprinting is similar to work in automatically generating peephole

optimizers using superoptimization techniques [14]. TASO’s approach to verification, however, is

significantly different. Verification in superoptimization typically relies on “bit blasting”, that is,

modeling every bit in a computation explicitly in a logical formula (e.g., as a boolean variable). This

approach is possible only when all aspects of a program transformation, including the computation

and the data, can be expressed using a known number of bits. For TASO, where the input tensor sizes
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for graph substitutions are unknown, we must take a different approach. While not fully automatic

like verification via bit blasting, our methodology based on writing operator specifications is much

more flexible in being able to model future operators with almost arbitrary semantics, in addition to

smoothly handling the issue of unknown tensor dimensions and split points.

Data layout optimizations. Existing DNN frameworks that support data layout optimizations

treat data layouts and graph transformations as separate optimization problems [19, 56, 62]. TASO

formulates the problem of performing graph substitutions and deciding the data layout of each

DNN operator as a joint optimization problem and considers layout conversions as a part of graph

substitutions. As a result, TASO can automatically generate graph substitutions that optimize both

graph structures and data layouts, and our evaluation shows that jointly optimizing the two tasks

can significantly improve the end-to-end performance, compared to optimizing the them separately.

2.11 Limitations

One limitation of TASO is the reliance on user provided operator properties. While our experience

has been that the required effort is manageable, it would be better to eliminate it altogether. One

possible approach is to automatically verify substitutions directly against the implementations of the

operators, e.g., cuDNN kernels.

Another limitation of TASO is the scalability of the generator, which requires saving the fingerprints

of all computation graphs up to a fixed and is exponential in the size of the graphs. To scale beyond

size 4, a distributed generator (or a very large memory machine) would be needed. A second

possibility is to replace the brute-force enumeration with more memory-efficient algorithms.

An additional avenue for future research is combining graph-level and operator-level optimizations.

This joint optimization is challenging as both problems involve large and complex search spaces, and

optimizations at one level affect the search space of the other.

2.12 Conclusion

TASO is a ML computation graph optimizer that automatically generates graph substitutions. TASO

formally verifies the substitutions, and considers graph substitutions and layout transformations

together as a joint optimization problem, exploiting more optimization opportunities. TASO matches

the performance of existing frameworks on DNNs for which these frameworks have been heavily

optimized such as ResNet-50, and outperforms existing frameworks by up to 2.8× on other DNNs,

finding novel optimizations not present in the hundreds of optimization rules in existing frameworks.

TASO achieves these results with dramatically less human effort than existing frameworks, and

provides a higher level of correctness guarantees.



Chapter 3

Automated Discovery of

Parallelization Optimizations

Existing deep learning systems commonly parallelize deep neural network (DNN) training using data

or model parallelism, but it turns out that these strategies do not capture all of the possible ways

to parallelize a DNN. In this chapter, we introduce SOAP, a more comprehensive search space of

parallelization strategies for distributed DNN training that includes strategies to parallelize a DNN in

the Sample, Operator, Attribute, and Parameter dimensions. We present FlexFlow, a deep learning

engine that uses guided randomized search of the SOAP space to find a fast parallelization strategy

for a specific parallel machine. To accelerate this search, FlexFlow introduces a novel execution

simulator that can accurately predict a parallelization strategy’s performance and is three orders of

magnitude faster than prior approaches that execute each strategy. Our evaluation on real-world DNN

benchmarks shows that FlexFlow can automatically discover strategies that significantly outperform

existing manually designed parallelization strategies and improve scalability.

3.1 Motivation

It is now standard practice to parallelize ML training across distributed heterogeneous clusters [27, 11].

Although ML models and the clusters used to parallelize them are increasingly complex, the strategies

used by today’s ML systems to parallelize training remain simple, and often suboptimal.

The most common parallelization strategy is data parallelism [51], which places a replica of the

entire neural network on each device, so that each device processes a subset of the training data,

and synchronizes network parameters across replicas at the end of an iteration. Data parallelism

is efficient for compute-intensive operators with a few trainable parameters (e.g., convolution) but

achieves suboptimal parallelization performance for operators with a large number of parameters

33
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(e.g., embedding layers).

Another common parallelization strategy is model parallelism [27], which assigns disjoint subsets

of a neural network each to a dedicated device. This approach eliminates parameter synchronization

between devices but requires data transfers between operators. ColocRL [61] uses reinforcement

learning to learn efficient operator assignments for model parallelism but only explores parallelism in

the operator dimension.

We introduce a more comprehensive SOAP (Sample-Operator-Attribute-Parameter) search space

of parallelization strategies for DNNs that generalizes and goes beyond previous approaches. The

operator dimension describes how different operators in a DNN are parallelized. For a single operator,

the sample and parameter dimensions indicate how training samples and model parameters are

distributed across devices. Finally, the attribute dimension defines how different attributes within a

sample are partitioned (e.g., the height and width dimensions of an image).

We use SOAP in FlexFlow, a deep learning engine that automatically finds fast parallelization

strategies in the SOAP search space for arbitrary DNNs. Existing approaches only consider one or a

subset of SOAP dimensions. FlexFlow considers parallelizing any DNN (linear or non-linear) in all

SOAP dimensions and explores a more comprehensive search space that includes existing approaches

as special cases. As a result, FlexFlow is able to find parallelization strategies that significantly

outperform existing approaches.

The key challenge FlexFlow must address is how to efficiently explore the SOAP search space,

which is much larger than those considered in previous systems and includes more sophisticated

parallelization strategies. To this end, FlexFlow uses two main components: a fast, incremental

execution simulator to evaluate different parallelization strategies, and a Markov Chain Monte Carlo

(MCMC) search algorithm that takes advantage of the incremental simulator to rapidly explore the

large search space.

FlexFlow’s execution simulator can accurately predict the performance of a parallelization strategy

in the SOAP search space for arbitrary DNNs and is three orders of magnitude faster than profiling

real executions. We borrow the idea from Chapter 2 of measuring the performance of an operator

once for each configuration and feed these measurements into a task graph that models both the

architecture of a DNN model and the network topology of a cluster. The execution simulator estimates

the performance of a parallelization strategy by simulating the execution on the task graph. In

addition, we introduce a delta simulation algorithm that simulates a new strategy using incremental

updates to previous simulations and further improves performance over naive simulations by up to

6.9×.

The execution simulator achieves high accuracy for predicting parallelization performance. We

evaluate the simulator with six real-world DNNs on two different GPU clusters and show that, for all

the measured executions, the relative difference between the real and simulated execution time is less

than 30%. Most importantly for the search, we test different strategies for a given DNN and show
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Figure 3.1: FlexFlow overview.

that their simulated execution time preserves real execution time ordering.

Using the execution simulator as an oracle, the FlexFlow execution optimizer uses a MCMC

search algorithm to explore the SOAP search space and iteratively propose candidate strategies

based on the simulated performance of previous candidates. The execution simulator can also work

with other search strategies, such as learning-based search algorithms. When the search procedure is

finished, the execution optimizer returns the best strategy it has discovered.

We evaluate FlexFlow on six real-world DNN benchmarks including AlexNet [51], ResNet-50 [39],

Inception-v3 [78], RNN Text Classification [48], RNN Language Modeling [92] and Neural Machine

Translation [87]. Compared to data/model parallelism and strategies manually designed by domain

experts [50, 87], FlexFlow increases training throughput by up to 3.3×, reduces communication

costs by up to 5×, and achieves significantly better scaling. In addition, we also evaluate FlexFlow

on two large DNN models (DLRM [66] and Candle Uno [9]) that cannot scale under existing

manually designed parallelization strategies. By automatically discovering more efficient strategies,

FlexFlow improves the overall training throughput of DLRM and Candle Uno by up to 10× and

7.8×, respectively.

3.2 The Approach

This section describes FlexFlow for automatically discovering fast parallelization strategies for

distributed ML training.
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Table 3.1: Parallelizable dimensions for different operators. The sample and channel dimension index
different samples and neurons, respectively. For images, the length and the combination of height
and width dimensions specify a position in an image.

Operator
Parallelizable Dimensions

(S)ample (A)ttribute (P)arameter
1D pooling sample length, channel
1D convolution sample length channel
2D convolution sample height, width channel
Matrix multiplication sample channel

In addition to taking the computation graph of an ML model as an input, FlexFlow also

takes a device topology graph D = (DN ,DE) describing all available hardware devices and their

interconnections, as shown in Figure 3.1. Each node di ∈ DN represents a device (e.g., a CPU

or a GPU), and each edge (di, dj) ∈ DE is a hardware connection (e.g., a NVLink, a PCI-e, or a

network link) between device di and dj . The edges are labeled with the bandwidth and latency of

the connection.

The main components of FlexFlow are shown in Figure 3.1. The execution optimizer uses a

MCMC search algorithm to explore the space of possible parallelization strategies and iteratively

proposes candidate strategies that are evaluated by an execution simulator. The execution simulator

uses a delta simulation algorithm that simulates a new strategy using incremental updates to previous

simulations. The simulated execution time guides the search in generating future candidates. When

the search time budget is exhausted, the execution optimizer sends the best discovered strategy to a

distributed runtime for parallelizing the actual executions.

3.3 The SOAP Search Space

This section introduces the SOAP search space of parallelization strategies for DNNs. To parallelize

a DNN operator across devices, we require each device to compute a disjoint subset of the operator’s

output tensors. Therefore, we model the parallelization of an operator oi by defining how the output

tensor of oi is partitioned.

For an operator oi, we define its parallelizable dimensions Pi as the set of all divisible dimensions

in its output tensor. Pi always includes a sample dimension. For all other dimensions in Pi, we call

it a parameter dimension if partitioning over that dimension requires splitting the model parameters

and call it an attribute dimension otherwise. Table 3.1 shows the parallelizable dimensions of some

example operators. Finally, we also consider parallelism across different operators in the operator

dimension.

A parallelization configuration ci of an operator oi defines how the operator is parallelized across

multiple devices. Figure 3.2 shows some example configurations for parallelizing a 1D convolution
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Figure 3.3: An example parallelization configuration for a matrix multiplication operator.

operator in a single dimension as well as combinations of multiple dimensions.

For each parallelizable dimension in Pi, ci includes a positive integer that is the degree of

parallelism in that dimension. |ci| is the product of the parallelism degrees for all parallelizable

dimensions of ci. We use equal size partitions in each dimension to balance workload distributions.

A parallelization configuration ci partitions the operator oi into |ci| independent tasks, denoted as

ti:1, ..., ti:|ci|, meanwhile ci also includes the device assignment for each task ti:k (1 ≤ k ≤ |ci|). Given

the output tensor of a task and its operator type, we can infer the necessary input tensors to execute

each task.

Figure 3.3 shows an example parallelization configuration for a matrix multiplication operator

(i.e., U = VW ). The operator is partitioned into four independent tasks assigned to different GPU

devices. The input and output tensors of the tasks are shown in the figure.

A parallelization strategy S describes one possible parallelization of an application. S includes

a parallelization configuration ci for each operator oi, and each oi’s configuration can be chosen
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independently from among all possible configurations for oi. Note that all strategies in the SOAP

search space perform the same computation defined by the DNN and therefore maintain the same

model accuracy by design.

3.4 Execution Simulator

In this section, we describe the execution simulator, which takes a computation graph G, a device

topology D, and a parallelization strategy S as inputs and predicts the execution time to run G on D
using strategy S.

The simulator depends on the following assumptions:

A1. The execution time of each task is predictable with low variance and is independent of the

contents of input tensors.

A2. For each connection (di, dj) between device di and dj with bandwidth b, transferring a tensor

of size s from di to dj takes s/b time (i.e., the communication bandwidth can be fully utilized).

A3. Each device processes the assigned tasks with a FIFO (first-in-first-out) scheduling policy. This

is the policy used by modern devices such as GPUs.

A4. The runtime has negligible overhead. A device begins processing a task as soon as its input

tensors are available and the device has finished previous tasks.

To simulate an execution, we reuse the idea from Section 2.6 to measure the execution time of

each distinct operator once for each configuration and include these measurements in a task graph,

which includes all tasks derived from operators and dependencies between tasks. The simulator can

generate an execution timeline by running a simulation algorithm on the task graph.

3.4.1 Task Graph

A task graph models dependencies between individual tasks derived from operators. To unify the

abstraction, we model each hardware connection between devices as a communication device that can

only perform communication tasks (i.e., data transfers). Note that devices and hardware connections

are modeled as separate devices, which allows computation (i.e., normal tasks) and communication

(i.e., communication tasks) to be overlapped if possible.

Given a computation graph G, a device topology D, and a parallelization strategy S, we use

the following steps to construct a task graph T = (TN , TE), where each node t ∈ TN is a task (i.e.,

a normal task or a communication task) and each edge (ti, tj) ∈ TE is a dependency that task tj

cannot start until task ti is completed. Note that the edges in the task graph are simply ordering

constraints—the edges do not indicate data flow, as all data flow is included in the task graph as

communication tasks.
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(a) An example parallelization strategy.
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(b) The corresponding task graph.
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(c) The task graph after full simulation.
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(d) The task graph after delta simulation.

Figure 3.4: Simulating an example parallelization strategy. The tasks’ exeTime and device are
shown on the top of each column. In Figure 3.4c and 3.4d, the letters “r” and “s” indicate the
readyTime and startTime of each task, respectively, and the dashed edges indicate the nextTask.
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Table 3.2: Properties for each task in the task graph.

Property Description
Properties set in graph construction

exeTime The elapsed time to execute the task.
device The assigned device of the task.
I(t) {tin|(tin, t) ∈ TE}
O(t) {tout|(t, tout) ∈ TE}

Properties set in simulation
readyTime The time when the task is ready to run.
startTime The time when the task starts to run.
endTime The time when the task is completed.
preTask The previous task performed on device.
nextTask The next task performed on device.
Internal properties used by the full simulation algorithm

state
Current state of the task, which is one of
NOTREADY, READY, and COMPLETE.

1. For each operator oi ∈ G with parallelization configuration ci, we add tasks ti:1, ..., ti:|ci| to TN .

2. For each tensor (oi, oj) ∈ G, which is an output of operator oi and an input of oj , we compute

the output sub-tensors written by tasks ti:ki
(1 ≤ ki ≤ |ci|) and the input sub-tensors read by

tasks tj:kj (1 ≤ kj ≤ |cj |). For every task pair ti:ki and tj:kj with shared tensors, if two tasks

are assigned to the same device, we add an edge (ti:ki , tj:kj ) into TE , indicating a dependency

between the two tasks, and no communication task is needed. If ti:ki
and tj:kj

with shared

tensors are assigned to different devices, we add a communication task tc to TN and two edges

(ti:ki , t
c) and (tc, tj:kj ) to TE . The new task tc is assigned to the communication device between

the devices that perform ti:ki and tj:kj .

Figure 3.4a shows an example parallelization strategy for a standard 3-layer RNN consisting of an

embedding layer, a recurrent layer, and a linear layer. It represents commonly used model parallelism

that assigns operators in each layer to a dedicated GPU. Figure 3.4b shows the corresponding task

graph. Each square and hexagon indicate a normal and a communication task, respectively, and each

directed edge represents a dependency between tasks.

Table 3.2 lists the properties for each task in the task graph. For a normal task derived from an

operator, its exeTime is the time to execute the task on the given device and is estimated by running

the task multiple times on the device and measuring the average execution time (assumption A1). A

task’s exeTime is cached, and all future tasks with the same operator type and input/output tensor

shapes will use the cached value without rerunning the task. For a communication task, its exeTime

is the time to transfer a tensor (of size s) between devices with bandwidth b and is estimated as s/b

(assumption A2).

In addition to exeTime, FlexFlow also sets device, I(t), and O(t) (defined in Table 3.2) during
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graph construction. Other properties in Table 3.2 remain unset and must be filled in by the simulation.

3.4.2 Full Simulation Algorithm

We now describe a full simulation algorithm that we use as a baseline for comparisons with our

delta simulation algorithm. The full simulation algorithm first builds a task graph using the method

described in Section 3.4.1 and then sets the properties for each task using a variant of Dijkstra’s

shortest-path algorithm [23]. Tasks are enqueued into a global priority queue when ready (i.e., all

predecessor tasks are completed) and are dequeued in increasing order by their readyTime. Therefore,

when a task t is dequeued, all tasks with an earlier readyTime have been scheduled, and we can set

the properties for task t while maintaining the FIFO scheduling order (assumption A3). Figure 3.4c

shows the execution timeline of the example parallelization strategy.

3.4.3 Delta Simulation Algorithm

FlexFlow uses a MCMC search algorithm (see Section 3.5) that proposes a new parallelization

strategy by changing the parallelization configuration of a single operator in the previous strategy

(see Section 3.5.2). As a result, in the common case, most of the execution timeline does not change

from one simulated strategy to the next. Based on this observation, we introduce a delta simulation

algorithm that starts from a previous task graph and only re-simulates tasks involved in the portion

of the execution timeline that changes, an optimization that dramatically speeds up the simulator,

especially for strategies for large distributed machines.

To simulate a new strategy, the delta simulation algorithm first updates tasks and dependencies

from an existing task graph and enqueues all modified tasks into a global priority queue. Similar to

the Bellman-Ford shortest-path algorithm [23], the delta simulation algorithm iteratively dequeues

updated tasks and propagates the updates to subsequent tasks.

For the example in Figure 3.4, consider a new parallelization strategy derived from the original

strategy (Figure 3.4a) by only reducing the parallelism of operator o3 to 1 (i.e., |c3| = 1). Figure 3.4d

shows the task graph for the new parallelization strategy, which can be generated from the original

task graph (in Figure 3.4c) by updating the simulation properties of tasks in the grey area.

3.5 Execution Optimizer

The execution optimizer takes a computation graph and a device topology as inputs and automatically

finds an efficient parallelization strategy. Using the simulator as an oracle, FlexFlow transforms

the parallelization optimization problem into a cost minimization problem, namely minimizing the

predicted execution time.

Finding the optimal parallelization strategy is NP-hard, by an easy reduction from minimum
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makespan [52]. In addition, the number of possible strategies is exponential in the number of operators

of a computation graph (see Section 3.3), which makes it intractable to exhaustively enumerate the

search space. To find a low-cost strategy, FlexFlow uses a cost minimization search to heuristically

explore the space and returns the best strategy discovered.

3.5.1 MCMC Sampling

This section briefly introduces the Metropolis-Hastings algorithm [38] we use for MCMC sampling in

the execution optimizer. The algorithm maintains a current strategy S and randomly proposes a new

strategy S∗. S∗ is accepted and becomes the new current strategy with the following probability:

α(S∗|S) = min
(

1, exp
(
β · (cost(S)− cost(S∗)

))
(3.1)

This acceptance criteria has several important properties. If S∗ has a lower cost than S, then S∗ is

always accepted. If S∗ has a higher cost than S, then S∗ may still be accepted with a probability

that decreases as a function of the difference between cost(S) and cost(S∗). Intuitively, MCMC tends

to behave as a greedy search algorithm, preferring to move towards lower cost whenever that is

readily available, but can also escape local minima.

3.5.2 Search Algorithm

Our method for generating proposals is simple: an operator in the current parallelization strategy is

selected at random, and its parallelization configuration is replaced by a random configuration. We

use the predicted execution time from the simulator as the cost function in Equation 3.1 and use

existing strategies (e.g., data parallelism, expert-designed strategies) as well as randomly generated

strategies as the initial candidates for the search algorithm. For each initial strategy, the search

algorithm iteratively proposes new candidates until one of the following two criteria is satisfied: (1)

the search time budget for current initial strategy is exhausted; or (2) the search procedure cannot

further improve the best discovered strategy for half of the search time.

3.6 FlexFlow Runtime

We found that existing deep learning systems (e.g., TensorFlow, PyTorch, Caffe2, and MXNet)

only support parallelizing an operator in the sample dimension through data parallelism, and it is

non-trivial to parallelize an operator in other dimensions or combinations of several SOAP dimensions

in these systems.

To support parallelizing DNN models using any strategy in the SOAP search space, we implemented

the FlexFlow distributed runtime in Legion [15], a high-performance parallel runtime for distributed

heterogeneous architectures, and use cuDNN [21] and cuBLAS [24] as the underlying libraries for
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Table 3.3: Details of the DNNs and datasets used in evaluation.

DNN Description Dataset
Report Our
Acc. Acc.

Convolutional Neural Networks (CNNs)
AlexNet A 12-layer CNN Synthetic data - -
Inception-v3 A 102-layer CNN with Inception modules [77] ImageNet 78.0%a 78.0%a

ResNet-101 A 101-layer residual CNN with shortcuts ImageNet 76.4%a 76.5%a

Recurrent Neural Networks (RNNs)
RNNTC 4 recurrent layers followed by a softmax layer Movie Reviews [63] 79.8% 80.3%
RNNLM 2 recurrent layers followed by a softmax layer Penn Treebank [59] 78.4b 76.1b

NMT 4 recurrent layers followed by an attention WMT [85] 19.67c 19.85c

a top-1 accuracy for single crop on the validation dataset (higher is better).
b word-level test perplexities on the Peen Treebank dataset (lower is better).
c BLEU scores [68] on the test dataset (higher is better).

processing DNN operators. We use the Legion high-dimensional partitioning interface [81] to support

parallelizing an operator in any combination of the parallelizable dimensions.

3.7 Evaluation

In this section, we aim to evaluate the following points.

1. Can FlexFlow improve the end-to-end training performance of real-world DNN benchmarks,

especially for DNNs that do not scale under existing manually designed parallelization strategies?

2. Can FlexFlow’s execution simulator predict the execution times of different parallelization

strategies with reasonable accuracy?

3. Can FlexFlow’s execution optimizer discover strategies outperforming the strategies manually

designed by domain experts?

3.7.1 Experimental Setup

Table 3.3 summarizes the DNN benchmarks used in our experiments.

AlexNet, Inception-v3, and ResNet-101 are three CNNs that achieved the best accuracy in the

ILSVRC competitions [71]. For AlexNet, the per-iteration training time is smaller than the time

to load training data from disk. We follow the suggestions in TensorFlow Benchmarks 1 and use

synthetic data to benchmark the performance of AlexNet. For all other experiments, the training

data is loaded from disk in the training procedure.

RNNTC, RNNLM and NMT are sequence-to-sequence RNN models for text classification, language

modeling, and neural machine translation, respectively. RNNTC uses four LSTM layers with a

hidden size of 1024. RNNLM uses two LSTM layers with a hidden size of 2048. Both RNN models

1https://www.tensorflow.org/performance/benchmarks
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Figure 3.5: Architectures of the GPU clusters used in the experiments. An arrow line indicates a
NVLink connection. A solid line is a PCI-e connection. Dashed lines are Infiniband connections
across different nodes.

include a softmax linear after the last LSTM layer. NMT includes an encoder and a decoder, both of

which consist of 2 LSTM layers with a hidden size of 1024. To improve model accuracy, we also use

an attention layer on top of the last decoder LSTM layer [13]. Figure 3.15 illustrates the structure of

the NMT model. For all three RNN models, we set the number of unrolling steps for each recurrent

layer to 40.

We follow prior work [51, 78, 39, 48, 92, 87] to construct computation graphs and set hyperpa-

rameters (e.g., learning rates, weight decays). We use synchronous training and a per-GPU batch

size of 64 for all DNN benchmarks, except for AlexNet, which has a much smaller model and uses a

per-GPU batch size of 256.

To evaluate the performance of FlexFlow with different device topologies, we performed the

experiments on two GPU clusters, as shown in Figure 3.5. The first cluster contains 4 compute

nodes, each of which is equipped with two Intel 10-core E5-2600 CPUs, 256GB main memory, and

four NVIDIA Tesla P100 GPUs. GPUs on the same node are connected by NVLink, and nodes are

connected over 100Gb/s EDR Infiniband. The second cluster consists of 16 nodes, each of which is

equipped with two Intel 10-core E5-2680 GPUs, 256GB main memory, and four NVIDIA Tesla K80

GPUs. Adjacent GPUs are connected by a separate PCI-e switch, and all GPUs are connected to

CPUs through a shared PCI-e switch. Compute nodes in the cluster are connected over 56 Gb/s

EDR Infiniband.

Unless otherwise stated, we set 30 minutes as the time budget for the execution optimizer and

use data parallelism and a randomly generated strategy as the initial candidates for the search. As

shown in Table 3.4, the search terminates in a few minutes in most cases.
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Figure 3.6: Per-iteration training performance on six DNNs. Numbers in parendissertation are the
number of compute nodes used in the experiments. The dash lines show the ideal training throughput.

3.7.2 Parallelization Performance

Per-iteration Performance

We compare the per-iteration training performance of FlexFlow with the following baselines. Data

parallelism is commonly used in existing deep learning systems. To control for implementation differ-

ences, we ran data parallelism experiments in TensorFlow r1.7, PyTorch v0.3, and our implementation

and compared the performance numbers. Compared to TensorFlow and PyTorch, FlexFlow achieves

the same or better performance numbers on all six DNN benchmarks, and therefore we report the

data parallelism performance achieved by FlexFlow in the experiments.

Expert-designed strategies optimize parallelization based on domain experts’ knowledge and
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Figure 3.7: Parallelization performance for NMT on 64 K80 GPUs (16 nodes). FlexFlow reduces
per-iteration execution time by 1.7-2.4× and data transfers by 2-5.5× compared to other approaches.
FlexFlow achieves similar overall task computation time as expert-designed strategy, which is 20%
fewer than data parallelism.

experience. For CNNs, [50] uses data parallelism for parallelizing convolutional and pooling layers and

switches to model parallelism for densely-connected layers. For RNNs, [87] uses data parallelism that

replicates the entire computation graph on each compute node and uses model parallelism that assign

operators with the same depth to the same GPU on each node. These expert-designed strategies are

used as a baseline in our experiments. Model parallelism only exposes limited parallelism by itself,

and we compare against model parallelism as a part of these expert-designed strategies.

Figure 3.6 shows the per-iteration training performance on all six DNN benchmarks. For ResNet-

101, FlexFlow finds strategies similar to data parallelism (except using model parallelism on a single

node for the last fully-connected layer) and therefore achieves similar parallelization performance.

For other DNN benchmarks, FlexFlow finds more efficient strategies than the baselines and achieves

1.3-3.3× speedup. Note that FlexFlow performs the same operators as data parallelism and expert-

designed strategies, and the performance improvement is achieved by using faster parallelization

strategies. We found that the parallelization strategies discovered by FlexFlow have two advantages

over data parallelism and expert-designed strategies.

Reducing overall communication costs. Similar to existing deep learning systems, the FlexFlow

distributed runtime supports overlapping data transfers with computation to hide communication

overheads. However, as we scale the number of devices, the communication overheads increase, but

the computation time used to hide communication remains constant. Therefore, reducing overall

communication costs is beneficial for large-scale distributed training. Figure 3.7b shows that, to

parallelize the NMT model on 64 K80 GPUs (16 nodes), FlexFlow reduces the per-iteration data

transfers by 2-5.5× compared to other parallelization approaches.

Reducing overall task computation time. Data parallelism always parallelizes an operator

in the sample dimension. However, as reported in [44], parallelizing an operator through different
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Table 3.4: The end-to-end search time with different simulation algorithms (seconds).

Num. AlexNet ResNet Inception
GPUs Full Delta Speedup Full Delta Speedup Full Delta Speedup

4 0.11 0.04 2.9× 1.4 0.4 3.2× 14 4.1 3.4×
8 0.40 0.13 3.0× 4.5 1.4 3.2× 66 17 3.9×

16 1.4 0.48 2.9× 22 7.3 3.1× 388 77 5.0×
32 5.3 1.8 3.0× 107 33 3.2× 1746 298 5.9×
64 18 5.9 3.0× 515 158 3.3× 8817 1278 6.9×

Num. RNNTC RNNLM NMT
GPUs Full Delta Speedup Full Delta Speedup Full Delta Speedup

4 16 7.5 2.2× 21 9.2 2.3× 40 16 2.5×
8 91 39 2.3× 76 31 2.5× 178 65 2.7×

16 404 170 2.4× 327 121 2.7× 998 328 3.0×
32 1358 516 2.6× 1102 342 3.2× 2698 701 3.8×
64 4404 1489 3.0× 3406 969 3.6× 8982 2190 4.1×
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Figure 3.8: Training curves of Inception-v3 in different systems. The model is trained on 16 P100
GPUs (4 nodes).

dimensions can result in different task computation time. For the matrix multiplication operator in

the NMT model, parallelizing it in the channel dimension reduces the operator’s overall computation

time by 38% compared to parallelizing the operator in the sample dimension. Figure 3.7c shows that

FlexFlow reduces the overall task computation time by 20% compared to data parallelism for the

NMT model. The expert-designed strategy achieves slightly better total task computation time than

FlexFlow. However, this is achieved by using model parallelism on each node, which disables any

parallelism within each operator and results in imbalanced workloads. FlexFlow reduces the task

computation time while enabling parallelism within an operator and maintaining load balance.
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Figure 3.9: Comparison among the parallelization strategies found by different automated frameworks.

End-to-end Performance

FlexFlow performs the same computation as other deep learning systems for a DNN model and

therefore achieves the same model accuracy. Table 3.3 verifies that FlexFlow achieves the state-of-

the-art accuracies on the DNN benchmarks used in the experiments.

In this experiment, we compare the end-to-end training performance between FlexFlow and

TensorFlow on Inception-v3. We train Inception-v3 on the ImageNet dataset until the model reaches

the single-crop top-1 accuracy of 72% on the validation set. The training processes in both frameworks

use stochastic gradient decent (SGD) with a learning rate of 0.045 and a weight decay of 0.0001.

Figure 3.8 illustrates the training curves of the two systems and show that FlexFlow reduces the

training time by 38% compared to TensorFlow.

Automated Frameworks

We compare against ColorRL [61], an automated framework that find parallelization strategies in

a limited search space. ColocRL uses reinforcement learning to learn device placement for model

parallelism. We are not aware of any publicly available implementation of ColocRL, so we compare

against the learned device placement for Inception-v3 and NMT, as reported in the ColocRL paper,

and performed the experiments on the same machine.

Figure 3.9 compares the training throughput of the strategies found by FlexFlow and ColocRL

for four K80 GPUs on a single node. The parallelization strategies found by FlexFlow achieve 3.4 -

3.8× speedup compared to ColocRL. We attribute the performance improvement to the larger search

space explored by FlexFlow.

Besides improving training performance, FlexFlow has two additional advantages over ColocRL.

First, ColocRL requires executing each strategy in the hardware environment to get reward signals

and takes 12-27 hours to find the best placement, while FlexFlow finds efficient parallelization

strategies for these executions in 14-40 seconds. Second, ColocRL uses up to 160 compute nodes
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Figure 3.10: An overview of DLRM.

(with 4 GPUs on each node) to find the placement in time, while FlexFlow uses a single compute

node to run the execution optimizer.

3.7.3 DLRM and Candle Uno

In addition to the six DNN benchmarks shown in Table 3.3, we also evaluate FlexFlow on two large

DNN models that cannot scale to large numbers of GPUs using data or model parallelism.

DLRM

DLRM [66] is a deep learning recommendation model for personalization and ads recommendation,

shown in Figure 3.10. The model uses embedding layers to process sparse input features representing

categorical data, and uses the bottom neural network to process dense input features. DLRM has a

feature interaction operator that combines the representations learnt from both the dense and sparse

features (e.g., concatenating the representations). The output of the feature interaction operator is

then sent to the top neural network for downstream prediction tasks.

It is challenging to parallelize the training of DLRM, as the model involves a mixture of compute

and communication intensive workloads, as depicted in Figure 3.10. In particular, the embedding

layers include larger numbers of trainable parameters, which introduce significant communication

overhead when parallelizing DLRM using data parallelism. On the other hand, the top/bottom neural

networks and the feature interaction layer have sequential dependencies, making model parallelism

not scalable for DLRM.
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(b) Candle Uno

Figure 3.11: Training performance for DLRM and Candle Uno on the Summit supercomputer [82].
Each compute node is equipped with two IBM POWER9 CPUs and six V100 GPUs. GPUs on the
same node are connected by NVLink, and nodes are connected over 100Gb/s EDR Infiniband.

Model configuration. We follow prior work [66] to construct the computation graph of DLRM

and set hyperparameters for training. The bottom neural network is a multi-layer perceptron (MLP)

consisting of 3 linear layers with output dimensions of 512, 512, and 64, respectively. The top neural

network contains 4 linear layers with output dimensions of 1024, 1024, 1024, and 1. Note that the

output of the top neural network has a dimension of 1 (i.e., a scalar), which indicates the probability

that a given user clicks the recommended ads in a training sample. We use an individual embedding

table for each categorical sparse feature. All embedding tables have output dimensions of 64.

Dataset. We use the Criteo Ad Kaggle dataset [8] in our evaluation, which consists of click logs for

ad CTR prediction and involves 26 categorical sparse features. The vocabulary sizes of the embedding

tables range from 3 to 1.7 million. The dataset contains approximately 45 million samples over 7

days. We use the first 6 days as the training set and equally split the 7th day into the validation and

test set.

Result. Figure 3.11a shows the performance of training DLRM on the Criteo Ad Kaggle dataset

using different parallelization strategies on the Summit supercomputer [82]. Using data and model

parallelism, DRLM simply fails to scale beyond a very small number GPUs. On the other hand,

by automatically discovering more efficient parallelization strategies that combine parallelization

opportunities across different dimensions, FlexFlow scales DLRM training to 96 GPUs and improves

the overall training throughput by up to 10× compared to data and model parallelism.
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Candle Uno

Candle [4] is a set of deep neural network architectures that address cancer-related learning tasks at

different biological scales. We evaluate FlexFlow on the Candle Uno model [9], which takes as inputs

the RNA sequence of human body cells and the dense features of drugs, and predicts their reactions

on a scale between 0 and 1. The Candle Uno model uses multi-layer perceptrons (MLPs) to process

both cell and drug features, which are concatenated as a single high-dimensional representation and

sent to another MLP to predict an reaction score of the cell and drug pair.

Model configuration. We follow prior work [9] to construct the model and set hyperparameters

for training. The bottom MLPs for processing cell and drug features each contains 3 linear layers

with an output dimension of 1000 in each layer. The top MLP for predicting an reaction score

includes 4 linear layers with out dimensions of 1000, 1000, 1000, and 1, respectively. Similar to the

DLRM model, the output of the top MLP has a dimension of 1 indicating the reaction score between

the input cell and drug pair.

Dataset. We use a combination of six datasets (namely CCLE, CTRP, gCSI, GDSC, NCI60, and

ALMANAC) in the Candle benchmark in our evaluation. The combined dataset contains 20 million

samples for training and 5 million samples for validation and testing. Each sample includes two drug

features with dimensions of 5270 and 2048, respectively. The cell feature describes the RNA sequence

of a human body cell with a dimension of 942.

Result. Figure 3.11b shows the performance of training Candle Uno using different strategies on

Summit. Both data and model parallelism cannot scale beyond a single compute node with 6 GPUs

because the large numbers of trainable parameters in multiple MLPs involve significant communication

overhead when using data parallelism, and the lack of inter-operator parallelization opportunities

prevents model parallelism from scaling. For the Candle Uno model, FlexFlow automatically discovers

faster parallelization strategies and improves the overall training throughput by up to 7.8× compared

to data and model parallelism.

3.7.4 Execution Simulator

We evaluate the performance of the simulator using two metrics: simulator accuracy and simulator

execution time.

Simulator accuracy. We first compare the estimated execution time predicted by the execution

simulator with the real execution time measured by actual executions. Figure 3.12 shows the results

for different DNNs and different available devices. The dashed lines indicate a relative difference of

0% and 30%, respectively, which encompasses the variance between actual and predicted execution
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Figure 3.12: Comparison between the simulated and actual execution time for different DNNs and
device topologies.
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Figure 3.13: Search performance with the full and delta simulation algorithms for the NMT model
on 16 P100 GPUs (4 nodes).

time. In addition, for different parallelization strategies with the same computation graph and device

topology (i.e., points of the same shape in the figure), their simulated execution time preserves actual

execution time ordering, which shows that simulated execution time is an appropriate metric to

evaluate the performance of different strategies.

Simulator execution time. Figure 3.13 shows the search performance with different simulation

algorithms for finding a strategy for the NMT model on 16 P100 GPUs on 4 nodes. The full and

delta simulation algorithms terminate in 16 and 6 minutes, respectively. If the allowed time budget is

less than 8 minutes, the full simulation algorithm will find a worse strategy than the delta simulation

algorithm.

We compare the end-to-end search time of the execution optimizer with different simulation

algorithms. For a given DNN model and device topology, we measure the average execution time

of the optimizer using 10 random initial strategies. The results are shown in Table 3.4. The delta

simulation algorithm is 2.2-6.9× faster than the full simulation algorithm. Moreover, the speedup

over the full simulation algorithm increases as we scale the number of devices.
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Figure 3.14: The best discovered strategy for parallelizing Inception-v3 on 4 P100 GPUs. For each
operator, the vertical and horizontal dimensions indicate parallelism in the sample and parameter
dimension, respectively. Each GPU is denoted by a color.
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Figure 3.15: The best discovered strategy for parallelizing NMT on 4 P100 GPUs. For each operator,
the vertical and horizontal dimensions indicate parallelism in the sample and parameter dimension,
respectively. Each grey box denotes a layer, whose operators share the same network parameters.
Each GPU is denoted by a color.

3.7.5 Search Algorithm

We compare the best discovered strategies with the global optimal strategies for small executions.

To obtain a search space of reasonable size, we limit the number of devices to 4 and consider the

following two DNNs. LeNet [55] is a 6-layer CNN. The second DNN is a variant of RNNLM where

the number of unrolling steps for each recurrent layer is restricted to 2. We use depth-first search

to explore the space and use A∗ [23] to prune the search. Finding the optimal strategies for LeNet

and RNNLM took 0.8 and 18 hours, respectively. For both DNNs, FlexFlow finds the same global

optimal strategy in less than 1 second.

3.7.6 Case Studies

We discuss the best strategies discovered by FlexFlow and how they improve parallelization perfor-

mance.

Inception-v3. Figure 3.14 shows the best discovered strategy for parallelizing Inception-v3 on four

P100 GPUs, which exploits intra-operator parallelism for operators on the critical path and uses a

combination of intra- and inter-operator parallelism for operators on different branches. This results

in a well-balanced workload and reduces data transfers for parameter synchronization. Compared

to data parallelism, this strategy reduces the parameter synchronization costs by 75% and the
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Table 3.5: The parallelism dimensions used by different approaches. S, O, A, and P indicate
parallelism in the Sample, Operator, Attribute, and Parameter dimensions. Hybrid parallelism
indicates an approach supports parallelizing an operator in a combination of the sample, attribute,
and parameter dimensions (see Figure 3.2).

Parallelization Parallelism Hybrid Supported
Approach Dimensions Parallelism DNNs

Data Parallelism S partial**

Model Parallelism O, P all
[50] S, P CNNs**

[87] S, O RNNs#

ColocRL O partial#

OptCNN* S, A, P X linear%

FlexFlow S, O, A, P X all
* OptCNN is an earlier version of FlexFlow.
** Does not work for DNNs whose entire model cannot fit on a single device.
# Does not work for DNNs with large operators that cannot fit on a single

device.
% Only works for DNNs with linear computation graphs.

per-iteration execution time by 12%.

For parallelizing the same Inception-v3 model on four K80 GPUs with asymmetric connections

between GPUs (see Figure 3.5b), we observe that the best discovered strategy tends to parallelize

operators on adjacent GPUs with a direct connection to reduce the communication costs.

NMT. Figure 3.15 shows the best discovered strategy for parallelizing NMT on four P100 GPUs.

First, for a layer with a large number of network parameters and little computation (e.g., embed

layers), it performs the computation on a single GPU to eliminate parameter synchronization. Second,

for a layer with a large number of parameters and heavy computation (e.g., softmax layers), FlexFlow

uses parallelism in the parameter dimension and assigns the computation for a subset of parameters

to each task. This reduces parameter synchronization costs while maintaining load balance. Third,

for multiple recurrent layers (e.g., LSTM and attention layers), FlexFlow uses concurrency among

different layers as well as parallelism within each operator to reduce parameter synchronization costs

while balancing load.

3.8 Related Work

Data and model parallelism. Existing ML systems use data and model parallelism as the default

strategies for distributed ML training. Data parallelism [51] is inefficient for operators with a large

number of parameters (e.g., densely-connected layers) and becomes a scalability bottleneck in large

scale distributed training. Model parallelism [27] splits a DNN into disjoint subsets and trains

each subset on a dedicated device, which reduces communication costs for synchronizing network
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parameters but exposes limited parallelism.

Expert-designed parallelization strategies. Recent work optimizes parallelization for specific

DNNs by using experts’ domain knowledge and experience. For example, [50] introduces “one

weird trick” that uses data parallelism for convolutional and pooling layers and switches to model

parallelism for densely-connected layers to accelerate CNNs. To parallelize RNNs, [87] uses data

parallelism that replicates the entire RNN on each node and switches to model parallelism for

intra-node parallelization. Although these expert-designed strategies improve performance over data

and model parallelism, they are suboptimal. We use these expert-designed strategies as baselines in

our experiments and show that FlexFlow can further improve training throughput by up to 2.3×.

Automated frameworks have been proposed for finding efficient parallelization strategies in a

limited search space. ColocRL [61] uses reinforcement learning to find efficient device placement for

model parallelism. [31, 32] exploited hybrid parallelization on tiled domain-specific hardware and

proposed various dataflow optimizations for both intra-layer and inter-layer data communication.

In an earlier approach, we proposed OptCNN [44], which also uses layer-wise parallelism for

parallelizing CNNs with linear computation graphs. OptCNN uses dynamic programming instead of

MCMC to jointly optimize how to parallelize each operator. The major difference with the results

reported in this chapter is that OptCNN’s dynamic programming approach does not apply to many

DNNs used for language modeling, machine translation, and recommendations, which tend to be

RNNs or other non-linear networks.

Table 3.5 summarizes the parallelism dimensions explored by existing approaches. Data parallelism

uses the sample dimension to parallelize training, while model parallelism exploits the parameter

and operator dimensions. Expert-designed strategies exploit parallelism in the sample or parameter

dimension to parallelize an operator but do not support hybrid parallelism that uses a combination

of the sample, attribute, and parameter dimensions to parallelize an operator (see Figure 3.2).

Compared to these manually designed strategies, FlexFlow considers more sophisticated, and often

more efficient, strategies to parallelize a single operator. In addition, compared to existing automated

frameworks (e.g., ColocRL and OptCNN), FlexFlow supports more generic DNNs and finds strategies

that are up to 3.8× faster by exploring a significantly larger search space.

Graph-based cluster schedulers. Previous work has proposed cluster schedulers that schedule

cluster-wide tasks by using graph-based algorithms. For example, Quincy [42] maps task scheduling

to a flow network and uses a min-cost max-flow (MCMF) algorithm to find efficient task placement.

Firmament [33] generalizes Quincy by employing multiple MCMF optimization algorithms to reduce

task placement latencies. Existing graph-based schedulers optimize task placement by assuming a

fixed task graph. However, FlexFlow solves a different problem that requires jointly optimizing how
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to partition an operator into tasks by exploiting parallelism in the SOAP dimensions and how to

assign tasks to devices.

3.9 Limitations

One limitation of FlexFlow is that the SOAP search space it explores only considers parallelization

opportunities within a single training batch but does not support pipeline parallelism [65], which

explores inter-batch parallelization opportunities by pipelining the forward processing and back

propagation across different training iterations. In pipeline parallelism each training iteration uses a

staled version of the model parameters in order to enable inter-batch pipelines, which changes the

training semantics and may affect the model’s final accuracy. Combining pipeline parallelism and the

SOAP dimensions will result in a search space orders of magnitude larger than the original SOAP

search space, and it remains an open research problem how to effectively explore the new search

space and discover efficient solutions.

3.10 Conclusion

FlexFlow is a deep learning engine that automatically finds efficient parallelization strategies in the

SOAP search space for distributed DNN training. FlexFlow uses a guided randomized search procedure

to explore the space and includes an execution simulator that is an efficient and accurate predictor

of DNN performance. We evaluate FlexFlow with six real-world DNN benchmarks on two GPU

clusters and show FlexFlow significantly outperforms state-of-the-art parallelization approaches.



Chapter 4

Automated Discovery of Data

Placement Optimizations

4.1 Motivation

Graphs provide a natural way to represent real-world data with relational structures, such as social

networks, molecular networks, and webpage graphs. Recent work has extended deep neural networks to

extract high-level features from data sets structured as graphs, and the resulting architectures, known

as graph neural networks (GNNs), have recently achieved state-of-the-art prediction performance

across a number of graph-related tasks, including vertex classification, graph classification, and link

prediction [49, 37, 89].

GNNs combine DNN operations (e.g., convolution and matrix multiplication) with iterative graph

propagation: In each GNN layer, the activations of each vertex are computed with a set of DNN

operations, using the activations of its neighbors from the previous GNN layer as inputs. Figure 4.1

illustrates the computation of one vertex (in red) in a GNN layer, which aggregates the activations

from its neighbors (in blue), and then applies DNN operations to compute new activations of the

vertex.

Existing deep learning frameworks do not easily support GNN training and inference at scale.

TensorFlow, PyTorch, and Caffe2 were originally designed to handle situations where the model and

data collection can be large, but each sample of the collection is relatively small (e.g., a single image).

These systems typically leverage data and/or model parallelism by partitioning the batch of input

samples or the DNN models across multiple devices, such as GPUs, while each input sample is still

stored on a single GPU and not partitioned. However, GNNs typically use small DNN models (a

couple of layers) on very large and irregular input samples — graphs. These large graphs do not

fit in a single device and so must be partitioned and processed in a distributed manner. Recent

57
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Aggr
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Figure 4.1: Computation of one vertex (in red) in a GNN layer by first aggregating its neighbors’
activations (in blue), and then applying DNN operations.

GNN frameworks such as DGL [5] and PyG [30] are implemented on top of PyTorch, and have the

same scalability limitation. NeuGraph [57] stores intermediate GNN data in the host CPU DRAM

to support multi-GPU training, but it is still limited to the compute resources of a single machine.

AliGraph [90] is a distributed GNN framework on CPU platforms, which does not exploit GPUs for

performance acceleration.

The current lack of system support has limited the potential application of GNN algorithms on

large-scale graphs, and has also prevented the exploration of larger and more sophisticated GNN

architectures. To alleviate these limitations, various sampling techniques [37, 91] were introduced

to first down-sample the original graphs before applying the GNN models, so that the data fit in a

single device. Sampling allows existing frameworks to train larger graphs at the cost of potential

model accuracy loss [37].

We propose Roc, a distributed multi-GPU framework for fast GNN training and inference on

large-scale graphs. Roc leverages the compute resources of multiple GPUs on multiple compute

nodes to train large GNN models on the full real-world graphs, achieving up to 4× performance over

existing GNN frameworks. Despite its use of full graphs, Roc also achieves better time-to-accuracy

performance compared to existing sampling techniques. Moreover, the better scalability allows Roc

to easily support larger and more sophisticated GNNs than those possible in existing frameworks. To

demonstrate Roc’s scalability and improved accuracy, we design a class of deep GNN architectures

by stacking multiple GCN layers [49]. By using significantly larger and deeper GNN architectures, we

improve the classification accuracy over state-of-the-art sampling techniques by 1.5% on the widely

used Reddit dataset [37].

To achieve these results, Roc tackles two significant system challenges for distributed GNN

computation.

Graph partitioning. Real-world graphs can have arbitrary sizes and variable per-vertex
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computation loads, which are challenging to partition in a balanced way [35, 93]. GNNs mix compute-

intensive DNN operations with data-intensive graph propagation, making it hard to statically compute

a good load-balancing partitioning. Furthermore, GNN inference requires partitioning new input

graphs that only run for a few iterations, such as predicting the properties of newly discovered

proteins [37], in which case existing dynamic repartitioning approaches do not work well [84]. Roc

uses an online linear regression model to optimize graph partitioning. During the training phase of a

GNN architecture, Roc learns a cost model for predicting the execution time of performing a GNN

operation on an input (sub)graph. To capture the runtime performance of a GNN operation, the cost

model includes both graph-related features such as the number of vertices and edges in the graph,

and hardware-related features such as the number of GPU memory accesses to perform the operation.

During each training iteration of a GNN architecture, Roc computes a graph partitioning using the

run time predictions from the cost model, and uses the graph partitioning to parallelize training.

At the end of each training iteration, the actual run time of the subgraphs is sent back to the Roc

graph partitioner, which updates the cost model by minimizing the difference between the actual

and predicted run times. We show that this linear regression-based graph partitioner outperforms

existing static and dynamic graph partitioning strategies by up to 1.4×.

Memory management. In GNNs, the computation for even a single vertex requires accessing

a potentially large number of neighbor vertices that may span multiple GPUs and compute nodes.

These data transfers can have a significant impact on overall performance. The framework thus must

carefully decide in which device memory (CPU or GPU) to store each intermediate tensor, in order to

minimize data transfer costs. The memory management is hard to optimize manually as the optimal

strategy depends on the input graph size and topology as well as the device constraints such as

memory capacity and communication bandwidth. We formulate the task of optimizing data transfers

as a cost minimization problem, and introduce a dynamic programming algorithm to quickly find

a globally optimal strategy that minimizes data transfers between CPU and GPU memories. We

compare the Roc memory management algorithm with existing heuristic approaches [57], and show

that Roc reduces data transfer costs between CPU and GPU by 2×.

Overall, compared to NeuGraph, Roc improves the runtime performance by up to 4× for multi-

GPU training on a single compute node. Beyond improved partitioning and memory management,

Roc sees other smaller performance improvements from a more efficient distributed runtime [46] and

the highly optimized kernels adopted from Lux for fast graph propagation on GPUs [43].

Besides performance acceleration, Roc also enables exact GNN computation on full original

graphs without using sampling techniques, as well as the exploration of more sophisticated GNN

architectures beyond the commonly used two-layer models. For large real-world graphs, we show

that performing exact GNN computation on the original graphs and using larger and deeper GNN

architectures can increase the model accuracy by up to 1.5% on the widely used Reddit dataset

compared to existing sampling techniques.



CHAPTER 4. AUTOMATED DISCOVERY OF DATA PLACEMENT OPTIMIZATIONS 60

This chapter describes the contributions of Roc in both systems and machine learning:

• On the systems side, Roc enables fast GNN training and inference on large-scale graphs. Roc

uses a novel online linear regression model to achieve efficient graph partitioning, and introduces

a dynamic programming algorithm to minimize data transfer cost.

• On the machine learning side, Roc removes the necessity of using sampling techniques for

GNN training on large graphs, and also enables the exploration of more sophisticated GNN

architectures. We demonstrate this potential by achieving new state-of-the-art classification

accuracy on the Reddit dataset.

4.2 Background and Related Work

4.2.1 Graph Neural Networks

A GNN takes graph-structured data as input, and learns a representation vector for each vertex in

the graph. The learned representation can be used for down-stream tasks such as vertex classification,

graph classification, and link prediction [49, 37, 89].

As shown in Figure 4.1, each GNN layer gathers the activations of the neighbor vertices from the

previous GNN layer, and then updates the activations of the vertex, using DNN operations such as

convolution or matrix multiplication. Formally, the computation in a GNN layer is:

a(k)v = Aggregate(k)
(
{h(k−1)u |u ∈ N (v)}

)
(4.1)

h(k)v = Update(k)(a(k)v , h(k−1)v ) (4.2)

where h
(k)
v is the learned activation of vertex v at the k-th layer, h

(0)
v is the input features of v.

N (v) denotes v’s neighbors in the graph. For each vertex, Aggregate gathers the activations of its

neighbors using an accumulation function such as average or summation. For each vertex v, Update

computes its new activations h
(k)
v by combining its previous activations h

(k−1)
v and the neighborhood

aggregation a
(k)
v . The activations of the last layer h

(K)
v capture the structural information for all

neighbors within K hops of v, and can be used as the input for down-stream prediction tasks.

4.2.2 Related Work

Distributed DNN training. One of the key differences between GNNs and conventional DNNs

is that partitioning in the attribute dimension (recall the SOAP search space in Chapter 3) is

necessary for supporting GNN training on large samples (e.g., graphs). The lack of system support

for parallelizing in the attribute dimension prevents most existing DNN frameworks from training

GNNs on large graphs.
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Table 4.1: The graph partitioning strategies used by different frameworks. Balanced training/inference
indicates whether an approach can achieve balanced partitioning for GNN training/inference.

Frameworks Partitioning Balanced Balanced
Strategies Training Inference

TensorFlow, NeuGraph Equal
GraphX, Gemini Static
Presto, Lux Dynamic X
Roc Online learning X X

GNN frameworks. Most of the existing GNN frameworks (e.g., DGL [5] and PyG [30]) do

not support graphs where the data cannot fit in a single device. NeuGraph [57] supports GNN

computation on multiple GPUs in a single machine. AliGraph [90] is a distributed GNN framework

but only uses CPUs rather than GPUs.

Sampling in GNNs. As discussed in Section 4.2.1, due to the highly connected nature of real-

world graphs, computing h
(k)
v may require accessing more data than the GPU memory capacity. A

number of sampling techniques have been proposed to support GNN training on large graphs, by

down-sampling the neighbors of each vertex [37, 91, 17]. The sampling techniques can be formalized

as follows.

a(k)v = Aggregate(k)
(
{h(k−1)u |u ∈ N̂ (v)}

)
(4.3)

where N̂ (v) is the sampled subset of N (v) with a size limit. For example, GraphSAGE [37] samples

at most 25 neighbors for each vertex (i.e., |N̂ (v)| ≤ 25), while a vertex may actually have thousands

of neighbors.

Our evaluation shows that existing sampling techniques come with potential model accuracy loss

for large real-world graphs. This observation is consistent with previous work [37]. Roc provides an

orthogonal approach to support GNN training on large graphs. Any existing sampling technique can

be additionally applied in Roc to further accelerate large-scale GNN training.

Graph frameworks and graph partitioning. A number of distributed graph processing frame-

works [58, 35, 43] have been proposed to accelerate data-intensive graph applications. These systems

generally adopt the Gather-Apply-Scatter (GAS) [34] vertex-centric programming model. GAS can

naturally express the data propagation in GNNs, but cannot support many neural network operations.

For example, computing the attention scores [83] between vertices not directly connected cannot be

easily expressed in the GAS model.

Table 4.1 summarizes the graph partitioning strategies used in existing deep learning and graph

processing frameworks. Deep learning frameworks [11, 57] typically partition data (e.g., tensors)

equally across GPUs. On the other hand, graph processing frameworks use more complicated

strategies to achieve load balance. For example, GraphX [35] and Gemini [93] statically partition
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Figure 4.2: Roc system overview. DPMM represents dynamic-programming-based memory manager.

input graphs by minimizing a heuristic objective function, such as the number of edges spanning

different partitions. These simple objective functions can achieve good performance for data-intensive

graph processing, but they do not work well for compute-intensive GNNs due to the highly varying

per-vertex computation loads. Dynamic repartitioning [84, 43] exploits the iterative nature of many

graph applications and rebalances the workload in each iteration based on the measured performance

of previous iterations. This approach converges to a balanced workload distribution for GNN training,

but is much less effective for inference which computes the GNN model only once for each new graph.

Roc uses an online-linear-regression-based algorithm to achieve balanced partitioning for both GNN

training and inference, through jointly learning a cost model to predict the execution time of the

GNN model on arbitrary graphs.

4.3 The approach

Figure 4.2 shows an overview of Roc, which takes a GNN model and a graph as inputs, and

distributes the GNN computations across multiple GPUs (potentially on different compute nodes) by

partitioning the input graph into multiple subgraphs. Each GPU worker performs the computation of

the GNN model on a subgraph, and communicates with CPU DRAM to obtain input tensors and save

intermediate results. The communication is optimized by a per-GPU dynamic-programming-based
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memory manager (DPMM) to minimize data transfers between CPU and GPU memories.

Roc uses an online-linear-regression-based graph partitioner to address the unique load imbalance

challenge of distributed GNN inference, where a trained GNN model is used to perform inference

on previously unseen graphs (Section 4.4). This problem exists today in real-world GNN inference

services [37], and our partitioning technique improves the inference performance by up to 1.4×
compared to existing graph partitioning strategies. The graph partitioner is trained jointly with the

training phase of the GNN architecture, and is also used to partition inference workloads on new

input graphs that are not in the training dataset.

After graph partitioning, all subgraphs are sent to different GPUs to perform GNN computations

in parallel. Instead of requiring all the intermediate results related to each subgraph to fit in GPU

device memory, Roc uses the much larger CPU DRAM on the host machines to hold all the data,

and treats the GPU memories as caches. Such a design allows us to support much larger GNN

architectures and input graphs. However, transferring tensors between a GPU and the host DRAM

has a major impact on runtime performance. Roc introduces a dynamic programming algorithm to

discover a memory management plan that minimizes these data transfers (see Section 4.5).

4.4 Graph Partitioner

The goal of the Roc graph partitioner is discovering balanced partitioning for GNN training and

inference on arbitrary input graphs, which is especially challenging for distributed inference on new

graphs where no existing performance measurements are available. We introduce an online-linear-

regression-based graph partitioner that takes the runtime performance measurements of previously

processed graphs as training samples for a cost model, which is then used to predict performance on

arbitrary new graphs and enable efficient partitioning.

We formulate graph partitioning for GNNs as an online learning task. The performance measure-

ments on partitioned graphs are training samples. Each training iteration produces new data points,

and the graph partitioner computes a balanced graph partitioning based on all existing data points.

4.4.1 Cost Model

The key component of the Roc graph partitioner is a cost model that predicts the execution time of

computing a GNN layer on an arbitrary graph, which could be the whole or any subset of an input

graph. Note that the cost model learns to predict the execution time of a GNN layer instead of an

entire GNN architecture for two reasons. First, Roc exploits the composability of neural network

architectures and the learned cost model can be directly applied to a variety of GNN architectures.

Second, this approach allows Roc to gather much more training data in each training iteration. For

a GNN architecture with N layers and P partitions, Roc collects (N × P ) training data points,

while modeling the entire GNN architecture only provides P data points.
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Table 4.2: The vertex features used in the current cost model. The semantics of the features are
described in Section 4.4.1. WS is the number of GPU threads in a warp, which is 32 for the V100
GPUs used in the experiments.

Definition Description
x1 1 the vertex itself
x2 |N (v)| number of neighbors
x3 |C(v)| continuity of neighbors

x4
∑

i d
ci(v)
WS
e # mem. accesses to load neighbors

x5
∑

i d
ci(v)×din

WS
e

# mem. accesses to load the
activations of all neighbors

As collecting new training data points is expensive, requiring measuring GNN computations

on GPU devices, we employ a simple linear regression model to minimize the number of trainable

parameters. Our model assumes that the cost to perform a DNN operation on a vertex is linear in a

collection of vertex features, such as number of neighbors, and the cost to run an arbitrary graph is

the summation of the cost of all its vertices.

We formalize the cost for running a GNN layer l on an input graph G as follows.

t(l, v) =
∑
i

wi(l)xi(v) (4.4)

t(l,G) =
∑
v∈G

t(l, v) =
∑
v∈G

∑
i

wi(l)xi(v) (4.5)

=
∑
i

wi(l)
∑
v∈G

xi(v) =
∑
i

wi(l)xi(G) (4.6)

where v denotes a vertex in the input graph G, wi(l) is a trainable parameter for layer l, xi(v) is the

i-th feature of v, and xi(G) sums up the i-th feature of all vertices in G.

Our model minimizes the mean square error over all available data points.

Loss(l) =
1

N

N∑
i=1

(
t(l,Gi)− y(l,Gi)

)2
(4.7)

where N is the total number of available data points for the GNN layer l, and y(l,Gi) is the

performance measurement for the i-th data point.

Table 4.2 lists the vertex features used in the cost model; x1(v) and x2(v) capture the computation

workload associated with vertex v and its edges, respectively. The remaining features estimate the

required memory accesses to GPU device memory. Recall that when multiple threads in a GPU warp

issue memory references to consecutive memory addresses, the GPU automatically coalesces these

references to a single memory access that is handled more efficiently. To describe continuity of a

vertex’s neighbors, we partition all neighbors of v as C(v) = {c1(v), ..., c|C|(v)}, where each ci(v) is a

range of consecutively numbered vertices. For example, for vertex v1 with neighbors {v3, v4, v6, v8},
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Figure 4.3: The computation graph of a toy 1-layer GIN architecture [89]. A box represents
an operation, and a circle represents a tensor. Arrows indicate dependencies between tensors and
operations. The gather operation performs neighborhood aggregation. The linear and the following
ReLU are fused into a single operation as a common optimization in existing frameworks. h0 and g
denote the input features and neighbors of all vertices, respectively. w1 and w2 are the weights of
the two linear layers.

we have c1(v1) = {v3, v4}, c2(v) = {v6}, and c3(v) = {v8}. The feature x3(v) is the number of

consecutive blocks in v’s neighbors, which is 3 in the example. In addition, x4(v) and x5(v) estimate

the number of GPU memory accesses to load all neighbors and their input activations.

The cost model can be easily extended to include new features to capture additional model- and

hardware-specific information if needed.

4.4.2 Partitioning Algorithm

Using the learned cost model, the Roc graph partitioner computes a graph partitioning that achieves

balanced workload distribution under the cost model.

Roc uses the graph partitioning strategy we developed in Lux [43] to maximize coalesced accesses

to GPU device memory, which is critical to achieve optimized GPU performance. Each vertex in a

graph is assigned a unique number between 0 and V − 1, where V is the number of vertices in the

graph. In Roc, each partition holds consecutively numbered vertices, which allows us to use N − 1

numbers {p0, p1, ..., pN−1} to partition the graph into N subgraphs where the i-th subgraph contains

all vertices ranging from pi−1 to pi − 1 and their in-edges.

Roc preprocesses an input graph by computing the partial sums of each vertex feature, which

allows Roc to estimate the runtime performance of a subgraph in O(1) time. In addition, Roc uses

binary search to find a splitting point pi in O(log V ), and therefore computing balanced partitioning

only takes O(N log V ) time, where N and V are the number of partitions and input vertices,

respectively.
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Table 4.3: All the valid states and their activation tensors for the GNN architecture in Figure 4.3.

Valid State S Activation Tensors A(S)
{¬} {g, a}
{¬, } {g, a, b, w1}
{¬, , ®} {g, a, b, h1, w1, w2}
{¬, , ®, ¯} {g, a, b, w1, w2,OL(h1)}
{¬, , ®, ¯, °} {g, a, b, w1,OL(b)}
{¬, , ®, ¯, °, ±} {g, a,OL(a)}
{¬, , ®, ¯, °, ±, ²} {}

4.5 Memory Manager

As discussed in Section 4.3, Roc performs all GNN computations on GPUs to optimize runtime

performance, but only requires all the GNN data to fit in the host CPU DRAM to support large GNN

architectures and input graphs. The device memory of each GPU therefore only needs to cache a

subset of intermediate tensors, whose corresponding data transfers between CPU and GPU memories

can be saved to reduce communication cost. How to select this subset of tensors to minimize the data

transfers within the limited GPU memory is a critical memory management problem. The optimal

strategy depends not only on the GPU device memory capacity and the sizes of the input graph and

GNN tensors, but also on the topology of the GNN architecture, which determines the reuse distance

for each tensor.

The page replacement algorithms for memory management in operating systems [12] assume

pages are all the same size and that pages are accessed sequentially. Neither assumption holds for

GNN computations since tensors generally have different sizes, and an operator may access multiple

tensors simultaneously. More fundamentally, page replacement algorithms are history-based and

assume no knowledge of future accesses, whereas in the case of a GNN we have access to the program

and can statically determine at any point which tensors will be accessed in the future.

Roc formulates GPU memory management as a cost minimization problem: given an input graph,

a GNN architecture, and a GPU device, find the subset of tensors to cache in the GPU memory

that minimizes data transfers between the CPU and GPU. Roc introduces a dynamic programming

algorithm to quickly find a globally optimal solution.

The key insight of the dynamic programming algorithm is that, at each stage of the computation,

we only need to consider caching tensors that will be reused by future operations. For a GNN

architecture G, we define a state S to be the set of operations that have already been performed in G.

A state is valid only if the operations it contains preserve all the data dependencies in G, i.e., for any

operation in S, all its predecessor operations in G must be also in S. Such a definition allows the

valid states to capture all possible execution orderings of the operators in G. For each state S, we

define its live tensors A(S) to be the set of tensors that were produced by the operations in S and

will be consumed as inputs by the operations outside of S. Intuitively, A(S) captures all the tensors



CHAPTER 4. AUTOMATED DISCOVERY OF DATA PLACEMENT OPTIMIZATIONS 67

we can cache in the GPU to eliminate future data transfers at the stage S.

Figure 4.3 shows the computation graph of a toy 1-layer Graph Isomorphism Network [89], whose

computation can be formalized as following.

h(1)v = W2 ×ReLU(W1 ×
∑

u∈N (v)

h(0)u ) (4.8)

For this GNN architecture, all the valid states and their live tensors are listed in Table 4.3.

Algorithm 3 A recursive dynamic programming algorithm for computing minimum data transfers.
In(oi) and Out(oi) return the input and output tensors of the operation oi, respectively, and size(T )
returns the memory space required to save all tensors in T .

1: Input: An input graph g, a GNN architecture G, and the GPU device memory capacity cap.
2: Output: Minimum data transfers required to compute G on g within capacity cap.
3: . D is a database storing all computed Cost functions.
4:

5: function Cost(S, T )
6: if (S, T ) ∈ D then
7: return D(S, T )
8: end if
9: if S is ∅ then

10: return size(T )
11: end if
12: cost←∞
13: for oi ∈ S do
14: if (S \ oi) is a valid state then
15: S ′ ← S \ oi
16: T ′ ←

(
T \Out(oi)

)
∩ A(S ′)

17: xfer← size
(
In(oi) \ T ′)

18: if size
(
T ∪ In(oi) ∪Out(oi)

)
≤ cap then

19: cost = min{cost,Cost(S ′, T ′) + xfer}
20: end if
21: end if
22: end for
23: D(S, T )← cost
24: return D(S, T )
25: end function

Since the valid states represent all the possible execution orderings of the GNN, we can use

dynamic programming to compute the optimal memory management strategy associated with each

execution state. Algorithm 3 shows the pseudocode. Cost(S, T ) computes the minimum data

transfers required to compute all the operations in a state S, with T being the set of tensors cached

in the GPU memory; T should be a subset of A(S). We reduce the task of computing Cost(S, T ) to

smaller tasks by enumerating the last operation to perform in S (line 13). The cost is the specific data

transfers to perform this last operation (xfer in line 17) adding the cost of the corresponding previous

state (S ′, T ′). To improve performance, we leverage memoization to only evaluate Cost(S, T ) once

for each (S, T ) pair.
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Time and space complexity. Overall, the time and space complexity of Algorithm 3 are

O(S2T ) and O(ST ), respectively, where S is the number of possible execution states for a GNN

architecture, and T is the maximum number of available tensor sets for a state. We observed that S

and T are at most 16 and 4096 for all GNN architectures in our experiments, making it practical to

use the dynamic programming algorithm to minimize data transfer cost.

4.6 Implementation

Roc is implemented on top of FlexFlow (see Chapter 3), and extends FlexFlow in the following

aspects to support efficient GNN computations. First, we have replaced the equal partitioning

strategy in FlexFlow with a fine-grained partitioning interface that supports splitting tensors at

arbitrary points. This extension is critical to efficient partitioning for GNN computations. Second,

we have added a graph propagation engine to support neighborhood aggregation operations in GNNs,

such as the gather operation in Figure 4.3. To achieve performant graph propagation on GPUs,

we have reused the highly optimized CUDA kernels in Lux [43], which is a multi-GPU system we

developed for graph analytics. This adoption allows Roc to directly benefit from all kernel-level

optimizations in Lux.

4.7 Evaluation

In this section, we aim to evaluate the following points:

• Can Roc achieve comparable runtime performance compared to state-of-the-art GNN frame-

works on a single GPU?

• Can Roc improve the end-to-end performance of distributed GNN training and inference?

• Can we improve the model accuracy on existing datasets by using larger and more sophisticated

GNNs?

4.7.1 Experimental Setup

GNN architectures. We use three real-world GNN architectures to evaluate Roc. GCN is a

widely used graph convolutional network for semi-supervised learning on graph-structured data [49].

GIN is provably the most expressive GNN architecture for the Weisfeiler-Lehman graph isomorphism

test [89]. CommNet consists of multiple cooperating agents that learn to communicate amongst

themselves before taking actions [76].

Datasets. We use four real-world graph datasets in our evaluation, listed in Table 4.4. Pubmed is

a citation network dataset [72], containing sparse bag-of-words feature vectors for each document (i.e.,
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Table 4.4: Graph datasets used in our evaluation.

Dataset Vertex Edge Feature Label
Pubmed 19,717 108,365 500 3
PPI 56,944 1,612,348 700 121
Reddit 232,965 114,848,857 602 41
Amazon 9,430,088 231,594,310 300 24
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Figure 4.4: End-to-end training throughput comparison between existing GNN frameworks and Roc
on a single P100 GPU (higher is better).

vertex), and citation links between documents (i.e., edges). PPI contains a number of protein-protein

interaction graphs, each of which represents a human tissue [37]. Reddit is a dataset for online

discussion forum, with each node being a post, and each edge being a comment between posts [37].

Amazon is the product dataset from Amazon [40]. Each node is a product, and each edge represents

also-viewed information between products. The task is to categorize a product using its description

and also-viewed relations.

All experiments were performed on a GPU cluster with 4 compute nodes, each of which contains

two Intel 10-core E5-2600 CPUs, 256GB DRAM, and four NVIDIA Tesla P100 GPUs. GPUs on the

same node are connected with NVLink, and nodes are connected with 100Gb/s EDR Infiniband.

For each training experiment, the Roc graph partitioner learned a new cost model by only using

performance measurements obtained during the single experiment. For each inference experiment,

the graph partitioner used the learned cost model from the training phase on the same dataset.

Unless otherwise stated, all experiments use the same training/validation/test splits as prior

work [37, 49, 40]. All training throughput and inference latency were measured by averaging 1,000

iterations.
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Figure 4.5: Training throughput comparison between NeuGraph and Roc using different numbers
of GPUs (higher is better). Numbers in parenthesis are the number of compute nodes used in the
experiments.

4.7.2 Single-GPU Results

First, we compare the end-to-end training performance of Roc with existing GNN frameworks on

a single GPU. Due to the small device memory on a single GPU, we limited these experiments to

graphs that can fit in a single GPU.

Figure 4.4 shows the results among TensorFlow [11], DGL [5], PyG [30], and Roc. We expected

that Roc would be slightly slower than the other frameworks on a single GPU, since it writes

the output tensors of each operator back to CPU DRAM for distributed computation, while other

frameworks keep all tensors in a single GPU, and do not involve such data transfers. However, for

these graphs, Roc reuses cached tensors on the GPU to minimize data transfers from DRAM to GPU,

and overlaps the data transfers back to DRAM with subsequent GNN computations. As a result,

Roc achieves on-par or even better performance compared to the other GNN frameworks on a single

GPU. The performance improvement over existing frameworks is likely due to the highly-optimized

CUDA kernels adopted from Lux for fast graph propagation on GPUs, while the other frameworks

such as TensorFlow and DGL perform sparse matrix multiplications on GPUs for graph propagation.

TensorFlow, DGL, and PyG were not able to run the Reddit dataset due to out-of-device-memory

errors. Roc can still train Reddit on a single GPU, by using DRAM to save some of the intermediate

tensors.

4.7.3 Multi-GPU Results

Second, we compare the end-to-end training performance of Roc with NeuGraph. NeuGraph supports

GNN training across multiple GPUs on a single compute node.

A NeuGraph implementation is not yet available publicly, so we run Roc using the same GPU

version and software library versions cited in [57] and directly compare with the performance numbers
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Figure 4.6: Time-to-accuracy comparison between state-of-the-art sampling techniques and Roc
on the Reddit dataset [37]. All experiments used the same GCN model. Roc performed full-batch
training on the entire graph, while GraphSAGE and FastGCN performed mini-batch sampling. Each
dot indicates one training epoch for GraphSAGE and FastGCN, and five epochs for Roc.

reported in the NeuGraph paper. We also disabled NVLink for this experiment to rule out the

effect of NVLink, which was not used in [57]. We do not claim that these comparisons control for

all possible differences as well as directly executing both systems on the same machine, but that

preferred approach was simply not available to us.

Figure 4.5 shows the results. For experiments on a single compute node, Roc outperforms

NeuGraph by up to 4×. The speedup is mainly because of the graph partitioning and memory

management optimizations that are not available in NeuGraph. First, NeuGraph uses the equal

vertex partitioning strategy that equally distributes the vertices across multiple GPUs. Section 4.7.6

shows that the linear regression-based graph partitioner in Roc improves training throughput by

up to 1.4× compared to the equal vertex partitioning strategy. Second, NeuGraph uses a stream

processing approach that partitions each GNN operation into multiple chunks, and sequentially

streams each chunk along with its input data to GPUs. Therefore, it does not consider the memory

management optimization used in Roc, and Section 4.7.7 shows that the Roc memory manager

improves training throughput by up to 2×.

The remaining performance improvement is likely due to other aspects of Roc, such as the use of

the highly optimized CUDA kernels in Lux for fast graph propagation, and the performance of the

underlying Legion runtime [15]. However, we were not able to further investigate the performance

difference due the absence of a publicly available implementation of NeuGraph.

4.7.4 Comparison with Graph Sampling

We compare the training performance of Roc with state-of-the-art graph sampling approaches on

the Reddit dataset. All frameworks use the same GCN model [49]. Roc performs full-batch training
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Figure 4.7: Test accuracy on the Reddit dataset using deeper and larger GNN architectures. The
dotted lines show the best test accuracy achieved by GraphSAGE (95.4%), FastGCN (93.7%), and
the original GCN architecture (94.7%), respectively.

on the entire graph as in [49], while GraphSAGE and FastGCN uses mini-batch sampling with a

batch-size of 512.

Figure 4.6 shows the time-to-accuracy comparison on a single P100 GPU, where the x-axis shows

the end-to-end training time for each epoch, and the y-axis shows the test accuracy of the current

model at the end of each epoch. For GraphSAGE and FastGCN, each dot indicates one training

epoch, while for Roc each dot represents five training epochs for simplicity. Note that GraphSAGE

and FastGCN can achieve relatively high accuracy within a few training epochs. For example,

GraphSAGE achieves 93.4% test accuracy in two epochs. However, Roc requires around 20 epochs

to achieve the same test accuracy because Roc uses full-batch training (following [49]), and only

updates parameters once per epoch, while existing sampling approaches generally perform mini-batch

training and have more frequent parameter updates. Even though Roc uses more epochs, it is still

as fast or faster than GraphSAGE and FastGCN to any given level of accuracy.

4.7.5 Deeper and Larger GNN Architectures

Roc enables the exploration of larger and more sophisticated GNN architectures than those possible

in existing frameworks. As a demonstration, we consider a class of deep GNN architectures formed

by stacking multiple GCN layers [49]. We add residual connections [39] between subsequent GCN

layers to facilitate training of deeper GNN architectures by allowing preservation of information

learned from previous layers.
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Figure 4.8: Training throughput comparison among different graph partitioning strategies on the
Reddit dataset (higher is better). Numbers in parentheses are the number of compute nodes used.

Formally, each layer of our GNN is defined as follows.

H(k+1) =

GCN(H(k)) +H(k) d(H(k+1)) = d(H(k))

GCN(H(k)) +WH(k) d(H(k+1)) 6= d(H(k))

where GCN is the original GCN layer [49], and d(·) is the number of activations in the input tensor.

When H(k) and H(k+1) have the same number of activations, we directly insert a residual connection

between the two layers. When H(k) and H(k+1) have different numbers of activations, we use a linear

layer to transform H(k) to the desired shape. This design allows us to add residual connections for

all GCN layers.

We increase the depth (i.e., number of GCN layers) and width (i.e., number of activations per

layer) to obtain larger and deeper GNN architectures beyond the commonly used 2-layer GNNs.

Figure 4.7 shows the accuracy achieved by our GNN architectures on the Reddit dataset. The

figure shows that improved accuracy can be obtained by increasing the depth and width of a GNN

architecture. As a result, our GNN architectures achieve up to 96.9% test accuracy on the Reddit

dataset, outperforming state-of-the-art sampling techniques by 1.5%.

4.7.6 Graph Partitioning

To evaluate the linear regression-based graph partitioner in Roc, we compare the performance of the

graph partitioning achieved by Roc with (1) equal vertex partitioning and (2) equal edge partitioning;

(1) is used in NeuGraph to parallelize GNN training, and (2) has been widely used in previous graph

processing systems. Figure 4.8 shows the training throughput comparison on different sets of GPUs.

Neither of these baseline strategies perform as well as the Roc linear regression-based partitioner.

To evaluate the distributed inference performance on new graphs not used during training, we
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Figure 4.9: End-to-end inference time for the test graphs in the PPI dataset (lower is better). The
numbers were measured by averaging the inference time of the four test graphs.

No
Cache

LRU Roc
0

1

2

3

4

5

6

7

Pe
r-e

po
ch

 D
at

a 
Tr

an
sf

er
s (

GB
)

7.29

2.15
1.45

(a) Data transfers.

No
Cache

LRU Roc
0.0

0.2

0.4

0.6

0.8

1.0

Pe
r-e

po
ch

 R
un

 T
im

e 
(s

) 1.01

0.63
0.55

(b) Training time.
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better). All numbers are measured by training GCN on the Reddit dataset on a single GPU.
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used the PPI dataset containing 24 protein graphs. Following prior work [37], we trained the GIN

architecture on 20 graphs and measured the inference latency on the remaining four graphs by using

the graph partitioner learned during training. Figure 4.9 shows that the the learned cost model

enables the graph partitioner to discover efficient partitioning on new graphs for inference services,

by reducing the inference latency by up to 1.2×. For the PPI graphs, the distributed inference across

multiple compute nodes achieves worse performance than the inference on a single node, which is

due to the small sizes of the inference graphs.

4.7.7 Memory Management

We evaluate the performance of the Roc memory manager by comparing it with (1) the streaming

processing approach in NeuGraph that streams input data along with computation (i.e., no caching

optimization) and (2) the least-recently-used (LRU) cache replacement policy.

Figure 4.10 shows the comparison results for training GCN on the Reddit dataset on a single GPU.

The dynamic programming-based memory manager reduces the data transfers between GPU and

DRAM by 1.4–5× and reduces the per-epoch training time by 1.2–2× compared with the baseline

memory management strategies.

4.8 Conclusion

To conclude, this chapter presents Roc, a distributed multi-GPU framework for high-performance

and large-scale GNN training and inference. Roc partitions an input graph onto multiple GPUs on

multiple compute nodes using an online-linear-regression-based strategy to achieve load balance, and

coordinates optimized data transfers between GPU devices and host CPU memories with a dynamic

programming algorithm. Roc increases the performance by up to 4× over existing GNN frameworks,

and offers better scalability. The ability to process larger graphs and GNN architectures additionally

enables model accuracy improvements. We achieve new state-of-the-art classification accuracy on the

Reddit dataset by using significantly deeper and larger GNN architectures.



Chapter 5

Conclusions

We presented a search-based methodology to build efficient and scalable machine learning systems by

automatically discovering potential ML optimizations. Compared to current ML systems relying on

manually designed ML optimizations, our methodology provides better runtime performance, less

engineering effort, and, for the work in Chapter 2, stronger correctness guarantees.

The search-based methodology proposed in this dissertation has two primary limitations.

First, our approach requires a search procedure to discover optimized solutions by exploring

many (up to millions) of possible candidates. As a result, these automated techniques only apply to

static ML models without data-dependent behaviors and optimize the models in an offline manner.

One future research direction is designing automated techniques for optimizing dynamic ML models,

which requires different methods to quickly discover performant strategies in a large and evolving

search space. Reinforcement learning and other learning-based methods seem to provide a promising

way to optimize dynamic ML models.

Second, the systems presented in this dissertation are designed for optimizing individual tasks of

ML deployment (e.g., TASO for computation graphs, FlexFlow for parallelization, and Roc for data

placement). However, joint optimization opportunities across multiple tasks of ML deployment are

currently missing. Coordinating among multiple optimizations tasks requires combining the search

spaces of individual tasks into a joint search space orders of magnitude larger than the individual

ones. It remains an open research problem how to cooperatively design the search space, cost model,

and search algorithm to discover joint and even end-to-end ML optimizations.

We have demonstrated the applicability of our approach using three ML systems that automatically

discovers performance optimizations for different tasks in ML deployment.

All source code for the three systems is publicly available:

• TASO: https://github.com/jiazhihao/TASO

• FlexFlow: https://github.com/FlexFlow/flexflow
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• Roc: https://github.com/jiazhihao/Roc

FlexFlow and Roc are both developed on top of the Legion distributed runtime, and Roc is also

built on top of the Lux graph analytics system. Both Legion and Lux are also publicly available:

• Legion: https://legion.stanford.edu

• Lux: https://github.com/LuxGraph/Lux

https://github.com/jiazhihao/Roc
https://legion.stanford.edu
https://github.com/LuxGraph/Lux
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