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Abstract A Control-Data Flow Graph (CDFGQG) is typically used to represent a

. . . i behavioral description. The data dependency edges in the CDFG
We review behavioral and RTL test synthesis and synthesis for reflect data dependencies of operands on the results of other opera-
testability approaches that generate easily testable implementa- tjons, while control edges represent the flow of control.
tions. We also include an overview of high-level synthesis tech-

niques to assist high-level ATPG. In this paper, we give an overview of several behavioral and RTL

design and synthesis approaches that have been proposed to generate
1 Introduction easily testable implementations, targeting partial scan (sequential
ATPG), fullscan and BIST methodologies. We also include an over-

Synthesis for testability has been the subject of intense researglew of high-level synthesis techniques to assist high-level ATPG.
since the late 1980s, concurrent with research into synthesis to sat-

isfy area, timing and, more recently, power constraints. Originally? Fundamenta| Approaches to Synthesis for
synthesis for testability identified gate level optimizations that could Testab|||ty
preserve or enhance circulit testability for a selected fault class with-

out the need for more specific testability insertion techniques. In thid! the 1ast decade, research in synthesis for testability has focused on
domain, only the removal of combinational redundancies has beﬁoneratlon and processing of HDL specifications of system function.
widely adopted. Occasional predictions of the disappearance of sc st HDL descrlptlons use Verilog, VHDL or C, _and sometimes
and related technologies in favor of synthesis for testability havg€rve a dual role as simulatable as well as synthesizable descriptions.
proven false. Synthesis providers have generally been unwilling t Srﬂy_commeruatelst SXntheﬁ'EOIS. ﬁperate pos},qt-ul)mpnandon of gn
restrict their optimization strategies to satisfy testability require- into a gate evehnelt Ist, de't erdon techno o(g;y-ln epe(? ent
ments (e.g., synthesis for robust path delay fault testability, synthegieneric gates) or technology-dependent (mapped gates) descrip-

to reduce random pattern resistance) when they impact area or tif2ns- EDA vendors and researchers are exploring the coupling of
ing results. DL descriptions with testability structures, since it is attractive to

apply synthesis compilation and optimization technology directly to
Instead, more specific testability insertion techniques ranging from testable HDL description, optimizing functional and test logic con-
ad hoc insertion of control or observe points to insertion of regulagurrently, rather than introducing testability after the HDL has been
structures such as scan chains and built-in self-test (BIST) haygocessed.

emerged. These “invasive” techniques had been used in large co

puters since the late 1970s, but were generally supported only gzble 1 shows the operational level of testability insertion for

custom CAD tools maintained by individual experts in test or manus lected commercial EDA tools. One important criterion to evaluate

facturing. In the early 1990s, commercial EDA vendors automateg"st insertion capabilities is their impact on design methodology [6].
testability analysis and insertion of these explicit testability struc=>°M€ tools require exporting and importing chip and module-level
tures by providingest synthesigools [5,36]. These vendors now netlists for testability modification, while others promise fully inte-

offer a diversity of scan-related technologies for use by IC designerg{;‘tte%:ef;§22g¥og;_%gisgnzzg?h@’;?g;ﬁ"pig;é;ecgr;%ﬁ% i{:ﬁggﬁg;‘t

1.1 Overview of High Level DFT Approaches evaluation criterion is the completeness of solution offered by a test

The need for fast time-to-market and increased productivity are driysertion tool, including ease of composition of testability structures
. ) . ] .. Into a complete top-level test system, verification of correct protocol
ing the trend towards_high-level design (behavioral and reglstere-md operation at the IC or system level, and test data generation
transfer level (RTL). The fundamental behavioral synthesis tasks P Y ! 9 )

consist of allocation, scheduling, and assignment, Allocation decide

the type and number of hardware resources that will be used tg—able 1: Operational Level of Testability Insertion
implement the behavioral description, scheduling refers to specify

ing the control step (clock cycle) in which each operation will b Name Synthesis Base Testability Insertion
executed, and assignment refers to the binding of each variable/opgr- Level
ation to one of the allocated registers/functional units (FUs). Fa - - -
and accurate estimation is required to traverse the search space|forSunrise | Viewlogic technology-depen-
possible solutions to each of these tasks [17,40]. dent
Mentor Autologic Il technology-indepen-
dent
LogicVi- | Synopsys HDL & HDL
sion Design Compiler
IBM Booledozer tech-independent or
tech-dependent
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Table 1: Operational Level of Testability Insertion 3.3 Creation and Avoidance of Loops in the Data

Path
Name Synthesis Base Testability Insertion Since loops contribute significantly to the difficulty of sequential
Level ATPG, we discuss how loops are formed in a circuit generated by
Synopsys | Synopsys HDL & HDL and technology high level synthesis, and ways of avoiding their formation.
Design Compiler dependent 3.3.1 Loops in the behavioral description
Compass | ASIC Synthesizer technology depen- Corresponding to each loop consisting of data-dependency edges
dent present in the behavioral description (CDFG), a loop is formed in
- the data path. The CDFG loops can be broken by selecting a set of
AT&T | Synovation HDL and technol- scan variablesfrom the variables of the CDFG such that each
ogy-dependent CDFG loop has a scan variable, and assigning each scan variable to

a scan register. The problem of selecting a set of scan variables to

; ; ; break the CDFG loops with a minimum number of scan registers is
3 Behavioral SyntheSIS for Sequemlal ATPG similar to selecting the minimum feedback vertex set (MFVS) to
Synthesis for testability at the behavioral level is complicated byreak the loops in a gate-level S-graph, with an important differ-
the absence of a behavioral fault model that can be strongly corrence. While each selected vertex in an S-graph corresponds to one
lated to silicon defects. Therefore, researchers have focused snan FF, the selected scan variables of a CDFG can share scan reg-
innovative methods to include sequential ATPG or BIST objectivessters. Hence the MFVS is not necessarily a good solution to break-
into the behavioral compilation. ing CDFG loops with the minimum number of scan registers. In

. .. [33], two measures, the loop cutting effectiveness measure and the

3.1 Sequential ATPG Objectives hardware sharing effectiveness measure, have been developed.
It has been empirically observed [10,22] that the complexity of genThese measures are used to select a set of scan variables such that
erating sequential test patterns grows exponentially with the lengiie selected variables can be maximally shared (requiring a mini-
of cycles in the S-graph, and linearly with the sequential depth ohal number of scan registers) and the chances of sharing other vari-
the FFs in the S-graph. Each node in the S-graph corresponds t@lkles to break loops formed during the subsequent high level
FF, and there is a directed edge from node nodev if there is a  synthesis steps are maximized.

strictly combinational path from F&to FFv in the sequential cir- A different approach has been adopted in [24]. At first, a set of

cuit. Gate-level DFT techniques like partial scan have been deveﬂ)'gundary variables, which determine the boundary of loops, are

oped based on this topological analysis. These attempt to break gllio oq to be assigned to the available scan registers, thereby
loops, except self-loops, and minimize sequential depth. Behaworg aking the loops corresponding to each boundary variable.

synthesi_s for testability approaqhes use simil_ar measures, loops ap ough the boundary variables cannot share the same register
sequential depth, to synthesize testable implementations frofl,cqqe they are alive simultaneously, other intermediate variables

behavioral descriptions, while preserving the performance and AR the CDEG can share the registers with boundary variables. To

constraints of the design. facilitate maximal sharing, boundary variables with shorter life-
3.2 Improving Register Controllability and times are preferred while selecting the scan variables. Next, the
Observability intermediate variables are assigned to both the available scan regis-
ters as well as the existing I/O registers, using the register assign-

Traditional register assignment techniques aim to minimize thenent algorithms discussed in the previous section, to further
number of registers needed to store all the variables. One way gfinimize the number of loops.

improving the controllability and observability of data path regis- .
ters is to assign the variables of the CDFG to maximize the numbé-3.2 Loops formed by hardware sharing

of (I/O) registersconnected to primary I/O [25]. Also, the sequen- gyen when the CDFG has no loops, or all the CDFG loops have
tial depth from annput registerto anoutput registercan be mini- - peen effectively broken by scan variables, hardware sharing of reg-

mized dl_J_ring register a}s_signment, _thereby improving  thsters and functional units can further introduce loops in the data
controllability and observability of all registers of the data path. path [33].

The approach adopted in [25] assigns each primary output t0 afynen the operations along a CDFG path from operatioropera-
output register, and then assigns as many intermediate variablesigs, v are assigned separate modules, withandv assigned to the
possible to the output registers. Next, it assigns each primary inpdgme module, a loop of lengihtermed arassignment loggs cre-

to an input register, and as many of the remaining intermediate vatizad in the data path. Consider an example CDFG consisting of two
ables as possible to the input registers. Then the input and outgyiths shown in Figure 1. Let the given performance constraint be
registers are merged if possible to minimize the total number of regpree control steps, and the resource constraint be two adders. A
isters. Finally, unassigned intermediate variables are assigned #95sible schedule and assignment of the operations is: {+1:(1,A1),
extra registers. In most cases, the technique assigns a minimuB-> A2) +3:(2,A1), +4:(3,A2), +5:(3,A1)}, where each tuple
number of registers, while improving testability of the data pathiefers to the control step and resource (adder). Figure 1(b) shows an
When two variables cannot share a register since their Ilfetlme§ssignmem loop RALRA2- RAL (shown in bold) in the result-
overlap, the operations of the CDFG can be re-scheduled such thal qata path. To create a loop-free circuit, the register RAL needs
the lifetime of an intermediate variables does not overlap with thes he converted into a scan register. Other types of loops may also

lifetime of an input/output variable, and the intermediate variable,e formed in the data path during resource sharing [33].
can be assigned to an 1/O register. A mobility path scheduling tech-

nique has been proposed in [26] to minimize the sequential depfrormation of loops in the data path may be avoided by proper
between registers and to maximize the number of I/O registers #rheduling and assignment. Consider the following schedule and
the data path by sharing between 1/0 and intermediate variables. assignment satisfying the performance and resource constraints:



from the original description. In [9], the behavioral description is
analyzed to detect hard-to-test areas, classifying variables as con-
trollable, partially controllable, observable, and partially observ-
able. Based on the testability analysis, test statements, which are
executed only in the test mode, are added to improve the controlla-
bility and observability of all the variables in the description. The
modified behaviors produce circuits with higher fault coverage and
efficiency than the original description, at modest area overhead.

In hierarchical designs consisting of several modules, the top level
dgr design constrains the controllability and observability of its mod-
fit ules’ I/0. A technique has been developed [37] to generate top level

test modes and constraints required to realize a module's local test
g modes. The process of generating global test modes may reveal that
some constraints cannot be satisfied, in which case, either the top
level description, or the description of an individual module, must
be modified to satisfy the constraints [39]. It has been shown that
behavioral modification can yield an implementation with higher
test efficiency than the original design with a modest increase in
area.
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A behavioral description can also be modified to make it more ame-
nable to the synthesis for testability techniques discussed in the pre-
vious sections. One approach is to transform the CDFG by adding
dfg Tt operations which do not change the original computation, but
enable more sharing of scan registers so as to minimize the number
f scan registers needed. In [16], deflection operations, with the
entity element as one of the operands (like add with 0), are
inserted between CDFG operations such that the original behavior
{+1:(1,AL), +2:(2,A1), +3:(1,A2), +4:(2,A2), +5:(3,A1)}. Figure is preserved. These operations are added to eliminate resource shar-
1(c) shows the resulting data path. It contains only two self-loopdng bottlenecks, like overlapping lifetimes, such that more of the
While one register needs to be scanned to break the loops of tRelected scan variables can share the same scan registers, thereby
data paths in Figure 1(b), no register needs to be scanned for tfggducing the number of scan registers needed to break the CDFG
data path in Figure 1(c), assuming self-loops can be tolerated.  loops.

When formation of loops cannot be avoided due to the given perfoRlso, deflection operations are added so that formation of loops can
mance and resource constraints, registers selected to break i@ avoided during the assignment phase by maximally reusing
CDFG loops can be reused to avoid creating loops during assig@xisting scan registers. Since the deflection operations need to be
ment. In [33], a simultaneous scheduling and assignment technig@xecuted in addition to the original operations, they are added only
has been proposed which avoids formation of loops in the implewhen the performance and area of the design is not adversely
mentation, while satisfying the performance and area constraintgffected. Application of more complex transformations is discussed
At each iteration of the algorithm, from the operations that have ndb [34]. The overall effect is that synthesizing a testable data path
yet been scheduled and assigned, an operagjonith least slack is ~ from the transformed specification requires fewer scan registers
selected. The set of (module, control step) pairl;,{C)}, to  than needed for the original specification.

which or in which the operation can be assigned or scheduled, n

identified. For each pair, the cost in terms of testability, resourgée'5 The Effect of A Controller on Testability

utilization and flexibility for scheduling and assignment of subseMost of the behavioral synthesis for test techniques concentrate on
quent operations, is computed. Subsequently, a pair with the smaifproving the testability of the data path, assuming that the control-
est cost is selected. A testability cost function is used to evaluate ther can be made testable independently, and that its outgoing control
costs associated with each type of loop formed and the scan reg#gnals to the data path are fully controllable in test mode. However,
ters necessary to break the loops. In [24], an assignment technigereen when both the controller and the data path are individually
which minimizes the number of loops and maximizes the numbetestable, the composite circuit may not be easily testable by gate-
of I/O registers in the resulting data path has been proposed. level sequential ATPG. The main problem is control signal implica-
ons which may create conflicts during sequential ATPG [14]. The
ontroller may be redesigned such that the identified implications
re eliminated. The technique involves adding a few extra control

(©)

Figure 1. Loops formed during assignment: (a) Example CDFG, (q
Assignment Loop, ¢) No Loops except Self-Loop

In conventional gate-level partial scan, the designer synthesizes tﬁ
module or chip without regard for testability, and then use gate:

level partial-scan techniques to break loops enabling eificie ectors to the existing control vectors which are outputs of the con-

E?g:ﬁg“%ﬁ‘;ig tﬁ:ﬂgf f;?en; E:gﬂlle;/:sltzg?; dseeslscr:'sozaanngéosoqulIer. Application of the controller DFT technique has shown the
g P gnly 9 ya ility to produce highly testable controller-data path circuits, with

thesized that require significantly fewer scan FFs than conventiong ly marginal area overhead, even when both high-level and gate-

processes. level loop-breaking DFT techniques fail.

3.4 Modifying the B‘?haV'Ora' Description to Another high-level synthesis for testability technique which consid-
Enhance Testability ers the effect of the control logic on the testability of the design is

A behavioral description can be modified to make the resulting18]. Testability is measured not only based on sequential depth and
implementation more testable than the implementation generatd@stability characteristics of data path modules, but also the testabil-



ity of registers is determined by analyzing the control logic used t&uch a register can be implemented as a built-in logic block

control the loading of the registers. observer (BILBO) [21]. In each test cycle, the TPGRs at the inputs

. - of a block generate pseudorandom test patterns, and the test
4 RTL SyntheS|5 for TEStablllty response of the block is captured by clocking data ports and ana-
4.1 RTL Modification & Analysis for Testability lyzed by the SRs at its outputs. Many commercial BIST schemes

rely on insertion of partial scan or fullscan into the LB that can be

There are several alternatives to enhance RTL descriptions for teggconfigured to allow initialization and loading/unloading of stimu-
ability. The description can be augmented to improve testability byys and response data during BIST.

rewiring internal signals to more controllable or observable nodes o i
when a test signal is active. With information regarding the conne®.1 Minimizing Test Registers

tivity of the modules and the functionality of each module, transforp register cannot be configured both as a TPGR and an SR simulta-
mations that restructure the data path and minimize control logic tWeously, unless it is implemented as a concurrent BILBO
using don't care conditions extracted from the data path can yiel‘{’:BILBO), which is very expensive in terms of area and delay pen-
optimized 100% single stuck-at fault testable fullscan designs [8]. 5ities. Hence, a self-adjacent register, which serves as both an input

An RTL description can also be used to identify the hard-to-testnd an output of a LB, poses a problem, since it may have to be
areas of a design, by analyzing testability ranges and the minimuiiplemented as a CBILBO. An objective of generating self-testable
and maximum number of clock cycles needed to control andata paths with low area overhead is to minimize the formation of
observe an RTL node [12]. With RTL testability analysis, a partiaself-adjacent registers [3,4,19,31].

scan selection method has been proposed which results in signifi; (3], it is assumed that every self-adjacent register will have to be
cantly better performance when compared to techniques limited ‘i?nplemented as a CBILBO. Given the scheduling and assignment
gate-level information only. In [37], an efficient partial scan methodyt operations to modules, register assignment is performed to mini-
is developed to break data path loops. Both register nodes as welligs e the number of self-adjacent registers, and hence the number of
non-register nodes are considered for breaking, with register nodess|| BOs. A conventional method of assigning a set of variables to
replaced by scan registers, and transparent scan registers placeq minimum number of registers is to color a conflict graph with
non-register nodes, thereby significantly reducing the number qhe minimum number of colors. The nodes of the conflict graph cor-
scan registers needed. respond to the variables of the CDFG, and there is an edge between
4.2 Introduction of RTL Testability Structures two nodes if the corresponding variables cannot be shared because
N of their overlapping lifetimes. To minimize the formation of self-

Testability structures, such as an IEEE 1149.1 boundary scan cedlgjacent registers, conflict edges are also added between two nodes
can be directly synthesized. RTL can be used to describe their fungthe corresponding variables are an input and output of the same
tionality. Several problems must be solved with such an approach taodule, either due to the variables being the input and output of the
avoid sub-optimal results or methodologies: meeting functional angdgme operation, or due to the variable being an input and output of
test mode performance constraints; automating safe connection gfo different operations which are assigned to the same module.
the structure; recognizing and using custom library cell componentsxperimental techniques generate data paths with fewer self-adja-
when available; and not violating technology rules (such as fanowent registers and an equal number of total registers, when com-

limitations). The use of specific testability-oriented compilation anthared with data paths produced by conventional register assignment
optimization directives embedded in the RTL description can als@echniques.

guide synthesis in reducing problems such as those above. . ) ) .
Formation of self-adjacent registers can be completely avoided by

Some testability structures are ill-suited to code directly into aRestricting the data path architecture used. In [31], the basic build-
RTL, since they overconstrain synthesis. For instance, the functioling blocks used to map a variable and the operation which generates
ality of a scan path can be coded into a Verilog description, but th@e variable is a test function block (TFB), which consists of an
synthesis system will not recognize the special nature of the strugq U, a multiplexer at each of the inputs of the ALU, and a test reg-

ture and hence will not exploit the opportunity to select among Qister (TPGR, SR, or BILBO) at the output of the ALU.
Q’ or SO outputs to meet design and technology constraints. o ) ) )
Instead of considering mapping of variables and operations of the

Knowledge of structural and functional knowledge embedded in atDFG to individual registers and ALUs as done conventionally,
RTL d_escrlptlon has been used for non-scan DFT schemes Ilke_ tasdch (v, o(v)) pair, termed action, where v is a variable, and o(v) is
point insertion [15]. Instead of conventhnal tech_nlques of breakinghe operation producing v, is considered for mapping to TFBs. Two
loops by making FFs scannable, functional units are “broken” byctions, (v1, o(v1), (v2, o(v2)) are compatible and can be merged
inserting test points, implemented using register files and constantgssigned to the same TFB) if (i) the lifetimes of v1 and v2 do not
It is shown that it suffices to make all the |OOpS k-level (k>0) Con'oveﬂap’ and (||) vl, v2 are not the inputs of O(Vl), o(v2) respec-
trollable and observable to achieve very high test efficiency. Thigvely. The second condition is needed to ensure that the output reg-
new testability measure eliminates the need of traditional DFT teclister of a TFB does not become an input of the TFB, thus ensuring
niques to make one or more registers in each loop directly (k=Ghat no self-adjacent register is formed. The assignment technique
accessible to scan or primary I/O, significantly reducing the numbefyst identifies sequences of compatible actions, each of which can
of test points needed while maintaining high fault coverage. be merged and mapped to a single TFB. A prime sequence does not
; ; contain any other sequence. Assignment to a minimal number of
S Behavioral SyntheSIS for BIST TFBs is then achieved by finding a minimal set of prime sequences
To make a design self-testable using the pseudorandom BIST methihich cover all the actions of the CDFG.
odology, it needs to be reconfigured during test mode into a set cf'fhe restriction of one output register per TFB prevents the sharing

acyclic logic blocks (LBs). Each LB has the equivalent of a pseudo-f operations whose output variables have overlapping lifetimes.

random test pattern generation register (TPGR) at each of its inpu% g .
and a signature register (SR) at each of its outputs. In situ BIS elf-testable datapaths with even fewer TFBs can be formed by

requires reconfiguration of a functional register as a TPGR or srSing an extended TFB (XTFB), which contains an ALU with mul-



tiple input as well as output registers[19]. During test mode, whilé5.4 Using Arithmetic Units as Test Generators
the two input registers are configured as TPGRs, only one of the and Compactors

multiple output registers need to be configured as a SR, thus allow- . . .

ing the presence of self-adjacent registers which have to be confifstead of using special BIST hardware like TPGRs and SRs, func-

ured as TPGRs but not SRs. By avoiding the use of CBILBOs whil onal units can be_ used to per_form test pattern generation and test
still allowing some self-adjacent registers, use of XTFBs enabl&&SPonse compaction [28]. A high level synthesis methodology has

generation of self-testable data paths with less test area overhe@fn Proposed to synthesize data paths where high fault coverage
than either the traditional high level synthesis techniques or thgan be obtained using arithmetic test generators and test compac-
BIST register assignment approach [3]. The test area overhead ciS: A testability metric termed subspace state coverage is used to
be further reduced by relaxing the requirement that the output regigyide the synthesis process, both in characterizing the quality of

ter of every ALU has to be a SR, instead allowing the test respond@St Vectors required to provide complete fault coverage of each

to propagate through other ALUs before being captured in a Spﬁynctlonal unit, as W.e|| as the quality of test vectors seen at the

forming logic blocks with sequential depth between TPGRs andPuts of each operation in the CDFG after the degradation suffered

SRs greater than 1. The above scheme results in fewer SRs iy the patterns due to propagation through various operations. For

reduces fault coverage, allowing trade-off between test area ovef@ch arithmetic unit in the module library, the input subspace state
head and fault coverage. coverage needed to obtain complete structural coverage is charac-

. terized. Next an additional generator is applied at the inputs of the
BIST overhead can be reduced by not only minimizing the numbetDFG and the state coverage measured at the inputs of the opera-
of CBILBO registers that need to be used, but also the number gbns. If two operations, with S1 and S2 denoting the states covered
TPGRs and SRs needed to test all the data path modules [32]. Aftgf their inputs, are mapped to the same arithmetic unit, the states
the scheduling and module assignment phases have been cogdvered at the input of the unit is the union of S1 and S2. During
pleted, register assignment can be done to maximize the numbergfh level synthesis, assignment of operations to functional units is

modules for which a register is an input register and hence can agéne to maximize the state coverage obtained at the inputs of each
as a TPGR, and the number of modules for which a register is gQnctional unit.

output register and hence can act as a SR; in the resulting data path, . . .
the TPGRs and SRs can be maximally shared among the data p&th  High Level Synthesis & Test Generation

modules, resulting in a minimal number of registers that need to ;
! . - . everal techniques have been proposed to generate test vectors
converted to TPGRs or SRs. Every self-adjacent register in the d q prop 9

) . o yriefly review here two approaches which use high level synthesis
vide a test environment for all the modules. Exact conditions und% yr PP 9 y

which a self-adjacent register needs to be a CBILBO are given i help in test generation. In [38], global constraints that the design

321 Th st . t oh heck th di poses on each module are passed to an ATPG tool to generate
[32]. e_(;egls_er aSS|gn|me3_ P asce:Bcligg ec N € condi 'OF}; af9te-level tests for each individual module. Subsequently, the mod-
try to avoid assignments leading to S, WNenever possIbI€. jjq test sets are combined with the global test modes extracted [38]

5.2 Minimizing Test Sessions to generate test vectors that can be applied at the primary inputs of
the hierarchical design. The high level description can be modified

In the most general BIST scheme, a test path through which tegf satisfy the global constraints whenever they cannot be satisfied at
data can go from the TPGRs to the SR at the output of a logic blogk

) e module level.
may pass through several ALUs. This leads to two or more test B )
paths sharing the same hardware (registers, ALUs, multiplexerdhe ability to re-establish the context of test patterns generated for
buses), thus creating conflicts and forcing need for multiple test sed-module at the top-level of a design allows reuse of test data. Pre-
sions. Scheduling and assignment techniques have been preserfiefputed test sets of the modules can be used to generate tests for
in [20], which uses test conflict estimates to generate data patfe complete design, provided the test environment for each mod-
which require minimal number of test sessions and hence hav#e, giving the set of symbolic justification and propagation paths to
maximal test concurrency. Experimental results show the ability t@nd from the module, is known. Automating and developing new
data paths that require only one test session. Note that assignm&itT and ATPG techniques to facilitate test data reuse are becoming
techniques like [32], which encourage sharing of TPGRs/SR¥ery important as design reuse of cores and other components gains
between logic blocks may also lead to test path conflicts and hen@@pularity to improve designer productivity and companies seek to
reduced test concurrency; the techniques in [20] do not addrelverage their intellectual property investments.

such conflicts. The test environment of an operation assigned to a module can be
5.3 Adding Test Behavior used as the test enyironment fo_r the modu_le: In [7], the (_:ont_rol and
_ ) . data flow specified in the behavioral description of a design is used
A general BIST scheme is proposed in [31], where only the inpUfo identify the test environment for an operation. The assignment
and output registers are configured as TPGRs and SRs respectivelifase in high level synthesis is used to help ensure that each mod-
Testability metrics are developed to measure the controllability(jie has at least one operation which has a test environment; if that is
observability of signals in the original design behavior, under theot possible, test points are introduced to provide the test environ-
application of pseudorandom vectors at the primary inputs. A teshent[ref]. The hierarchical tests, providing high fault coverage, can
behavior, executed only in the test mode, is obtained by insertinge generated using the module tests and test environments more
test points in the original behavior to enhance the testability ofjuickly than test generation done at the gate-level. Inter-module

required internal signals. The test points need extra primary I/Gesting often remains a problem in such a macro test environment.
implemented by extra TPGRs/SRs. The combined design and test

behavior are synthesized together using any high level synthess  Further Perspectives
tool. A testing scheme is proposed which uses the test behavior

generate tests for the complete design, controller and data pagls
using only three test sessions.

is paper has presented an overview of test synthesis and synthe-
for testability. It is intended as both a survey and perspective on
current practice. While the research results show great promise,
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