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Abstract

As the Internet evolves into a universal network for all communication needs, it has to stand up to the high quality
standards of traditional networks, such as the telephone network for voice communications. Multimedia applications are
particularly sensitive to various impairments introduced by IP networks, such as packet loss, delay and delay jitter. In this
paper, we study loss and delay measurements taken over the Internet and we provide a detailed characterization thereof.
We focus on wide-area backbone networks, which constitute an important part of long-distance communication. Our study
is based on a rich data set that provides valuable insights into the behavior of Internet backbones today, and in particular
into how they affect multimedia traffic. We find that most of the problems observed seem more related to reliability,
network protocols and router operation rather than to traffic load and traditional quality-of-service issues. Furthermore,
the characterization and modeling of packet loss, delay and delay jitter can be used by the research community as input
to various problems related to the design and evaluation of network- and application-layer mechanisms.
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1 Introduction

As the Internet evolves into a unified network, it is im-
portant to understand its performance and capability of
supporting various services at high quality. We are partic-
ularly interested in low-latency multimedia applications,
such as Voice over IP (VoIP), video-conferencing and au-
dio/video streaming. These applications are particularly
demanding for two reasons: first, they have stringent re-
quirements in terms of packet loss, end-to-end (e2e) delay
and delay jitter; second, there are already high quality
standards set by traditional networks, such as the tele-
phone network %]or voice communications.

The first users of VoIP were eager to tolerate the bad
quality because it was a free service. However, as VoIP
evolves, it needs to achieve the high quality of traditional
telephony. Simply stated, the problems that occur in the
Internet and can affect the quality of voice and video
communication are packet loss, delay and delay jitter.
Loss and delay jitter can be due to congestion in the net-
work, leading to packets getting dropped in the routers,
or failure of network components leading to a reconfig-
uration of the network. Here the issue is how extensive
are loss, delay and jitter, how bad are their effects, and
whether they can be concealed at the destination.

The contribution of this paper is the collection and char-
acterization of loss and delay measurements over a rep-
resentative set of Internet backbone paths. We rovige
valuable insights into the behavior of Internet backbones,
in particular with respect to their ability to support mul-
timedia traffic. Furthermore, we provide a detailed char-
acterization, and when possible modeling, of loss, delay
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and delay jitter, that can be used by the research com-
munity to capture the backbone network behavior.

Our study is based on a rich data set that was collected
by RouteScience Technologies Inc. Probes were sent be-
tween five facilities, over a large number of different paths
(43 paths belonging to 7 different Internet providers in
the continental US), every 10 ms for a continuous period
of 2.5 days, and accurately time-stamped using GPS.
The study of this data set reveals a wide range of be-
havior among providers: while some backbone networks
exhibit excellent behavior, some other have consistent
problems that severely impair the performance of multi-
media traffic. Furthermore, the problems that we iden-
tify, seem more related to reliability, network protocols
and router operation, rather than to traffic load and tra-
ditional Quality of Service (QoS) issues.

We focus on wide-area backbone networks, for which we
have extensive data available. These are an important
part of the end-to-end path for all long distance com-
munications, including VoIP calls that are serviced by a
combination of a switched telephone network in the local
area and the Internet for the long haul. Problems on the
backbones will be experienced by all such calls; therefore,
they need to be well understood and fixed, regardless of
what takes place elsewhere in the path.

This study takes a multimedia perspective in the follow-
ing sense. First in the collection phase, we sent active
probes emulating voice and video traffic. Then in the
characterization phase, we analyzed properties such as
packet loss, delay and delay jitter which are of critical
importance to interactive or streaming multimedia (e.g.
as opposed to average round-trip times that would be of
interest to TCP). This way, we draw conclusions about
the capability of the studied networks to support mul-
timedia applications. Furthermore, one can use our sta-
tistical characterization to capture the behavior of these
networks and evaluate adaptive mechanisms at the end-
systems, such as playout scheduling, multi-path stream-
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ing or rate-distortion optimized streaming.

The outline of the paper is as follows. In Section 2, we
review work related to network measurements and multi-
media quality. In Section 3, we describe the measurement
setup and collection. In Section 4 and 5, we describe the
loss and delay characteristics, respectively, observed in
the measurements; we provide representative examples
and a detailed statistical characterization. In Section 6,
we briefly discuss the effect of the observed network im-
pairments, their possible causes and remedies. Section 7
concludes the paper.

2 Related Work

There has been an extensive amount of work, and there
is still ongoing work, on measurements and characteriza-
tion of the Internet. Different studies take a different per-
spective depending on their specific interest (e.g. which
part of the Internet hierarchy is under study, which net-
work protocols are designed or evaluated, which are the
applications and performance metrics of interest) as well
as on implementation constraints.

We are interested in the quality of multimedia commu-
nications over the public Internet. The following studies
had the same objective. In [1], the delay and loss experi-
enced by audio traffic was measured; they found that the
delay variability had the form of spikes and modeled it
as the result ofy multiplexing audio and interfering traf-
fic into a single queue. In [11,18], audio traffic was also
studied over the MBONE, and loss rates, burstiness and
correlation between loss and delay were characterized. In
[11], delay variability was found to have the form of spikes
and playout scheduling algorithms were proposed to deal
with these spikes. In [6], a large scale experiment was
conducted, where low-rate MPEG-4 video was streamed
to a large number of clients and cities, and statistics for
the quality of the sessions were provided. Interestingly,
the study of loss and delay in [12], turned out to be heav-
ily used today in the video community, particularly for
modeling network delay using Gamma distributions. On
a slightly different note, Poisson flows were used in [19]
to sample the network, and the constancy of delay and
loss on Internet paths was studied. Finally, [4] is a recent
measurement technique that tries to infer the state and
performance of TCP-based applications based on passive
measurements.

The topic of measurements from the edge of the network,
is important in far too many contexts to be surveyed here
exhaustively. For example, [16] provided a powerful tool
for inferring ISP topologies and various metrics of interest
based on measurements from the edge. [10] provided a
user-level internet-path diagnosis. In general, being able
to “measure the black box” is important for applications
to optimize their performance.

We focus on backbone networks in the continental US,
which are in general sufficiently provisioned, so they are
typically believed not to introduce any impairments. In-

eed, in our study we observed delay and loss patterns
on those networks that seem mostly related to the net-
work and router operation, rather than to traffic load and
congestion. Similar patterns had also been observed on
backbone networks by S. Sanghi et.al. in [14,15]. Labovitz
et al. in [5], investigated the stability and the failures
of wide-area backbones due to the underlying switching
system as well as due to the software and hardware com-
ponents specific to the Internet’s packet-switched for-
warding and routing architecture. Recent studies of the
Sprint’s backbone network, [9], focused on link failures
and their impact on voice traffic. They also studied the
delay caused by a backbone router and identified peri-
ods during which the routers were taking vacations from

Fig. 1. Measurements collection over the backbone networks
of seven major ISPs in the continental US

serving packets [13].

A preliminary version of this paper appeared in [17].
This journal paper is significantly extended by additional
materials, i.e. a complete and detailed classification and
characterization of the measurements based on the work
in [7]. Finally, in our previous work [8], we focused on the
VoIP quality, we developed a methodology for mapping
network parameters to voice subjective quality, we sim-
ulated voice calls and provided statistics on their qual-
ity. In contrast to [8], this paper focuses on the measure-
ments themselves and on characterizing, and when possi-
ble modeling, the loss, delay and jitter observed therein.
This characterization can be used by other researchers as
input to problems related to the design and evaluation
of network- and application-layer mechanisms.

3 Measurement Set

Our study is based on measurements provided by Route-
Science Technologies Inc. Facilities have been installed
in five major US cities: San Jose in California (SJC),
Ashburn in Virginia (ASH), Newark in New Jersey
(EWR), Thornton in Colorado (THR) and Andover
in Massachusetts (AND). These measurement facilities
have been connected directly to the backbone networks
of seven different Internet providers, through T1 or
T3 links. We refer to the seven different providers as
Py, Py, ..., P; for anonymity purposes. Multiple providers
may connect a given pair of cities, resulting to 43 paths
in total. The measurement setup is shown i Fig. 1. For
example, the arrow drawn from SJC to AND with a
label “P5, Ps” means that probes were sent from SJC to
AND using providers P3 and Pg. All paths are two ways,
except for those shown in parenthesis.

Probes of 50 Bytes long each were sent every 10 ms be-
tween the measurement facilities. Probes were sent from
Tuesday 06/26/2001 19:22:00 until Friday 06/29/2001
00:50:00 UTC, i.e. a continuous period covering a little
over two full days. “UTC” stands for Coordinated Uni-
versal Time which corresponds to Greenwich Mean Time
(GMT). GPS was used to synchronize senders and re-
ceivers and the network delays were inferred by subtract-
ing the sender’s from the receiver’s timestamp. The data
rate of the probes (40kbps) is a very small fraction of the
links used in the backbone network; therefore it could
not affect the delay and loss characteristics of these net-
works. The size of each probe was chosen to be 50 Bytes
in order to simulate a 8.729 frame generated every 10
ms at 8 Kbps rate: 10B for the payload and 40B for the
IP/UDP/RTP header. By taking into account the access
bandwidth of the providers, we are able to compute the
transmission time and infer delays for any voice packet
size from the probe delays. Furthermore, the 10ms send-
ing interval is small enough to simulate the highest rate
a VoIP encoder /packetizer might send packets at.
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Fig. 2. Example of elementary loss (23 packets( on
EWR-P2-SJC, at Thu 13:00.

Sending the probes described above, we get accurate
measurements of (i) the one-way delay experienced by
every probe (ii) which packets are lost. The data set pro-
vides this information for all probes sent over 43 paths in
total, belonging to 7 different providers in the continental
US, over a continuous 2.5 days period. In the followin
sections, we describe and characterize the loss, delay an§
delay jitter that we observed in these measurements.

4 Loss Characteristics

4.1 Summary

There was only one path, namely SJC-AND for provider
P3, with no loss at all during the entire measurement
period. For all other paths, packet loss events with vari-
ous characteristics occur. For four paths of provider Ps,
loss occurred regularly for the entire measurement pe-
riod, and is described in a separate section (4.4). For the
remaining 38 out of the 43 paths, loss was sporadic. This
means that, in general, there is no loss in the traces, ex-
cept for relatively short time periods, during which, pack-
ets are lost. Therefore, it does not make sense to compute
loss rates over large time periods. Indeed, no more than
0.26% of all packets are lost in any path, over the en-
tire measurement period, but the loss rate can be much
higher (10-100%) over short time periods.

We identify two types of events (i) elementary loss events
which consist of consecutive probes getting lost (com-
prising one or more packets) separated by relatively long
periods of time, and (ii) complezx loss events which corre-
spond to the occurrence of several elementary loss events
concentrated over a short period of time. In the rest of
this section, we %ve concrete, representative examples of
each type. For the exhaustive list of loss events, as well
as for the distributions of loss and loss-free durations on
every path, the interested reader is referred to [7].

4.2 Elementary Loss Events

Elementary loss events consist of consecutive packets be-
ing lost. Their duration varies from a single packet to sev-
eral consecutive packets (lasting up to tens of seconds or
even a few minutes). Single packet loss events are a large
percentage of all loss events but they contribute little to
the total amount of loss. An example of 23 consecutive
Eackets lost is shown in Fig. 2: we plot the delay incurred

v probes as a function of the probe’s send time; we use
zero delay to indicate that a probe is lost. It is interest-
ing to note that the pattern of 19-25 consecutive packets
lost, typically preceded by high delay values, occurs fre-
quently in providers Ps, Ps, P5; we do not have a good
explanation for the frequent occurrence of these events.

We now turn our attention to longer loss periods, which
we call outages; these last tens of seconds up to two min-
utes, during which all packets are lost. The longest el-

ementary loss event (166.18 sec) happened on the path
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(b) A 77.3sec outage on EWR-P4-SJC, on
Wed 21:10-21:20

Fig. 3. Example Outages correlated with changes in the fixed
part of the delay.

SJC-ASH of provider P7 and is shown in Fig. 3(a). It
is interesting to note that this lon% loss period accom-
panied a change in the fixed part of the delay. Also, the

reverse path (from ASH to SJC) of the same provider
incurred similar loss (111.9 sec) at the exact same time.

The event was repeated the following day at 3:20 with
loss 12.639 sec on the path SJC-ASH. Such long loss pe-
riods occurred on 6 out of 7 providers at least 1-2 times
per day. For two of these providers, these outages were
correlated with a change in the fixed part of the delay.
The change in delay was in the order of 1-2 milliseconds,
which by itself is not significant, but it indicates a recon-
figuration (e.g. a routing change) that may be responsi-

ble for the long loss duration. For provider Py, outages
accompanying changes in the fixed part of the delay, was
a recurrent event; an example is shown in Fig. 3(b).

4.8 Complex Loss Fvents

Complex loss events consist of multiple elementary loss
events (single packets or longer durations) over a rela-
tively short period of time (up to 50 seconds), during

which the loss rate is 10-80%. They happen mainly on
providers P», P5s and Pg.

As a concrete example, we consider the path ASH-SJC
of provider P6 and a single complex event that lasted 15
sec during which single packets were lost at a loss rate

of 9.4%, see Fig. 4(a). In Fig. 4(b), we show a blow up
of a portion Fig. 4(a). The loss-free intervals are roughly
exponentially distributed, as it is shown in Fig. 5(a). In-
deed the Complementary Cumulative Distribution Func-
tion (CCDF) of the exponential distribution would be a

straight line in a x-logy plot. The autocorrelation func-
tion for the loss-free durations also decreases fast, see Fig.

5(b). Similar exponential distribution of loss-free dura-
tions was also observed in the traces with regular loss
(Section 4.4) as well as in other complex events.

Another event of similar type happened on EWR-Ps-
SJC, on Wed at 3:30, and is shown in Fig. 6. Single pack-

ets are lost during a period of 30 seconds, (in between two
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Fig. 4. Example of complex loss event consisting of sin-
gle packets lost. Path ASH-Ps-SJC, Wed 06/27/01 at 3:20
(UTC). 141 packets were lost during 15 seconds: 131 single
packets and 5 times two consecutive packets.
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Fig. 5. Loss-free durations (i.e. times between two losses) for
the complex loss event on ASH-Ps-P1, on Wed at 3:30.

longer elementary loss events lasting 502 and 512 packets
each). The entire complex loss event lasts for 50 seconds,
and the loss rate during that period is 24.6%; out of the
205 loss durations, 194 are single packets lost and 11 con-
sist of 2 consecutive packets. The time between two suc-
cessive losses is also exponentially distributed; we omit
the statistics for lack of space.

In Fig. 7(a), we show an example of a complex loss event
consisting of longer loss durations; in Fig. 7(b), we blow
up a portion. The event consists of longer loss durations
(ranging from 10 to 143 packets, with an mean and stan-
dard deviation of 103 and 41 packets respectively). The
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Fig. 6. Example of complex loss event. Path EWR-P-SJC,
Wed 06/27/01 at 3:30-3:50 (UTC)
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Fig. 7. Example of complex loss event consisting of longer
loss periods. EWR-P»-SJC, Thu 20:10.



Table 1

Complex loss event on Thu at 20:10, on both paths of P». For each elementary loss event, we provide its duration and the

loss-free duration until the next elementary event.

Loss duration number ‘ 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ‘ 6 ‘ 7 ‘ 8 ‘ 9 ‘ 10 ‘ 11 ‘ 12 ‘
path EWR-P,-SJC, event starting at packet sequence=26356
loss duration (in packets) 79 | 143 | 142 10 78 | 142 | 142 | 142 | 117 | 90 78| 79
distance from next (packets) | 12 13 13 129 | 12 13 13 38 91 891 | 77 -
path EWR-P,-SJC, event starting at sequence=26365
loss duration (in packets) 79 143 141 11 78 143 142 141 118 90 78 79
distance from next (packets) | 12 13 12 130 | 11 13 13 38 89 889 | 78 -

delay in ms
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(a) Part of the one-hour period
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in one hour

% of loss-free durations exceeding D

5 10 20
loss—free duration D (ms)

(b) CCDF of loss-free durations
Fig. 8. One-hour period EWR-Ps-SJC, Thu 10:00-11:00.

loss-free durations range from 12 to 1891 packets, with
a mean and standard geviation of 118 and 259 packets
respectively. The whole event has a total duration of 30
seconds and has a packet loss rate of 41.4%. Because
there are only 12 loss durations in this event, we provide
the exact values for the loss durations and distances, in
Table 1. It is interesting to note that the exact same loss
pattern (same loss and loss-free durations) happened on
the second path of this provider at the exact same time.
Another identical event that happened on both paths on
Wed at 6:20. Also, the exact same event happens at the
same time on the second path of provider P2. There are
marny more OCCurrences ofploss events happening simulta-
neously on many paths. The interested reader is referred
to [7] for the exhaustive list.

The synchronization of loss events on many different
paths indicates that these paths share a network element.
Congestion on a shared link, failures or the idiosyncratic
behavior of a shared router can affect all paths. The rep-
etition of loss events with almost identical characteristics
at different times on the same path, could be due to the
operation of a router on this path, some maintenance or
network control procedure.

4.4 Regular Loss of Single Packets

Unlike the sporadic loss events that we saw so far, four
paths of provider, Ps, experience regular loss for the en-
tire measurement period. Single packets are lost, sepa-
rated by loss-free intervals; the later are exponentially
distributed with an average of 5 sec.

Let us look at an example path, EWR-P5-SJC, in detail.
Fig. 8 shows the CCDF of the loss-free durations, for an
one-hour period. Loss during that hour, consists of single
packets lost, and an outage (1978 consecutive packets
lost). The intervals between single losses seem to match
very well the exponential shape (a straight line in a x-
logy plot), with mean 5.11sec, and the autocorrelation
function decreased fast from the first samples. The overall
loss rate is low (0.2%). We also looked at the same path,
at different times and also also for longer periods (e.g. the
entire 48 hours). We found that its behavior remains the

same: single packets are lost, and the loss-free durations
are exponentially distributed with the same mean.

5 Delay and Delay Jitter Characteristics

To aid in the analysis of delay for such a large set of mea-
surement data, we begin by examining the statistics of
delays incurred by probes over 10 minute intervals. We
record for each such interval the minimum and maxi-
mum delays, and various delay percentiles (primarily the

50t and 9gth percentiles). We then plot these for all 10
minute intervals for a 24 hour period. We show in Fig.
9 such a plot for four different paths. As in the previ-
ous section, we are going to present representative delay
patterns, and refer the interested reader to [7] for the ex-
haustive characterization.

5.1 Fized Part of the Delay

The minimum delay corresponds to the fixed part of the
delay, which is low on the backbones under study. This
is expected, as the fixed part of the delay is due to prop-
agation and transmission delay (which is negligible on
high speed backbone links; e.g. a 50 Bytes probe takes
0.266 ms on a T1 and 0.009 ms on a T3 access link).
Overall, fixed delay is below 12 ms for communication on
the same coast and in the range of 32-47 ms for coast-to-
coast There are a few paths for which the fixed delay was
as high as 78 ms, indicating that the shortest route was
not followed. In some plots, there is a 50 minutes period
during which all delay percentiles are zero; this is due to
an interruption of the EWR measurement facility.

In general, the fixed part of the delay remains constant.
However, we occasionally observed changes in the fixed
part of the delay, in the order of a few (1-3) ms, which
by itself is negligible. More frequently than not, these
changes are accompanied by outages (as discussed in Sec-
tion 4.2). Such changes may be due to routing changes

and the outages may be due to the time it takes for net-
work reconfiguration. However, changes in the fixed part
of the delay are not always correlated with outages.

5.2 Delay Variability

The maximum delay and delay percentiles are impor-
tant to identify intervals during which probes have ex-
perienced large delays. If in one 10-minute interval we
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Fig. 9. Delay percentiles per 10 minutes intervals for a 24
hours period and four different paths

observe a high maximum accompanied by increased val-
ues of the percentiles, then the interval is of interest for
further study. The delay statistics exhibited in Fig. 9 are
also useful to give an indication of the effect of time of day
on measured delay. It also aids us in comparing paths;
for example, from Fig.9 we see that the path THU-P;-
ASH is a path that exhibits high peaks as well as high
percentiles most of the day, while at the other extreme
the path SJC-P;,-ASH is a path that exhibits rather low
delays. The path SJC-P,-ASH is a path that is usually
good (similar to P7) for most of the day, but does incur
higher delays over a certain period of the day. The path
EWR-P,-SJC has a periodic pattern that leads to the
percentiles observed.
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Fig. 10. Delay of individual probes on path THU-P1-ASH,
on Wed 06/27/01 at 2:10

We are primarily interested in analyzing the delay varia-
tions in short time scale, also called delay jitter, identify-
ing the various possible jitter patterns and characterizin

them. This requires that we plot the delay of individua
probes versus their respective send times. An example is
shown in Fig. 10. The delay variations that we see show
that the delay is constantly varying within a certain rel-
atively small range above the minimum. There are fre-
quent visits to the minimum, indicating that the path
are lightly loaded. This type of delay variation prevails
and corresponds to what we call the normal pattern.

Most of the time and for most backbone paths, the de-
lay variability was within a few milliseconds of the fixed
part. This is expected as backbone networks are usually
over-provisioned with enough bandwidth to have empty
queues most of the time. The lowest jitter is incurred by

providers P6 and P7, for which the ggth jitter percentile
1s from 0.1 to 0.7 milliseconds. However, there are higher
delay variations that occur mostly in the form of spikes
(as opposed to a slow changing component).

By spike we refer to a number of packets that have sig-
nificantly higher delays than the rest and they follow
roughly the triangular shape shown in Fig. 11(a). There
is a sudden sizable jump in delay for a probe, followed by
a succession of probes delays decreasing by 10 ms each.
Note that since probes are sent deterministically one ev-
ery 10 ms, the delays of probes succeeding the peak fol-
low a line with a slope oIf)—l; this indicates that packets
arrive bunched up at the receiver.

The simplest spike is the one with the perfectly triangular
shape, shown in Fig. 11(a): a sudden sizable increase in
delay, followed by a 45 degrees slope linear decrease. The
only parameter characterizing such a spike is the mag-
nitude of the jump, or equivalently the peak delay. The
width of the spike is almost equal to the jump up to the
peak delay. The spike shown in Fig. 11(b) is not as sim-
ple: there is some jitter in the decreasing slope and there
are several smaller peaks that follow the first and tallest
peak. In this case, the entire event may be characterized
by the magnitude of the first (highest) peak, the width of
the spike and the height of the smaller peaks. There are
yet other situations that differ from the above descrip-
tion. An example is shown in Fig. 11(c): it consists of a
rapid succession of spikes of similar heights lasting over
three seconds. Another example is shown in Fig. 11(d):
following the sudden jump in delay, a number of probes
incur roughly the same delay as the peak, before the lin-
ear decrease in delay is observed. This is an exception to
the triangular spike shape, which holds in the large ma-
jority of spikes in the traces.

The characteristics of spikes and the specific pattern vary
from path to path and over time. We illustrate this fact
by examining some example paths: THU-P;ASH, SJC-
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Fig. 11. Examples of Delay Spikes

P;-ASH and EWR-P4-SJC. We are guided by their de-
lay statistics for 10 minutes intervafs, shown in Fig. 9
above, to select periods of time which are worth study-
ing in greater detail. We will see that lower delays follow

random patterns (consisting of spikes with random peaks
at random distances) while higher delays follow periodic
patterns (the same shape of spike or cluster of spikes re-
peated periodically). We also identify similar behaviors

in other paths. We finally provide a discussion on the
low-frequency delay components.

5.2.1 Discussion of a Path with High Delay Variability
Let us first consider an example path (namely THU-P;-
ASH) with high delay and delay variability. We already
saw the delay percentiles across a day for this path in Fig.

"
ON

=
Ou

all delays —

A
1)
o

peak delays

H
O\

peaks >85 ms

% of peaks above the threshold
o
o

H
O\

o 50 200 250

100 150
delay threshold in ms

(a) CCDF of peak delays

Empirical PDF (%)

5

107

o 0.2 1a 16

o dlst;;ce ofcssplkes 1(sec) ¥
(b) PDF of distance between consecutive
spikes

Fig. 12. Statistics for the “random delay pattern”.
THU-P1-ASH, Wed 2:00-3:00.

9(a). Most of the time, delay jitter has the form of spikes
of various heights spaced at various intervals from each
other. Although the characteristics of the spikes vary
during the day, when we zoomed in on different parts of
the day, we found that delay follows one of three distinct
patterns. The first pattern is what we call random delay
pattern ; it holds for most of the day, when delays are rel-
atively low. The second (very high peaks) and the third
(block pattern) pattern happen when delay is high, are as-
sociated with an increase in delay percentiles in Figures
9(a) and have some structure in them. We now discuss
the three patterns in detail.

Random Delay Pattern. Most of the time, delay is
low (roughly below 150 ms) and follows a random pat-
tern, consisting of spikes with random peaks that hap-
pen at random intervals, as in Fig. 10. Fig. 12(a) shows
the CCDF for all probe delays and for the peak delays in
Farticular. Notice that the distribution of all probe de-
ays is very close to the distribution of the peak delays,
because of the triangular shape of the spikes. The shape
of this CCDF is almost a straight line, which indicates
that the exponential distribution is a good fit. We con-
sider peak delays of a considerable size to be those above
85 ms and we observe that their distribution also follows
an exponential shape (with a mean of 92 ms). The pe-
riod of time separating these spikes (above 85 ms) also
follows a roughly exponential distribution, as shown in
Figure 12(b). The same observations hold for most of the
day, when delays are small.

Very High Delays. This pattern happens when maxi-
mum delay reaches the highest values observed (e.g. 400-
700 ms in Fig. 9(a) and (b), during the periods 0:00-1:00,
6:00-10:00 and 20:00-21:00, 23:00-00:00). An example of
such an hour and a zoom in 50sec, is shown in Fig. 13(a)
and(b) respectively; we see that these high peaks occur
every 10-20 ms. Fig. 11(b) shows the details of one of

these spikes: a high peak is followed by many smaller
ones. When we zoomed in on the remaining high spikes,
we noticed that they all have the same structure.

Block Pattern. The second regular pattern consists of
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Fig. 14. Example “block pattern” on THU-P1-ASH.

a cluster of spikes repeated periodically. The first spike
is of a higher fixed height and is followed by many spikes
half as high. Similar clusters of spikes are repeated peri-
odically. Fig. 14 shows an example of this block pattern,
which happened at 14:00 on Wed 06/27/01 and lasted for

5 minutes; the spikes were 250 ms high and the cluster was
repeated every 2-3 sec. We call this pattern “the block
pattern”, due to the box shape in the left two graphs.
It occured 9 times in the entire measurement period and

it leads to an increase in the 508 and 99th delay per-
centiles in Fig. 9.

Delay Characterization in the Presence of Many
Patterns. The default delay pattern is the random one.
In addition, when delays are high, one of the other pat-
terns may also arise. In order to model such a trace we
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Fig. 15. Path THU-P;-ASH. One hour (Wed 0:00-1:00) with
random pattern and very high peaks.

consider sets of peaks above a certain magnitude, start-

ing with higher and proceeding with smaller magnitudes.
W% characterize every set of delays by describing the pat-
tern and giving the statistics for how high the peaks are
and how often they happen. One can then generate a set
of peaks according to t%ese distributions. The rest of the
delays can be generated from the peak delays, following
the triangular spike shape. We find that lower delays usu-
ally follow the random pattern and have peaks roughly
exponential (as in Fig. 12(a)) at roughly exponential dis-
tances (as in Fig. 12(b)); higher delays have more peri-
odic structure.

As a concrete example, let us characterize the trace in
Fig. 13(a) that has a random pattern and very high peaks.

The CCDF of all peaks, in Fig. 15, has a knee around 150
ms, and we choose to characterize separately the delays

below and above 150 ms. In Fig. 15(a), we see that CCDF
of peaks above 150 ms has a roughly exponential shape.
In the top graph of Fig. 15(b), we see that the PDF of

distances between these higher spikes has a maximum
around 10 seconds, and can be as high as 70 sec. As for
the lower delays, we see that the CCDF of their peaks is
roughly a truncated exponential CCDF and the distance
between them has a PDF also with exponential shape

(with a mean of 0.12 seconds or 12 packets). We model
only spikes of significant size, i.e. above 85 ms, although
85% of all packet delays are in the [78 ms, 85 ms| range. If

we considered all peaks, then the large majority of spikes
would be small with distances of 1-2 packets from each
other, thus hiding the higher spikes that are of interest

to voice/video traffic.

We applied the same steps to every hour of the measure-
ment period, and we obtained simular distributions [7].

5.3  Discussion of a Path with V. Low Delay Variability

In the previous section, we studied a path with very high
delay and delay variability. In this section, we study paths
at the other extreme. E.g. SJC-P;-ASH is a path in a very
well provisioned network that exhibits very low delay

variations. Its delay percentiles were shown in Fig. 9(b),
and an example of a perfectly triangular spike on this
path was shown in Fig. 11(a). Fig. 16 shows an example
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Fig. 17. Sustained increase in delay on THU-P1-ASH.

hour on this path: delay is practically constant and 80ms
high spikes happen once every 10 minutes.

We speculate that the 10 minutes periodicity is proba-
bly an artifact of the measurements collection itself: we
collect and store probe measurements in a file every 10
minutes. Similar spikes in other traces, are probably hid-
den by additional spikes and larger delay variability.

5.4 Discussion of Low-Frequency Delay Components

For most of the traces and for most of the time, delay
jitter has the form of spikes that start from and return
to the minimum delay. For these cases, the most natural
characterization of delay is in terms of statistics for the
height and the distance of spikes, as we did so far. In this
section, we focus on the low-frequency delay components.

There are only a few cases where there is a sustained
increase in delay. An example of a 10 minutes period with
a sustained increase in delay, on a loaded path of provider
P, is shown in Fig. 17(a). There is a sustained increase
in delay lasting for hundreds of seconds. A blow-up of 35
seconds is shown in Fig. 17(b). This example indicates
that there is a low-frequency delay component, on top
of which spikes are super-imposed. The same happened
many times on this path (for example, this is the reason
behind the increase in the median delay in Fig. 9(a)).

Mukherjee studied loss and delay on regional, backbone

and cross-country paths, [12]. He sent probes infrequently
(i.e. clusters of 20 probes, spaced 1 second apart, ev-
ery 1 minute) to avoid increasing the load in the net-
work. A spectral decomposition indicated the presence
of dominant low-frequency delay components. He further
smoothed out the average delay using a low-pass filter
and found that the distribution of the smoothed delay
was well approximated by a shifted gamma distribution.

We now test whether the delay on the example trace of
Fig. 17, can be modeled using a gamma distribution. We
consider the 10 seconds shown in Fig. 18(a). We show the
actual probe delays, as well as the smoothed delay (using
an averaging filter over 200ms). In Fig. 18(b), we show
the empirical PDF for both. The quantile-quantile plot
(QQ-plot) for the smoothed delays is shown in Fig. 18(c)
to be very close to the straight line. This indicates that
the smoothed delays can be modeled well by a shifted
%amma distribution, whose parameters can be estimated.

Gamma distribution also fits well the smoothed delays,
in other traces with similar characteristics. However, the
same test failed for the instantaneous delays.

Modeling the low-frequency delay component on this
part of t%ne trace is of limited importance, as this slow-
varying component does not seem to have significant
magnitude. It would be more valuable to model the low-
frequency delay component on the second part of the
trace of Fig. 17, where the slow-varying component is
more pronounced. Unfortunately, there was no good fit
to a gamma distribution in none of the following cases:
(i) considering all probe delays (ii) considering smoothed
versions using different averaging intervals (iii) consider-
ing various durations of the trace, namely 10 seconds, 1
minute and 100 seconds. The fit was also bad for other
traces with high load. Determining appropriate intervals
for delay modeling, as well as the transitions between
them, is a difficult problem, as it is also discussed in [19].
In summary, we found the use of a gamma distribution (i)
inappropriate for the network delays themselves at the
granularity of 10 ms (ii) appropriate for smoothed aver-
age delays for traces with low load (iii) inappropriate for
traces with high load.

5.5 Periodic Delay Patterns

We have already seen delay patterns that exhibit some
kind of structure. However, the most perfectly periodic
pattern, was observed on all six paths of P,, during the
entire measurements period. Let us now consider the path

EWR — R4 — SJC and discuss it in detail. Fig. 9(d)

showed that the maximum, 99.90 and 991 for this path
have constantly high values for the entire day. A closer
look reveals that these percentiles are due to the following
periodic pattern.

Fig. 19(a) shows a typical hour on the path EWR-P4-
SJC. Fig. 19(b) shows in detail 200 sec and Fig. 19(c)
zoooms further in on 7 sec. We can see that there are
clusters of spikes 250-300 ms high, lasting for 3 seconds
and repeated every 60-70 sec. In addition, there are some
smaller spikes (100-150 ms high). The periodicity in the
high delay clusters is strikingly perfect and consistent.

Our goal is to provide a characterization and allow the
interested reader to reproduce the above delay pattern.
Similarly to what we dIi)d for provider Py, we first model
higher delays (e.g. above 150 ms) and then we proceed
with lower delays (e.g. above 100ms or above 50ms). The
rationale is that special patterns happen for higher delays
which are a small percentage of the entire data set and
therefore they would get diluted if the entire data set were
examined. Furthermore, the interested user can choose
one of these sets, depending on the application (e.g. to
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Fig. 19. Periodic delay pattern on EWR-P,;-SJC.

simulate playout above a certain value). In Fig.20, we
consider two sets of peaks and we give the distributions
for the spike height and for the distance between clus-
ters. Fig. 20(a) and (b) show that delays above 150 ms
have heights around 250 ms and form clusters appearing
every 60 seconds. The leftmost peak in Fig. 20(b) corre-
sponds to spikes in the same cluster; the rightmost peak
corresponds to clusters 60 seconds apart. If we consider
delays above 50 ms, then the majority of spikes have a
peak around 50 ms and they occur very frequently, as
shown in Fig. 20(c) and (d) respectively.
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6 Discussion
6.1 Effect on Applications

Our study has been media-oriented in the collection
(probes emulated VoIP packets) and as well as in the
analysis phase (metrics of interest to stream traffic have
been characterized). Real-time voice and video traffic

streamed over the Internet are affected by three factors:
loss, delay and jitter. For a detailed discussion on how

these affect perceived quality please see [3,8].

In terms of loss, media applications can tolerate and con-
ceal small loss rates (e.g. below 5%) if the number of
consecutively lost packets is small (e.g. in the order of
60-120ms for speech phonemes, and in the order of a
few frames for video). Although most of the measured
paths experienced negligible loss, the long outages and
the complex loss events studied in section 4, wou%d have
a detrimental effect on media traffic. In terms of delay,
interactive applications need one-way delay in the order
of 150ms. If we take into account that (i) there are sev-

eral other components consuming this delay budget, such
as encoding, packetization delay, and various edge net-

works and that (ii) several backbone networks were found

in section 5 to have occasionally high delays, then the
support of media traffic over today’s backbones becomes
non-trivial. In terms of delay jitter, media applications
need low jitter in order to provide a continuous playout.
The spikes we observed can be quite high and recurrent
and thus adversely affect applications, by translating to
either additional delay or loss in the playout buffer.

Overall, most of the measured backbones exhibit good
behavior for most of the time. However, there were paths
consistently bad (e.g. THR-P1-ASH), or periods of time
that the performance was bad (e.g. during outages, com-
plex loss events, or block and high delay patterns). Dur-
ing these periods, applications need support from the net-
work (e.g. route-control) or from adaptive mechanisms
at the end-systems (including playout scheduling, multi-
path routing and rate-distortion optimized streaming)
[2]. Although multimedia are more sensitive to these im-
pairments, TCP-based traffic could also be affected by
regular loss (section 4.4) and occasionally long round-trip
times (section 5).

6.2 Probable Causes

Without privileged access to these networks, we can only

infer the probable causes behind our observations.

e Single or a few packets lost are clearly due to buffer
drops. The regular single packet drops (5 sec on aver-
age) on paths of provider P; may be due to Random
Early Drop (RED) turned on in the routers.
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e The longer outage periods (in the order of tens of sec-
onds or 1-2 minutes) accompanying changes in the min-
imum delay, can be attributed to routing changes and
the time required by routing protocols to converge. For
the reasons behind the rest of the outages, we specu-
late link failures or maintenance. Evidence supporting

these explanations are the facts that (i) some outages
happen at the same time of the day (that could be
a maintenance process) and (ii) many outages affect
more than one paths (implying failure of a shared link).
Recent work in SprintLabs, [9], showed that the main

problem in their backbone is link failures followed by
eriods of routing instability, during which packets are
orwarded to invalid paths and eventually dropped.
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e We also observed complex loss events; many of these
clusters happened simultaneously on multiple paths
and had the exact same loss pattern, hinting to a failure
or congestion of a shared link.

e In terms of delay jitter, we observed unusually high
spikes, up to 500ms or lsec. Spikes of smaller size
can be due to multiplexing with cross traffic [1]. How-
ever, the perfect periodicity of the block patterns on
provider P; (see Section 5.2.1) and of the entire mea-
surement period on 4 paths of the provider Py (see
Section 5.5) cannot be explained by multiplexing with
regular traffic. The size of these spikes and the lack
of slow varying component in the delay traces, hints
more toward an explanation based on “server vaca-
tions”: routers often take breaks from serving packets
in the queue, during which they perform other inter-
nal tasks. This was recently observed in [13]; however
the height of those spikes was much smaller than the
ones we observed. Earlier experimental work [14] ob-
served 600ms high spikes every 90 seconds, caused by
a debugging option turned on in the gateways. They
also identified other periodic patterns, [15], caused by
synchronized routing updates due to faulty Ethernet
interfaces. The periodicity and the height of the spikes
we observed are more likely to be explained by net-
work control traffic (such as exchanges of messages by
routing protocols) or router specific operations (e.g.
debugging options turned on, server vacations).

e Finally, we observed that only a limited combinations
of loss and delay patterns happen on a particular path
or group of paths, mainly depending on the provider.
E.g. the block pattern appears only on path THR-P1-
ASH; the periodic pattern appears on 4 paths of P,
for the entire measurement period; outages happen on
the same paths at a certain time of the day; aqf)paths
of providers Ps, Pr had negligible delay andy jitter. The
similar and consistent behavior of paths belonging to
the same provider is intuitively expected as these paths
may share some network elements. (E.g. a failure on
a shared link will affect all paths going through it; a
shared link with increased load may become the bot-
tleneck for many flows going through it and may affect
their delay pattern; a periodic operation of a network
protocol may affect all paths on the same backbone.)
Furthermore, paths of the same provider operate un-
der the provider’s design and operation policies (e.g.
regarding provisioning, network architecture, network
protocols, maintainance activities etc).

e We also looked for correlation between increased loss
and delay, and highlighted it whenever it appeared in
the various examples we presented throughout the pa-
per. In general, this correlation was low, except for
some outages correlated with changes in the fixed part
of the delay (section 4.2, 5.1) and a few complex events

correlated with congestion (section 4.3).

Table 2 summarizes the observed impairments, their ef-
fect, probable causes, and remedies.

6.3 Using this study

Our study can be used as input to various design prob-
lems concerned with adaptive mechanisms in the net-
work or at the end-systems. Our characterization and
modeling captures the behavior of backbones, which is a
very important part of the end-to-end path, especially for
long-distance communication. Understanding this part
of the end-to-end path is an important task in itself
and/or in combination with other studies that charac-
terize edge networks. Interestingly, and contrary to com-
mon belief, we identified several important problems in-
troduced by backbone networks today and we provided
useful insights into their causes. We expect that paths at
the edge will introduce additional delay and loss, with



Table 2

Summary of the events observed in the measurements, their probable causes, effect and possible remedies.

Impair- | Event observed Possible Perceived effect Possible
ment in the traces cause on VoIP Remedy
Loss short loss drop in the buffer clipped speech concealment

duration (overflow or early drop)
loss clusters reconfiguration, loss of improve network
Outages link failures connectivity reliability
Delay high routing, jitter, bad interactivity live with it
one-way delay other delay components amplified echo cancel echo
Delay high spikes routers operation {gap, clip or {fix the patterns
Jitter (debug options, “vacation) pitch change} in the network}
periodic spike control traffic or {additional or {playout
patterns (e.g. routing protocols) e2e delay} scheduling}

their own characteristics. Applications will incur the su-
perposition of these effects. We expect that the dominant
low frequency components will be due to congestion at
the edge-networks, while many structured patterns will
be due to the backbone networks.

7 Conclusion

In this paper, we studied loss and delay measurements
collected over backbone networks of major ISPs in the
US. We used a rich data set (covering 7 providers, 43
paths in total, for a 2.5 days continuous period, with
probes sent 10ms apart and time-stamped using GPS)
which provides valuable insights into the behavior of In-
ternet IE)ackbones. We described the loss and delay pat-
terns observed in the measurements and we characterized
their properties (e.g. frequency, height and duration of
delay spikes and distributions for loss durations and loss-
free intervals). We took a multimedia perspective, in that
we sent probes that emulated stream traffic and we char-
acterized properties that directly affect the performance
of multimedia traffic. Most of the paths were found to ex-
hibit fairly good characteristics while others were found
to introduce severe impairments to multimedia traffic. In
the latter case, the causes of impairments seemed more
related to the network operation (network protocols, fail-
ures and reconfiguration, router operation) rather than
to con%estion and traditional quality-of-service. Our sta-
tistical characterization of loss and delay can be used b
the research community as input to the design and eval-
uation of various adaptive mechanisms.
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