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Abstract. In this paper, we introduce a linear feedforward neural net-
work for blind equalization in digital communications. The approach is
based on a fundamental theorem, which makes the training procedure of
_the neural network very simple. The training is equivalent to a stochastic
approximation algorithm and can be implemented recursively every time
a sample data is received. As usual, the received signal is oversampled so
that the channel can be described by a full-column rank matrix; the neu-
ral network searches for the inverse of the matrix. A simulation example
is given to illustrate the performance of the neural network.

1. Problem Formulation and Related Work

Consider a simplified model of a multipath digital communication system il-
lustrated in Figure 1. A sequence of signals {ax}, k =0,1,2,- -, is sent over a
communication channel with T' time apart. The transfer function of the chan-
nel is denoted as a continuous function k(¢). The signals may be corrupted by
noise w(t). Denoting the received signal (baseband) as a continuous function

y(t), we have
+o0

y(t) = Y auh(t —iT) + w(t). 1)

f=-—00

Blind equalization is to estimate the input symbol sequence {a;, i =1,2,---}
from the received signal y(t) only. Let the sampling frequency be N/T where
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Figure 1: A Schematic Diagram of a Digital Communication Equalization

N is any positive integer, N > 1. After every duration § = T//N, one sample

of the received signal is obtained by

+oo k
v =y(ké) = > aih(( ~ )T) + w,

t=—c0

where we denote w(kd) as wy for convenience. Moreover, we assume that

[ R) 0<t< MT
h(t) = { 0 else

where h°(t) is the channel with a time-span of MT. Therefore,

M-1
koo
Ye4nN = Z an-—ihc((ﬁ + l)T) + Wi gnN.
i=0

Let
on) = [yan, ", YN-14nN, Yn+1)Ns - ',yN-1+(n+,\-1)N]T,
g(n) = [an_M+1)aﬂ—M+2a'"1an)an+1"";an+>\—l]T;
’lE(TL) = [wan Y WN-14nN; W(n41)N, *° ';wN—1+(n+/\—1)N]T;

where the superscript T stands for transpose and ) is the smallest integer which
is not less than (M —1)/(N —1). (2) can then be represented in vector matrix

form as
d(n) = As(n) + @(n)
where A is a (AN) x (M + X — 1) matrix defined by

B Ry o R 000 0
Ao 0 hy hy hl.w 0 0 ,
0 0 0 ’_1:1 71:2 hu
where Ej for j=1,2,---, M is a column vector and its i-th element is

i —1
hi,j:hc(('l"]‘\‘,——j-!-M)T), fori=1,2,---,N.
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We call A the channel matriz.

With the formulation represented in (3), the blind equalization without
using higher order statistics has received an increasing interest during the last
years because it requires a relatively short sequence of symbols. A number of
algorithms have been published [1, 2, 3, 4, 5]; some of them employ the cyclo-
stationarity of the input sequence, and the others are based on the exploitation
of the Toeplitz structure of the channel matrix and the Hankel property of
the input vector sequence §(n), n = 1,2,---. Most of them are implemented
by matrix decomposition thereby belong to the category of batch algorithms;
i.e., the input sequence . is estimated once after a block of the samples has
been received. As we know, batch algorithm suffers from a large amount of
computation and may not be implemented on-line.

In this paper, we propose a blind equalizer based on the Hankel property of
the input vector samples. The equalizer is a linear feedforward neural network
with no hidden layers. For the sake of simplicity, we let @(n) = 0 and make
the following assumptions throughout this paper:

o The time-span of the channel over T', M, is known;

e Ais an N’ x M’ full-column rank matrix (with N’ = AN and M’ =
M+ X-1);

o The input symbols are driven from a set of 7.i.d. random variables with
.a finite sample set. The mean of the input sequence is zero.

The paper is organized as follows. In section 2, we prove a fundamental
theorem which is the base of our approach; In section 3 we first propose a
linear feedforward neural network as a channel equalizer, and then we develop
its temporal learning rule; the simulation result is presented in section 4; finally
the conclusion is given in section 5.

2. A Fundamental Theorem

An m x n matrix Hy,x, is said to be a Hankel matrix if its (¢, j)-th element
takes the value of a;4;_; where aq, g, - -+, is a sequence of arbitrary complex
numbers. More precisely,

aq (6% (#%: s [ 7%

(45 (o%:] Q4 cee Cn+t1
men =

Qm  Omil Omi2 °° Omgn-1

Theorem 1 Let {ag, k = 1,2,---} be a sequence of uncorrelated random
variables and S = [a;4;—1] be a p x q, p < q, Hankel matriz. Suppose I' = DS
and D is a p x p non-singular matriz. If T is also a Hankel matriz, denoted as
I' = [Bi4+j-1], then D = pI where p is any nonzero scalar and I is the identity
matriz.
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Let S be such a matrix that its n-th column is §(n) for n = 1,2, -+, then
S is a Hankel matrix with M’ rows. Moreover, let €(n) = Wo(n) be the n-th
column of a matrix ' forn = 1,2, - - -. By (3) with @(n) = 0, we have ' = W AS.
Since S is a Hankel matrix, and by the previous assumption its elements are
uncorrelated, the fundamental theorem claims that if T is a Hankel matrix then
WA = pI with p #0. When WA = pl, the first row of T' can be considered as
the input symbol sequence. As a result, the problem becomes how to find an
M’ x N' matrix W, based on the received sequence (n), n = 1,2, - - -, such that
I' is a Hankel matrix. Such a matrix W apparently exists if the channel matrix
A is full column rank. One example of the suitable W is the pseudo-inverse of
A, W = (AF A)=*AH . The superscript ¥ is Hermitian transpose.

3. The Linear Feedforward Network

A linear feedforward neural network without hidden units is depicted in Figure 2.
It consists of N’ input nodes, M’ output nodes. The weight w;; associated with

9 O €
0, e
% o

Figure 2: A Linear Feedforward Network without Hidden Layers

the connection between the i-th input node and j-th output node is a complex
number. We use W = {w;;} to denote the weight matrix. Thus, in matrix
notation we have &(n) = Wa(n) forn=1,2,---

In order to determine whether the output [€(1),€(2),- -] forms a Hankel
matrix, we propose the following criterion:

M'-1

FW) = Y lej(n) —ejpa(n—1)1% 4)
ji=1

When the neural network is fully trained, f(WW) reaches its minimum zero. The
learning rule of the neural network is simply

W(n) = W(n - 1) - ﬂnvf(W)!W=W(n—l) (5)

i

where W (n) is the value of W after n-th update, 7, the learning step size used
in the n-th update, Vf(W) the steepest gradient matrix of f(W). The (3, j)-
th element of Vf(W) at W = W(n — 1) denoted by Vf;;(W(n — 1)), can be
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obtained by (4) as follows

Bs(n)o; (n), =1,
ViiWn—-1)) ={ Ajn)oj(n) + Aj_1(n)oj(n—1), 2<5 <M -1,
Ap—1(n)of(n —1), j=M,
for i =1,2,---, N’, where the superscript * is the complex conjugate operator

and
Aj(n) = ej(n) — ej41(n — 1).

Note that by (5) the network may trap to W = 0. There are a lot of techniques
to prevent W = (. In our simulations the last row of W is normalized after each
update so that its Euclidean norm is unit. It is worth while to mention that
the criterion function in (4) is by no means the only one that are minimized
when the output has a Hankel formed. By the design of different criterion
functions, other algorithms can be developed, focusing on their implementation
complexity, convergent speed, and so on.

4. A Simulation Example

In this section we investigate the convergence property of the neural network.
The symbols were drawn from the QPSK signal constellation with a uniform
distribution. The Intersymbol Interference(ISI) is employed as a performance
measure of the estimated sequence. We simulated a three-ray multipath channel
presented in [5]. This channel was truncated up to 4 symbols, M = 4. We want
to design a linear feedforward neural network with 4 input nodes and 4 output
nodes. The initial phase of the neural network are set as W(0)=I. The ISI with
respect to the number of received sample vectors is illustrated in Figure 3,
where SNR=20dB, 7, = 0.015 for all n.

5. Conclusions

In this paper, we established a fundamental theorem for blind equalization.
Based on this theorem we developed a linear feedforward neural network to
implement an equalizer. Compared with the neural network approach presented
in [6], the training rule in our approach is simpler and hence is easier to be
implemented. However, the convergence speed of our approach is slower than
[6]. The fundamental theorem provides a very simple optimization criterion.
Other training rules based on this criterion may be developed. The research
for faster algorithms is under way.
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Figure 3: ISI vs. the number of input symbols under SNR=20dB
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