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Abstract. When we talk about using neural networks for data mining
we have in mind the original data mining scope and challenge. How
did neural networks meet this challenge? Can we run neural networks
on a dataset with gigabytes of data and millions of records? Can we
provide explanations of discovered patterns? How useful that patterns
are? How to distinguish useful, interesting patterns automatically? We
aim to summarize here the state-of-the-art of the principles beyond using
neural models in data mining.

1 What is special in data mining applications?

Data mining (DM) is the nontrivial extraction of implicit, previously unknown,
interesting, and potentially useful information (usually in the form of knowl-
edge patterns or models) from data. Historically data mining has grown from
large business database applications, such as finding patterns in customer pur-
chasing activities from transactions databases. Original DM problems were to
adjust known methods such as decision trees and neural networks (NN) to large
datasets (100,000 and more records) and relational database structures. Later
methods such as association rules were developed specifically motivated by DM
challenge.

The most vehiculated DM problems are reduced to traditional statistical
and machine leaning methods: classification, prediction, association rule ex-
traction, and sequence detection. The techniques used in DM are very heteroge-
neous: statistical methods, case-based reasoning, NN, decision trees, rule induc-
tion, Bayesian networks, fuzzy sets, rough sets, genetic algorithms/evolutionary
programming.

The following are the major stages in solving a DM problem [7]:

1. Define the problem.

2. Collect and select data, such as deciding which data to collect and how
to collect them.
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1.  Define the problem

2.  Collect/select data

3.  Prepare data

4.  Data preprocessing

5a.  Select a model or an
algorithm

5b.  Select model (or algorithm)
training parameters

6.  Training/testing the data or
applying the algorithm

7. Final evaluation/integration
of the model

ITERATION

Figure 1: Data modeling process and data mining lifecycle (from [7]).
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3. Prepare data, such as transform data to a certain format, or data cleans-
ing.

4. Data preprocessing; this task is concerned mainly with enhancement of
data quality.

5. Select an appropriate mining method, which consists of:

(a) Selecting a model or algorithm.
(b) Selecting model/algorithm training parameters.

6. Training/testing the data or applying the algorithm, where evaluation set
of data is used in the trained architecture.

7. Final integration and evaluation of the generated model.

The entire DM process is iterative, and the result in each step can be feed
back to any of the previous steps for improvement. The loop will continue until
a satisfactory result has been obtained (see Fig. 1).

A lot of work in current DM has been done in developing integrated systems
to support all 7 stages not only stages 5 and 6 that are typical for NN and
machine learning. These seven steps are well known, but do not include an
important step that has recently emerged . This step is ”expert mining”, as
an attempt to integrate patterns derived from data in steps 1-7 with pattern
derived from an expert. Such patterns are very valuable if available data are
not representative, noise in data is significant and too many trivial patterns
are discovered [16].

The first generation of data mining algorithms has been demonstrated to
be of significant value across a variety of real world applications, from medicine
to homeland security. These first-generation algorithms also have significant
limitations [18], and they work best for problems involving a large set of data
collected into a single database, where the data are described by numeric or
symbolic features [19].

Development of new generation algorithms is expected to encompass more
diverse sources and types of data that will support mixed-initiative data mining,
where human experts collaborate with the computer to form hypotheses and
test them.

The main challenges to the data mining procedure involve the following:
a.) Defining task-specific learning criteria. Traditionally DM inher-

ited from statistics, NN, and machine leaning criteria such as R2 for numeric
target variables and classification errors for nominal target variables. These
criteria can be insufficient or even misleading for specific tasks. For instance,
in stock market forecasting, two forecasting functions f1 and f2 may have the
same R2, but generate different buy/sell signals and different gain/loss in trad-
ing.

b.) Massive data sets and high dimensionality.
c.) User interaction and prior knowledge. Data mining is inherently

an interactive and iterative process. Users may interact at various stages, and
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domain knowledge may be used either in the form of a high-level specification
of the model, or at a more detailed level. Visualization of the extracted model
is also desirable [19].

d.) Overfitting and assessing the statistical significance. Often the
presence of spurious data points leads to overfitting of the models.

e.) Understandability of patterns. It is necessary to make the discov-
eries more understandable to humans.

f.) Noisy, redundant, conflicting, and incomplete data.
g.) Heterogeneous data and mixed media data. We will need algo-

rithms that can learn from multiple databases and the Web, combining numeric
and symbolic features with image features, or raw sensor data. It is still largely
an unresolved issue of having n heterogeneous attributes of different physical
modalities (weights, prices, volumes, etc) combined with a single distance such
as the Euclidean distance. Data normalization commonly used in DM only
marginally solves this problem because we need to justify normalization coef-
ficients.

h.) Management of changing data and knowledge. Rapidly changing
data, in a database that is modified, may make previously discovered patterns
invalid.

i.) Integration. It is desirable that DM modules integrate smoothly, both
with the database and the final decision making procedure.

j.) Internet applications. DM applications may be related to Inter-
net applications with on-line processing capability, and this requires a short
processing time.

k.) Reverse engineering. We will have to develop DM algorithms that
go beyond learning to predict likely outcomes, and learn to suggest preemptive
actions that achieve the desired outcome [18]. We call this feature ”reverse
engineering”. After predicting an outcome, we should be able to find the most
influential factors that have caused this prediction. Going from the effect to
the cause is the way we can optimize decisions, rather than predictions.

l.) Biased samples of data. We have to answer the following question:
How can a system learn from biased samples of data? The difficult issue is
that the available data often represents a biased sample that does not correctly
represent the underlying causes and effects [18]. This question is related to
another one: How do we select the learning data?

m.) Optimal generation of experiments. Most current DM systems
are tested using predetermined data sets (e.g., from public repositories such
as the UCI Machine Learning repository). We need algorithms that actively
generate optimal experiments for each DM problem [18].

These are hard requirements and the question is how far we can go with
using NN for DM applications.
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2 Neural networks for data mining

We aim to summarize here the state-of-the-art of the principles beyond using
neural models in data mining, and not of the applications. A non-technical
book on NN for data mining is [4]. For NN people, more consistent material
can be found in the IEEE Trans. on NN Special Issue (June 2000), and in the
survey of Mitra et al. [19]. Almost all data mining books have chapters on NN,
but only few of them are more then introductive.

Neural networks are suitable in data-rich environments and are typically
used for extracting embedded knowledge in the form of rules, quantitative eval-
uation of these rules, clustering, self-organization, classification and regression,
feature evaluation and dimensionality reduction.

In a 1999 survey of 43 DM software products, which were either research
prototypes or commercially available, Goebel and Gruenwald [10] found 10
NN related products: BrainMaker, Clementine, Intelligent Miner (IBM), Dar-
win, Data Surveyor, Decision Series, Kepler, Delta Miner, ModelQuest, and
ToolDiag.

Many standard software packages for data mining contain neural network
modules. However, some of these modules are extremely basic: most of the
time just a simple multi-layered perceptron, trainable with inefficient and old-
fashioned updating techniques such as standard Backpropagation. They often
fail to fulfil the important requirement of providing insight in the database. In
fact, one could even argue whether these standard NN are truly methods for
data mining as defined above, or at most classification, predictions and perhaps
clustering tools.

The IEEE Neural Networks Society is on the way to become a Computa-
tional Intelligence Society and this reflects the trend to integrate neural compu-
tation into hybrid methods also known as soft computing tools. Soft computing
is a consortium of methodologies that works synergistically and provides, in one
form or another, flexible information processing capability for handling real-life
ambiguous situations. Its aim is to exploit the tolerance for imprecision, uncer-
tainty, approximate reasoning, and partial truth in order to achieve tractability,
robustness, and low-cost solutions [19].

Soft computing methodologies (involving fuzzy sets, NN, genetic algorithms,
and rough sets) are most widely applied in the DM. Fuzzy sets provide a natural
framework for the process in dealing with uncertainty. NN and rough sets are
used for classification and rule generation. Genetic algorithms are involved in
various optimization and search processes, like query optimization and template
selection. It is presently hard to separate NN as a distinct tool. For instance,
some of the most efficient soft computing rule generation methods are neuro-
fuzzy systems [2].

The latest developments in research on NN bring them much closer to the
ideal of data mining: knowledge out of data in understandable terms. Methods
have been developed for the simplification (”pruning”) and visualization of NN,
for input relevance determination, and to discover symbolic rules out of trained
NN.
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NN and their soft computing hybridizations have been used in a variety of
DM tasks [3]. We can say that the main contribution of NN toward DM stems
from rule extraction and from clustering.

Rule Extraction and Evaluation: Typically a network is first trained
to achieve the required accuracy rate. Redundant connections of the network
are then removed using a pruning algorithm. The link weights and activation
values of the hidden units in the network are analyzed, and classification rules
are generated [23]. The generated rules can be evaluated according to some
quantitative measures (e.g., accuracy, coverage, fidelity, and confusion). This
relates to the preference criteria/goodness of fit chosen for the rules. It seems
that from the global DM perspective rules extraction from NN is a temporary
solution for getting interpretable results. Direct rule extraction from data po-
tentially can produce better rules. Extraction rules from NN may carry NN
limitations and artifacts to rules.

Clustering and Dimensionality Reduction: Kohonen’s SOM [14] proved
to be an appropriate tool for handling huge data bases. Kohonen et al. [15]
have demonstrated the utility of a SOM with more than one million nodes to
partition a little less than seven million patent abstracts where the documents
are represented by 500-dimensional feature vectors. Kohonen’s LVQ [13] was
successfully used for on-line dimensionality reduction [12], [6]. SOM and LVQ,
used with data visualization techniques, are presently one of the most promising
NN application in DM. The main reason for this is the scalability of the SOM
model. Meanwhile, dimensionality reduction is essential for data visualization
and analysis.

Incremental Learning: When designing and implementing data mining
applications for large data sets, we face processing time and memory space
problems. In this case, incremental learning is a very attractive feature. The
fundamental issue in incremental learning is: how can a learning system adapt
to new information without corrupting or forgetting previously learned infor-
mation – the so-called stability-plasticity dilemma addressed by Carpenter and
Grossberg [5]. In the context of supervised training, incremental learning means
learning each input-output sample pair, without keeping it for subsequent pro-
cessing. Very few algorithms perfectly fit into this description of incremental
learning. The fuzzy ARTMAP (FAM) family of neural networks [1] is the best
known example. The FAM model has been incorporated in the MIT Lincoln
Lab system for data mining of geospatial images because of its computational
capabilities for incremental learning, fast stable learning, and visualization [21].

We are analyzing here the role of NN in DM. However, the field of NN
is itself about to undergo a further change in orientation and self-conception,
entering ”The Second Start–Up”. NN of today is at the bifurcation to two
possible future alternatives: Innovate! or Vanish! [11].

The key question addressed by this special session on ”Neural Networks for
Data Mining” is: How can we bridge the gap between the state-of-the-art in
neural network research for data mining and the NN implemented in standard
data mining software? Some of the main challenges raised by DM applications
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are addressed by the papers of the session are: i) Dealing with high-dimensional
data, ii) Clustering and Self Organizing Maps, iii) Visualization, and iv) Ap-
plications. Other aspects, like rule extraction, are not discussed here.

3 Neural networks are great, but...

There are many nice features of NN, which make them attractive for DM.
These features include learning and generalization ability, adaptivity, content
addressability, fault tolerance, self-organization, robustness, and simplicity of
basic computations [8]. How far can we go with our neural models in data
mining without doing data inquisition where ”the data are tortured until they
confess” [3] ?

NN are known to be especially useful for problems characterized by:

• A large amount of example data is available and it is difficult to specify
a parametric model for the data.

• High input dimension and relationships exist within the data that are not
fully understood (black box).

• There are potentially stable patterns in the data that are subtle or deeply
hidden.

• The data exhibit significant uncharacterizable nonlinearity.

• Iterative use of the data is required to detect patterns.

• Problems are solved by generating predictions of complicated phenomena
rather than by generating explanations.

For many, the general impression is (or was) that NN are not necessarily a
natural choice for DM. At the level of the year 1996, the major criticism was
[17]:

• NN learn by many passes over the training set so that the learning time
of NN is usually long.

• A NN can not expose its knowledge as symbolic rules.

• Available domain knowledge is rather difficult to be incorporated to a
NN.

How different are things now? During the last years, NN have evaluated
significantly and we have partial answers to these critiques. NN are now ex-
tracting symbolic rules and can learn relatively fast.

A fundamental critique is that there is no general theory that specifies
the type of neural network, its architecture, or learning algorithm for a given
problem. As such, network builder must experiment with a large number of NN
before converging upon the appropriate one for the problem in hand. According
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to Roy [22], a weakness in the theories of artificial NN is the total absence of
the concept of an autonomous learning algorithm. The learning algorithms
need constant ”baby-sitting” in order for them to work - learning rates need
to be reset and readjusted, various network designs need to be tried so that
they can generalize well, starting points need to be reset when they get stuck
in a local minimum, and everything needs to be re-learned from scratch when
there is catastrophic forgetting in the network. These are some of the common
problems in both supervised and unsupervised neural network learning.

We are not going to analyze Roy’s call for a ”shake up of the field of neural
networks” [22]. Our only observation is that this ”baby-sitting” is very similar
to the iterative stages in solving a DM problem using other methods. Using a
NN does not mean to solve completely automatically a DM problem. We still
need to re-iterate these stages, choosing between the different neural models
and fitting their parameters.

On the other hand, NN have advantages, over other types of machine learn-
ing algorithms, for scaling [3] and learning [9]. A comparison of NN models
and problem requirements for a stock market prediction problem is described
in [16].

4 Conclusions

Compared to statistical methods, NN are useful especially when there is no
a priori knowledge about the analyzed data. They offer a powerful and dis-
tributed computing architecture, with significant learning abilities and they are
able to represent highly nonlinear and multivariable relationships [20]. How-
ever, NN are not appropriated for any DM problem and the selection of a
network architecture for a specific problem has to be done carefully.

We have not attempted to provide an exhaustive survey of the available
NN algorithms that are suitable for DM. Instead, we have described a subset
of the problems and constrains, selected to illustrate the breath of relevant
approaches as well as the key issues that arise in applying NN in a DM setting.
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