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Abstract. A method for tuning MLP learning parameters in an ensemble classifier 
framework is presented.  No validation set or cross-validation technique is required 
to optimize parameters for generalisability.  In this paper, the technique is applied 
to face recognition using Error-Correcting Output Coding strategy to solve multi-
class problems.  

1 Introduction 

In the past decade, the method of multiple classifiers systems (MCS) has been 
developed to improve classifier accuracy and efficiency. Informally, the idea in MCS 
is that for some complex classification problems it may be better to combine 
relatively simple classifiers (base classifiers) with diverse opinions rather than 
designing a single complex classifier. If classifiers are not too well correlated and a 
suitable combining rule can be found, it has been shown that simpler and more 
accurate systems may result. A Multi-layer perceptron (MLP) with random starting 
weights is a suitable base classifier since randomisation has shown to be beneficial in 
the MCS context. Random selection has been successfully applied to training sets 
(Bootstrapping), to feature sets (random subsets [1]) and to output labels [2]. 
Traditional MLP problems of local minima and computational slowness may be 
alleviated by the MCS approach of pooling together the decisions obtained from 
locally optimal classifiers, but there is still the problem of tuning base classifiers.  
 MLPs make powerful classifiers that may provide superior performance 
compared with other classifiers, but are often criticized for the number of free 
parameters. Most commonly, parameters are set with the help of either a validation set 
or cross-validation techniques [3]. However, there is no guarantee that a pseudo-test 
set is representative, and for many problems there is insufficient data to rely on this 
approach. Cross-validation can also be time-consuming and biased. In this paper, we 
present a base classifier tuning technique that has previously been extensively tested 
on benchmark problems and on face identification [4]. Facial images are a popular 
source of biometric information since they are relatively easy to acquire. However, 
automated face recognition systems often perform poorly and improving them is 
known to be a difficult task. Ensemble methods are among the best-performing 
solutions to achieving high face recognition rates [12]. The Error-Correcting Output 
Coding (ECOC) method is applied to face identification and verification in Section 4. 
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2 Two-class problems and diversity measures 

For a two-class supervised learning problem, assume the label given to each pattern 
Xm is denoted by ωm = f(Xm) where m = 1 … µ  and ωm  ∈   {0,1}.   Here f is the 
unknown function that maps Xm to the target label ωm.  It is assumed that there are B 
parallel single hidden-layer MLP base classifiers and that Xm is a B-dimension vector 
formed from the outputs of the B classifiers (ξmi,   i = 1 …B ) applied to the original 
patterns which in general are real-valued and of arbitrary dimension. Therefore, we 
may represent the mth pattern by  

),,,( 21 mBmmmX ξξξ K=              (1)        

 where ξ ∈{x s, x, xd}, defined by  
 xs ∈ [0,1] is the soft decision in the interval  
 x ∈ {0,1} is the hard (binary) decision formed by hardening  xs 
xd ∈ {0,1} is the binary decision conventionally used for calculating diversity 
measures, where a correct classification is indicated  by  xmi

d = 1 if and only if xmi
d = 

ωm   
Let the jth classifier output for the pth pattern using xd in (1) be a µ-dimensional 

binary vector given by d
pjx  where p = 1,… µ.. The following counts are defined for 
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where ∧  is logical AND and dx  is the logical complement of dx  
 
The Q statistic is a pair-wise diversity measure [5] that is defined by 
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Note from (3), that target labels are not explicitly incorporated in defining Q. Now 
consider a pair-wise measure that incorporates diversity and accuracy and which is 
calculated over patterns between the two classes using counts as follows 
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In (4) the mth pattern chosen from one class is paired with all patterns of the other 
class. Consider a measure σ′, interpreted in [6] as a measure of class separability 
(more details in [4])  and defined by ∑
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The relationship between ensembles and diversity measures is not well understood 
and the consensus is that such measures cannot predict ensemble performance [5]. 
However, in [4] the class separability measure defined in (5) was shown to correlate 
well enough with ensemble test error to predict optimal base classifier complexity. 

3 Multi-class and Error-correcting Output Coding (ECOC) 

Error-Correcting Output Coding (ECOC) is a well-established method [7] for solving 
multi-class problems by decomposition into complementary two-class problems. It is 
a two-stage process, coding followed by decoding. The coding step is defined by the 
binary k x B code word matrix Z that has one row (code word) for each of k classes, 
with each column defining one of B sub-problems that use a different labeling. 
Assuming each element of Z is a binary variable z, a training pattern with target class 
ωl (l = 1... k) is re-labeled as class Ω1 if  Zij = z  and as class Ω2  if Zij = z . The two 
super-classes Ω1 and Ω2 represent, for each column, a different decomposition of the 
original problem. For example, if a column of Z is given by [0 1 0 0 1]T, this would 
naturally be interpreted as patterns from class 2 and 5 being assigned to Ω1 with 
remaining patterns assigned to Ω2.  This is in contrast to the conventional One-per-
class (OPC) code, which can be defined by the diagonal k x k code matrix {Zij = 1 if 
and only if i = j}. 

 In the test phase, the jth classifier produces an estimated probability jq̂  that a 

test pattern comes from the super-class defined by the jth decomposition.  The pth test 
pattern is assigned to the class that is represented by the closest code word, where 
distance of the pth pattern to the ith code word is defined as  ∑

=
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where αjl  allows for lth class and jth classifier to be assigned a different weight. 

Hamming decoding is denoted in (6) by {α=1, q̂  ≡ x) and L1 norm decoding by 

{α=1, q̂ ≡ xs) where x and xs are defined in (1).   Many types of decoding are possible, 
but theoretical and experimental evidence indicates that, providing a problem-
independent code is long enough and base classifier is powerful enough, performance 
is not much affected. In this paper, a random code is used, which is shown to perform 
almost as well as a pre-defined code, optimised for its error-correcting properties [8]. 
Issues surrounding design of optimal codes were discussed in [9]. 
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4 EXPERIMENTS ON FACE DATABASES 

In the first set of experiments on face identification, it is shown that the number of 
epochs for optimal generalization may be selected using class separability measure 
defined in (5). The second set of experiments applies ECOC to the problem of face 
verification 
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The ORL database  (Olivetti Research Laboratory http//www.cam-orl.co.uk), 
consists of four hundred images of forty individual faces with some variation in 
lighting, facial expression, facial hair, pose and spectacles. The background is 
controlled with subjects in an upright frontal position, although small variation in 
rotation and scale is allowed. The advantage of this database is that it can be used 
without need for face detection algorithm or any other pre-processing, so that there is 
a fairer comparison with the results obtained by other researchers. Although it is 
possible to use gray levels directly, normally features are first extracted. A popular 
approach is Linear Discriminant Analysis (LDA) which is used in our experiments. 
We compute the between-class scatter matrix, SB and the within-class scatter matrix, 
SW. The objective of LDA is to find the transformation matrix, Wopt, that maximises 

the ratio of determinants  WWSTWWBSTW .  Wopt  is known to be the solution of the 

following eigenvalue problem SB - SWΛ = 0 where Λ is a diagonal matrix whose 
elements are the eigenvalues of matrix SW

-1SB. Since in practice SW is nearly always 
singular, dimensionality reduction is achieved by Principal Components Analysis 
(PCA) before solving the eigenvalue problem. 
  In our experiments, images have been projected to forty-dimensions using PCA 
and subsequently to a twenty-dimension feature space using LDA. It is treated as a 

Figure 1:  Test error, σ′, Q for ORL 50/50 database using 16 hidden-node base 
classifiers for [0,20,40] % classification noise. 
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forty-class face identification problem with the four hundred images randomly split 
into training/testing patterns.  
 Figure 1 shows test error rates, σ′, Q (defined in (3) and (5)) for 50/50 random 
train/test split with 16 hidden node base classifiers. The effect of classification noise 
[0 20 40] % (class label selected at random from other classes) demonstrates the 
ability to predict the number of epochs at which base classifier test error is minimum. 
The correlation of σ′ with base classifier test error is significant (ninety-five percent 
confidence that the correlation would not be as large as the observed value by random 
chance). Each combination of training epoch and noise is repeated twenty times, 
giving 10 x 3 x 20 runs. ECOC with random 40 x 200 code is used to solve 40-class 
learning problem, and 200 base classifiers are trained using Levenberg-Marquardt 
algorithm with default parameters. 
 
The extended M2VTS (XM2VTS) database contains 295 subjects. The subjects 
were recorded in four separate sessions uniformly distributed over a period of 5 
months, and within each session a number of shots were taken including both frontal-
view and rotation sequences. Further details of this database can be found in [10]. The 
experimental protocol (Lausanne protocol) given in [11] provides a framework within 
which the performance of the XM2VTS database can be measured. The protocol 
assigns 200 clients and 95 impostors. Two shots of each session for each subject's 
frontal or near frontal images are selected to compose two configurations. We used 
the first configuration, in which each client has 3 training, 3 evaluation and 2 test 
images. The impostor set is partitioned into 25 evaluation and 70 test impostors.  
Within the protocol, the verification performance is measured using the false 
acceptance (FA) and the false rejection (FR) rates. Since no validation is required, we 
join training and validation sets. 
 The face images differ in both shape and intensity, so shape alignment 
(geometric normalisation) and intensity correction (photometric normalisation) can 
improve performance. Our approach to geometric normalisation is based on eye 
position, using  manually localised eye coordinates to eliminate the dependency of the 
experiments on processes which may lack robustness. For photometric normalisation 
we have used histogram equalisation. For our experiments, images have been 
projected to a lower dimension feature space using PCA and LDA as described in 
[12], so that each image is represented by a vector with 199 elements. Each client i is 
represented by a set Xi of N ECOC classifier output vectors, that is Xi =  {x i

s(l)  | l 
=1,2,...N}, where N is the number of ith client patterns available for training. In order 
to test the hypothesis that the client claim is authentic the average distance di(x

s) 
based on L1 norm is adopted, that is  ∑∑
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where xj
s is the jth binary classifier output for the probe image and xj

s(l) is the jth  
classifier  output for the lth member of  class i. The distance is checked against a 
threshold, to determine if the client's claim is accepted or rejected. To find the 
required threshold for verification used with the distance measure defined in (7), 
|FA+FR| on the validation plus training  set is minimised. The distances of the probe 

(7) 
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image to all images in the combined set are found and a label is assigned to the image 
that has minimum distance to the probe image. 
 A two-class MLP base classifier having one hidden layer containing 199 input 
nodes and 35 hidden nodes was used with ECOC. The Back-propagation algorithm 
with fixed learning rate, momentum and number of epochs was used for training. The 
error rates FA and FR were found to be 1.3% and 0.8% respectively [12], which is 
among the best results for XM2VTS using this protocol [13]. 

4 Conclusion 

ECOC with MLPs as base classifiers has been successfully applied to problems in 
face identification and verification. MLPs are powerful but have the disadvantage that 
parameter tuning is difficult. The proposed approach in this paper enables the optimal 
number of training epochs of base classifier MLPs to be selected based only on 
performance of the training set, thereby obviating the need for validation.  
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