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Abstract. Ant-based clustering is a nature-inspired technique whereas
stochastic agents perform the task of clustering high-dimensional data.
This paper analyzes the popular technique of Lumer/Faieta. It is shown
that the Lumer/Faieta approach is strongly related to Kohonen’s Self-
Organizing Batch Map. A unifying basis is derived in order to assess
strengths and weaknesses of both techniques. The behaviour of several
popular ant-based clustering techniques is explained.

1 Introduction

Techniques inspired by flocking behaviour of social insects have attracted a lot
of attention in numerous research papers due to the ability to exhibit sophisti-
cated self-organization abilities. A particularly interesting field of application is
clustering, i.e. the composition of groups of similar objects. The idea behind
ant-based clustering is that autonomous stochastic agents, called ants, move data
objects on a low-dimensional regular grid such that similar objects are likely to
be placed on nearby grid nodes. ones.
Most popular ant-based methods are based on the algorithm proposed by Lumer
and Faieta (LF, [4]), whereas ATTA (Adaptive Time Dependent Transporter
Ants, [2]) is the most advanced LF derivative. LF-like methods are known
for at least two flaws: results are highly dependent on parametrization [1] and
even ATTA has found to be ”not competitive to the established methods of
Multi-dimensional Scaling or Self-Organizing Maps” [2] in terms of topographic
mapping.
In sections 2 and 3 the most frequently adapted ant-based clustering algorithm
LF is described in a notation consistent with Batch-SOM. A unifying represen-
tation for both methods is therefore derived. In section 4 behaviour of ant-based
clustering methods is explained using the previously introduced representation.

2 Ant-Based Clustering

The algorithm proposed by Lumer and Faieta (LF, [4]) operates on a fixed reg-
ular low-dimensional grid G ⊂ N2. A finite set of input samples X from a
vector space with norm ‖.‖ is projected onto the grid by m : X → G. The
mapping m is altered by autonomous stochastic agents, called ants, that move
input samples x ∈ X from m(x) to new location m′(x). Ants move randomly
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on neighbouring grid nodes. Ants might pick input samples when facing occu-
pied nodes and drop input samples when facing empty nodes. The probability
for picking input sample x ∈ X from node i = m(x) or dropping picked x on

node j ∈ G is ppick,x(i) =
(

k1

k1+φx(i)

)2

and pdrop,x(j) =
(

φx(j)
k2+φx(j)

)2

, respec-

tively. Here, k1, k2 ∈ R+ are threshold constants. φx(i) denotes the average
similarity between x ∈ X and input samples located on the so-called perceptive
neighbourhood. Usually, the perceptive neighbourhood consists of σ2 ∈ {9, 25}
quadratically arranged nodes at which the ant is located in the center. The set
of input samples mapped onto the perceptive neighbourhood around i ∈ G is
denoted with Nx(i) = {y ∈ X : y 6= x, m(y) neighbouring i}. φ is referred to as
local error function since it represents the local distortion made by m : X → G.
LF-like methods lead to a local sorting of input samples on the grid in terms of
similarities. Ants gather scattered input samples into dense clusters (see figure
1 for illustration).

φx(i) =
1

σ2

∑

y∈Nx(i)

(

1 −
‖x − y‖

α

)

(1)

Popular derivatives of LF are ACLUSTER, ACA and ATTA. ACLUSTER by
Ramos et al [5] faces the idle time problem of ants seeking input samples to pick
up by introducing simulated pheromones. Ants are more likely to move along
pheromone trails where input samples are located. The local error function φ

remains unchanged. ACA by Vizine et al [10] comes with a cooling scheme for
picking probabilities and, therefore, improves convergence. Again, the local error
function φ remains unchanged.
ATTA (Adaptive Time Dependent Transporter Ants, [2]) has a time-dependent
local error function. During an interlude, local error φ is altered into φ′

x(i) =
1

|Nx(i)|

∑

y∈Nx(i)(1 − ‖x−y‖
α

). To obtain a better topographic mapping, normal-

ization is done with |Nx(i)| instead of σ2. The effect of the altered local error
function is discussed in section 4.

Fig. 1: typical results [1] of LF algorithm from left to right: gaussian data
with 4 clusters, initial mapping of data objects, dense clusters appear, too many
clusters with topological defects have emerged
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3 Ant-Based Clustering vs. Self-Organizing Maps

Self-Organizing Batch Maps (Batch-SOM, [3]) are well-known artificial neural
networks that consist of a grid G, codebook vectors wi ∈ Rn, i ∈ G and a
mapping function m : X → G with m(x) = arg mini∈G ‖x − wi‖. The codebook
vectors are defined according to equation 2 at which h : G×G → [0, 1] denotes a
time-depending neighbourhood function. An update of m : X → G leads to an
update of codebook vectors wi, i ∈ G and vice versa. This is how the Batch-SOM
modifies mapping m : X → G. For details see [3].

wi =

∑

x∈X h(m(x), i) · x
∑

x∈X hm(x)(i)
(2)

In order to compare Batch-SOM and LF, a unifying basis for both algorithms is
derived. Input data X and output space G are identical and mapping function
m : X → G is iteratively update in both cases as well.
A local error for the Batch-SOM is derived from the quantization error ‖x−wi‖
because its minimization determines the update of m : X → G. Resolving the
quantization error with equation 2 leads to the local error function Φ of the
Batch-SOM (see equation 3). Φx represents the norm of averaged differences
x − y of grid-neighbouring input samples y ∈ X.

Φx(i) =

∥

∥

∥

∑

y∈X h(m(y), i) · (x − y)
∥

∥

∥

∑

y∈X h(m(y), i)
(3)

In the following, the mechanism of picking and dropping ants is no longer subject
of consideration. In [6] it was shown that collective intelligence can be discarded
in LF systems, i.e. same results could be achieved without ants but using the
local error φ directly for probabilistic cluster assignments. This simplification is
evident: over a period of time, randomly moving ants may select an arbitrary
subset of input samples but re-allocation through picking and dropping depends
on φ only. Probability of selection is the same on all input samples such that
ants might be omitted in favor of any other subset sampling technique.
A meaningful symmetrical neighbourhood function h : G × G → [0, 1] for the
LF algorithm is defined according to the perceptive neighbourhood of ants, i.e.
h(i, j) is 1 if j ∈ G is located in the perceptive neighbourhood of node i ∈ G

and 0 elsewhere. This neighbourhood function allows to restate the LF error
function φ as equation 4 by utilizing |Nx(i)| =

∑

y∈X h(m(y), i).

φx(i) =
|Nx(i)|

σ2
·

(

1 −
Φ′

x(i)

α

)

with Φ′
x(i) =

∑

y∈X h(m(y), i) · ‖x − y‖
∑

y∈X h(m(y), i)
(4)

The local error φ = |N |
σ2 (1− Φ′

α
) of the LF algorithm incorporates a topographic

term Φ′ that acts as an upper limit to Φ, since Φx(i) ≤ Φ′
x(i)∀x, i. The elimi-

nation of codebook vectors, introduction of a SOM-specific local error function
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and definition of a meaningful neighbourhood function for the LF algorithm lead
to the following insights: The LF is a non-deterministic derivative of the Batch-
SOM with comparable local error function. For an overview of differences of
both methods see table 1.

Batch-SOM LF

neighbourhood large, small,
h : G×G → [0, 1] shrinking fixed
update of m : X → G deterministic probabilistic

local error function Φ |N |
σ2 (1 − Φ′

α
)

termination cooling scheme never

Table 1: differences of Batch-SOM and LF-algorithm

4 Assessment of Ant-Based Methods

There are three main reasons why ant-based clustering methods following the
LF scheme are prone to produce bad topographic mappings, e.g. too many, too
small and topographically distorted clusters:
(1) The local error function φ consists of two terms. Maximization of the topo-

graphic term 1− Φ′

α
corresponds to minimization of Φ′ and Φ, respectively. This

is known to produce sufficiently topography preserving mappings m : X → G,

e.g. in the Batch-SOM [3] [8]. The output density term
|N |
σ2 is not related to the

configuration of the available clusters but to the density of the mapped input
samples m(X). In comparison to the topographic term, the output density term
is much easier to maximize and, therefore, will dominate the local error function
φ. Obviously, the output density term distorts the correct topographic term.
(2) The topographic term 1 − Φ′

α
of the LF local error depends on the shape

of the neighbourhood function h : G × G → {0, 1} (see section 3). Usually, the
neighbourhoods’ sizes are chosen as σ2 ∈ {9, 25}, i.e. the immediate neighbours.
It is known from the Self-Organizing Maps that too small neighbourhoods pre-
vent a sufficient preservation of topography, i.e. too many and too small clusters
emerge during the training process.
(3) Range and variance of the topographic term 1 − Φ′

α
both depend on α ∈

R+. Obviously, α is a tradeoff parameter that controls how to weight output
space density and topographic projection quality. Usually this is a unknown
and data-dependent quality, and, therefore, the LF method should be avoided
for topographic mappings.

The ACLUSTER algorithm [5] and ACA [10] have both shown to produce
too many, too small and topographically distorted clusters. Ramos et al. [5]
[1] noticed that the LF algorithm generates a large quantity of small clusters.
The applied local error function φ explains this behaviour: the accountancy of
output space densities and too small perceptive neighbourhoods both distort the
iterative optimization of topographic mappings.
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Aranha and Iba [1] have faced the problem of parametrization by using a genetic
algorithm to optimize several parameters of the LF algorithm, e.g. k1, k2, α ∈
R. Some minor improvements against the parameters found in literature were
claimed to be made. Since the problem of output density distorted φ was not
tackled, illustrative examples still show topographically distorted mappings (see
figure 1).
In contrast to ordinary LF methods, the ATTA algorithm [2] uses a time de-
pendent local error function (see section 2). During an interlude the local error

function φ = |N |
σ2 (1 − Φ′

α
) is altered into φ′ = 1 − Φ′

α
which is similar to the

function of the Batch-SOM. During that interlude, formed clusters disperse and
the assembly of input samples changes into a more topography preserving con-
figuration (see figure 2 for illustration) at which positionings of input samples
strongly resemble bestmatch coordinates on Emergent Self-Organizing Maps (see
[8]). Nevertheless, compared to Self-Organizing Maps the ATTA algorithm pro-
duces poor results in terms of topographic mappings during experiments carried
out on both synthetic and real data [2]. The authors stated ”ant-based clustering
and sorting not to be a satisfactory method for topographic mapping”.

5 Discussion

This work shows a previously unknown relation of two topographic mapping
techniques. The assessment of algorithms conforms with experimental results
from other researchers. Yet, it is based on the assumption [6] that stochastic
agents, e.g. ants, are nothing more than an arbitrary sampling technique that
is to be omitted for further analysis of formulae. This simplification is evident
but may be invalid for ants guided by more than just randomness and φ , e.g.
pheromone trails. Our analysis of formulae does not cover popular algorithms
that are not LF-derivatives. DataBots [7] operate on a weighted sum of rank-
based local error functions, whereas Cellular Ants [9] behave similar to Schelling
model automats, according to discretized similarities.

Fig. 2: ATTA algorithm [2], from left to right: dense clusters have emerged;
altered local error φ′ leads to ESOM-like mapping during interlude; separated
dense clusters appear after interlude because of classical local error function φ
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6 Summary

Up to our knowledge, this is the first work that shows how the ant-based clus-
tering algorithm from Lumer and Faieta (LF, [4]) is related to Self-Organizing
Maps [3]. We omit the mechanism of picking and dropping ants for a formal
analysis of the underlying formulae and compare it with Kohonen’s well-known
Batch-Map. In order to denote both algorithms on a unifying basis, local error
functions were derived for both methods. The local errors of LF algorithms
are closely related to the one of the Batch-SOM. Therefore, we consider the LF
algorithm to be a probabilistic derivative of the Batch-SOM.
Furthermore, it is possible to explain the behaviour of LF and derivatives on that
basis. Our prediction of results agrees with the experimental results achived by
other researchers. The original LF algorithm is prone to produce too many,
too small and topographically incorrect clusters compared to the SOM. The
ATTA algorithm is a hybrid showing SOM-like behaviour because of its SOM-
like local error function. LF and derivatives can easily be improved using altered
neighbourhood functions and normalization schemes.
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