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Abstract. This paper introduces reservoir computing for static pattern
recognition. Reservoir computing networks are neural networks with a
sparsely connected recurrent hidden layer (or reservoir) of neurons. The
weights from the inputs to the reservoir and the reservoir weights are ran-
domly selected. The weights of the second layer are determined with a
linear partial least squares solver. The outputs of the reservoir layer can
be considered to be an unsupervised data transformation. This stage has
a brain-like plausibility. This paper shows that by letting the dynamics of
the reservoir evolve to a stable solution, and then applying a sigmoid trans-
fer function, reservoir computing can be applied as a robust and highly
accurate pattern classifier. Reservoir computing is applied to 16 difficult
multi-class classification benchmark cases, and compared with the best re-
sults of state-of the art neural network classification methods with entropic
error criteria.

1 Introduction to reservoir computing

Reservoir computing [1-2] refers to a class of recurrent artificial neural networks
(RANNs) consisting of liquid state machines (LSM) [3-4], echo state networks
(ESN) [5], back-propagation decorrelation networks (BPDC) [6]. Reservoir com-
puting can be based on either McCullough-Pitts neurons or spiking neurons. A
simple layout for a reservoir computing based artificial neural network for static
pattern recognition has a conventional fan-out input layer, a hidden layer with
sparse recurrent connections and a linear output layer (with no activation func-
tion) as depicted in Figure 1. Contrary to the more traditional feed-forward or
recurrent neural networks, the input weights and the feedback reservoir weights
are randomly assigned. For static pattern recognition this random weight as-
signment is subject to the condition that the reservoir dynamics converge: i.e.,
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the complex eigenvalues of the reservoir layer have to fall within the unit cir-
cle of the complex plane. Once a good reservoir is found for the hidden layer,
the same reservoir weights can be used for different classification problems: i.e.,
the reservoir weights are conditioned rather than trained. This paper proposes
a novel way for reservoir computing for static pattern recognition in the sense
that the outputs of the reservoir layer are determined by applying a sigmoid-like
activation function after the reservoir dynamics have stabilized.

This paper is organized as follows: section 2 highlights the details of reser-
voir computing for static pattern recognition. Section 3 compares the results of
reservoir computing on 16 challenging benchmark classification problems with
the results obtained with neural networks trained with the back-propagation al-
gorithm. Section 4 presents preliminary conclusions and remarks on the promise
of reservoir computing for static pattern recognition problems.

2 Reservoir computing for static pattern recognition

Prior applications of reservoir computing were mostly limited to time series
analysis applications. Reservoir computing for static pattern recognition exploits
the dynamics of the reservoir layer. The activation function is applied only
after the reservoir dynamics have stabilized. Note that so far the outputs from
the reservoir layer are determined by an unsupervised procedure and there is
no need to apply back-propagation or back-propagation through time for the
hidden credit assignment problem: i.e., the reservoir can be considered as a data
transform stage, and machine learning will be applied only to the transformed
data. Note also that because of that reason, this paper does not consider any
connections between the input layer and the output layer (or vice versa).

Only the weights of the output layer are determined by a supervised process.
Because the output layer has no activation function, these weights can be de-
termined with a simple linear regression model or by applying alternate linear
techniques such as ridge regression [7], principal component regression, and par-
tial least squares regression [8]. The reservoir would typically have a few hundred
neurons and the interconnections between the feedback reservoir units would be
sparse (e.g., less than 10 percent connections). The weights of the input layer
and the reservoir connections are selected from a uniform random distribution
between zero and a maximum boundary. This maximum boundary is chosen
such that oscillations after the reservoir layer stabilize. The main advantage of
reservoir computing is that because the reservoir needs a robust conditioning
of the weights, rather than a highly iterative training of the weights, reservoir
computing does not require extensive parameter tuning, and can therefore in
principle learn from fewer (or hopefully just from a few) patterns. Reservoir
computing, at least as far as the input and reservoir weights are concerned, can
therefore be considered as a brain-like plausible method: i.e. it is possible or
plausible that similar processes take place in the brain. This last statement
has to be considered in the context of the back-propagation algorithm [9]. Be-
cause the back-propagation algorithm is highly supervised and not local, it is
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Fig. 1: Simple schematic of a reservoir-computing based artificial neural network
for static pattern recognition (with bias weights in the input layer). Note that
the transfer function in the reservoir layer is applied after the reservoir outputs
have converged to stable values.

highly unlikely that the brain employs a method similar to the back-propagation
algorithm for pattern recognition.

3 Benchmark experiments

3.1 Multi-class classification datasets

Initial experiments of static pattern recognition with reservoir computing are
extremely encouraging for 16 challenging benchmark classification problems.
These mostly nonlinear and multi-class classification benchmark problems were
selected because they were explored at length in the dissertation of Luis da
Silva [10] with extensive experiments comparing neural networks trained with
the traditional back-propagation algorithm and improved neural networks us-
ing the back-propagation algorithm with an entropy based cost function. The
results for these same problems were furthermore found to be comparable with
those obtained by applying kernel partial least squares methods [11] and support
vector machines [12], as reported in [13]. Table 1 presents a comparison between
reservoir computing for static pattern recognition and the best results reported
in [10] for the same datasets.

3.2 Data preprocessing and reservoir conditioning

Before showing data to the reservoir layer the variables are standardized (i.e.,
each variable is centered by subtracting the average column value for each vari-
able and dividing by the standard deviation). Similarly, for the second phase of
the network, the reservoir outputs are once more standardized. Note that for

ESANN'2009 proceedings, European Symposium on Artificial Neural Networks - Advances in Computational 
Intelligence and Learning.  Bruges (Belgium), 22-24 April 2009, d-side publi., ISBN 2-930307-09-9.



the PLS classification task the targets are standardized as well. The reservoir
computing part assumes a reservoir with 200 neurons, where the neurons in the
hidden layer have 10 percent sparse connections. The maximum weight for the
uniform random weights from input to hidden layer was set to unity, while the
maximum weight for the reservoir weights was set to 0.23. The neurons used
were analog.

3.3 Benchmark Results

The first column in Table 1 describes the datasets and the source for the data,
where UCI stands for the University of California data repository [14]. The
second column indicates the number of classes, whether the classes are balanced
or unbalanced, the number of data records and the number of features. The
table presents the percent correct classification because that was the only metric
evaluated in [10]. All calculations reported in [10] and in this paper were based
on a 50/50 training/test data split and repeated 100 times with different splits.
The class distributions for the different data splits were not held equal. The
reservoir computing cases use a linear partial least squares (PLS) model [8] to
solve for the neural network weights of the second layer. We use PLS because it is
a widely proven method in chemometrics and is generally more robust and easier
to tune than ridge regression. Two results for the reservoir computing cases are
reported: one (RES1) based on a choice of 12 latent variables, and a second set
of results (RES2) for an optimal number of latent variables (corresponding to the
column LV2). The percentage for the best results for each dataset is highlighted
in bold and underscored. Note that in 50% of the cases reservoir computing gave
the best results, but that the best results for reservoir computing and the best
results reported in [10] are very similar for most cases.

Note that all the reservoir models were evaluated with the same reservoir
weights and that even though most of the benchmark classification problems
listed in table I require nonlinear models for good results, only a linear model
was applied to determine the weights of the second layer of the reservoir network.
What is worth mentioning here is that the PLS method for determining the
weights of the last layer, after the reservoir layer, now requires a much higher
number of latent variables than is usually the case for PLS models. This indicates
that the reservoir layer tends to spread out the eigenvalues more and that more
eigenvalues are now relevant and important. This also explains why a standard
regression model often yields a reasonable model for reservoir computing.

Note that the results from [10] were all best case results, and were the best
picks for a variety of neural network models and parameter settings. In the
case of reservoir computing only the number of latent variables for the linear
PLS model needs to be determined (once the reservoir settings have been con-
ditioned). Note also that the same reservoir weights and settings were used for
all 16 benchmark problems.

ESANN'2009 proceedings, European Symposium on Artificial Neural Networks - Advances in Computational 
Intelligence and Learning.  Bruges (Belgium), 22-24 April 2009, d-side publi., ISBN 2-930307-09-9.



Dataset #classes, #data, #vars RES1 RES2 LV2 Silva [10]
CHD2 [14] 2U,303,13 75.571 82.143 1 83.33
Check2x2(200,50) 2B,200,2 93.430 94.000 20 92.84
Check4x4(200,50) 2B,200,2 59.050 75.170 40 79.40
CTG16 [18] 10U,2162,23 66.258 74.914 50 84.50
Ionosphere [14] 2U,351,34 91.875 92.286 6 88.50
Liver [14] 2U,345,6 70.286 72.571 6 70.32
Olive [15] 9U,572,8 92.731 95.227 15 94.62
PB12 [16] 4B,608,2 92.928 92.898 20 92.90
Pima Diabetes [14] 2U,768,8 73.021 79.286 4 76.82
Sonar [14] 2U,208,60 74.260 76.048 7 79.18
Spam [14] 2U,4601,57 93.286 93.429 15 93.35
Thyroid [14] 3U,215,5 96.429 97.143 15 96.75
Vehicle [14] 4U,846,18 76.466 77.544 20 81.93
Vowel [17] 11B,990,10 55.941 87.521 50 88.47
WDBC [14] 2U,569,30 97.143 96.143 20 97.44
Wine [14] 3U,178,13 97.617 97.865 7 98.05

Table 1: Benchmark comparisons for reservoir computing for the 16 multi-class
classification data sets in [10]. The number of latent variables for RES1, LV1, is
12 in all cases.

4 Conclusions

This paper introduced reservoir computing for static pattern recognition. The
novelty of this paper is that for static pattern recognition tasks, the reservoir
dynamics are stabilized before applying the sigmoid activation function. We
have demonstrated that reservoir computing shows excellent classification accu-
racy for 16 challenging nonlinear multi-class and often unbalanced classification
tasks. These results are impressive because only a linear partial least squares
(PLS) model was used for determining the weights of the second layer, requir-
ing just one single parameter setting (i.e., the number of latent variables used
in PLS). We have shown multi-class classification with reservoir computing for
static pattern recognition is robust to the reservoir settings: (i) the same reser-
voir was used for all classification tasks, and (ii) preliminary experiments with
3 different reservoir settings showed qualitatively similar results. The reser-
voir layer performs a nonlinear data projection in an unsupervised mode and
that contrary to neural networks trained with the back-propagation algorithm
reservoir computing is (more) brain-like plausible. Because there is no need for
extensive parameter tuning, reservoir computing also holds the promise of learn-
ing from fewer patterns. There are many open issues with reservoir computing
left that need further investigation. Obvious questions are: (i) Can we condi-
tion reservoirs for certain types of pattern recognition problems? (ii) What is
the role of the sparsity of the reservoir? (iii) Because reservoir computing re-
lies on recurrent neural networks, is it possible to achieve superior results for
connection problems [19]? (iv) How to condition optimal reservoir settings for
such problems? (v) Is it possible to replace the PLS solver for the second layer
by a more brain-like plausible algorithm? (vi) Why do PLS models require a
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high number of latent variables for optimal results? (vii) Is it possible to gain a
physical insight into the required number of latent variables?
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