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Abstract

AI and Big Data in Health: Boosting Reliability and Efficiency in Predictive Healthcare

Models

by

Yuqing Wang

In the era of data-driven decision-making, healthcare stands as a critical domain

where machine learning (ML) techniques can bring transformative changes. However,

the application of ML in healthcare faces unique challenges due to clinicians’ limited

understanding of intricate ML processes, the diverse and unstructured nature of health-

care data, high computational costs, and the “black box” problem associated with ML

algorithms. The recent advent of large language models (LLMs) further introduces the

challenge of developing appropriate prompts to guide these models to provide meaningful

and contextually relevant responses.

This dissertation grapples with these challenges across a series of studies. First, we

analyze multiple ML configurations for the prediction of multiple organ failure in trauma

patients, highlighting the impact of classifier choice on performance. Next, we propose

a multimodal Transformer model for early sepsis prediction, demonstrating its efficacy

over competitive baselines. To address the computational costs, we propose an efficient

model for multivariate time series classification. Reinforcement learning is then applied to

predict the need for blood transfusion in intensive care units, offering a decision support

tool for effective treatment recommendations. Lastly, we conduct a comparative study on

the readiness of LLMs for healthcare, introducing a novel prompting strategy to maximize

their effectiveness.

The primary objective of this dissertation is to facilitate the advancement, compre-
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hensive evaluation, and systematic optimization of machine learning applications specif-

ically in the healthcare domain. Our work aims to connect complex ML methodologies

with practical healthcare applications. As our work progresses, we remain committed

to the continuous refinement and enhancement of these models. Our approach aims to

balance technical sophistication with ease of use, minimizing the trade-off between the

two. We believe that our ML advancements, tailored to the unique needs of healthcare

applications, can improve patient outcomes and streamline healthcare delivery.
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Chapter 1

Introduction

Machine learning (ML) techniques have become increasingly prevalent across numerous

domains over the past decade, with healthcare standing out as one of the most promising

areas for their application. This prominence is largely due to the data-intensive nature

of healthcare, which continuously amasses vast amounts of multifaceted data, including

electronic health records (EHRs), clinical notes, and real-time physiological monitoring

data [1]. However, the application of ML in healthcare is fraught with unique challenges.

A major issue is the lack of understanding among clinicians regarding the intricate

ML processes, often leading to skepticism and hesitation in adopting these technologies.

Consequently, there is a growing need for more interpretable and transparent ML appli-

cations in healthcare to bridge this gap. Another obstacle is the diverse and unstructured

nature of healthcare data. Data originating from various sources often come in a multi-

tude of formats, necessitating advanced ML techniques that can effectively manage such

heterogeneity. Further complexities arise from the high computational cost associated

with model training and the infamous “black box” problem of ML algorithms. This

problem refers to the lack of clear, understandable explanations for the decisions made

by ML models, which is a significant concern in healthcare, a field where interpretability
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Introduction Chapter 1

is crucial.

With the recent rise of large language models (LLMs), there is potential for enhanced

clinical language understanding. These models, with their ability to process and generate

human-like text, can significantly advance the use of unstructured textual data in health-

care. However, their deployment is not without challenges. One of the key issues lies

in the development of appropriate prompts that can guide LLMs to produce meaningful

and contextually relevant responses. Addressing these challenges is integral to harnessing

the full potential of ML in the healthcare landscape.

In the following chapters of this dissertation, we delve into these pressing challenges,

offering innovative solutions that harness the power of machine learning. From enhancing

the interpretability of ML models, grappling with the complexities of diverse and un-

structured healthcare data, to mitigating the computational demands of ML, developing

effective treatment recommendations, and addressing the unique challenges associated

with large language models in healthcare, each chapter encapsulates a distinct study

with a common objective - to transform the application of ML in healthcare. We explore

how the intricate interplay of machine learning techniques can be effectively employed to

address these unique issues within the healthcare domain.

In Chapter 2, we investigate the critical issue of multiple organ failure (MOF), a life-

threatening condition where early detection is pivotal [2]. To tackle this, we perform a

comprehensive analysis of machine learning configurations, including data preprocessing,

feature selection, classifier choice, and hyperparameter tuning. We find that classifier

choice has the most impact on performance improvement and variation, underscoring

the need for a careful balance between complexity and performance stability.

Chapter 3 focuses on sepsis, a leading cause of death in Intensive Care Units [3]. We

propose a multimodal Transformer model for early sepsis prediction, using physiological

time series data and clinical notes within the first 36 hours of ICU admission. By eval-

2
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uating our model on two large critical care datasets, we demonstrate its effectiveness in

early sepsis detection, outperforming several established baselines.

In Chapter 4, we address the balance between efficiency and accuracy in multivariate

time series (MTS) classification algorithms [4]. We propose a methodology based on

module-wise pruning and Pareto analysis to explore this relationship, especially in the

context of large-scale time series datasets. Our experiments illustrate the effectiveness of

this approach in managing the trade-off between model efficiency and accuracy.

Chapter 5 centers around blood transfusion decisions in ICUs, a common but com-

plex intervention [5]. We develop a decision support tool using an off-policy batch rein-

forcement learning algorithm to guide transfusion decisions. By conducting experiments

on two real-world critical care datasets, we demonstrate the potential of reinforcement

learning in treatment recommendations, showing that it can optimize real-time treatment

strategies by improving patient outcomes.

In Chapter 6, we investigate the role of large language models (LLMs) in clinical

language understanding tasks [6]. We conduct a comprehensive evaluation of state-of-the-

art LLMs and introduce a novel prompting strategy, self-questioning prompting (SQP),

tailored to enhance their performance. This chapter emphasizes the need for cautious

implementation of LLMs in healthcare settings, ensuring a collaborative approach with

domain experts and continuous verification by human experts to achieve responsible and

effective use.

3



Chapter 2

Empirical Analysis of Machine

Learning Configurations for

Prediction of Multiple Organ Failure

in Trauma Patients

2.1 Introduction

Multiple organ failure (MOF) is a clinical syndrome with variable causes including

pathogens [7], complicated pathogenesis [8], and a major cause of mortality and morbidity

for trauma patients who are admitted to Intensive Care Units (ICU) [9]. Based on recent

studies on ICU trauma patients, up to 47% have developed MOF, and MOF increased

the overall risk of death 6 times compared to patients without MOF [10]. To prevent

the development of MOF for trauma patients from progression to an irreversible stage,

it is essential to diagnose MOF early and effectively. Many scoring systems have been

proposed to predict MOF [11, 12, 13, 14] and researchers have attempted to predict MOF
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on trauma patients using predictive models in an early phase [15, 16].

The rapid growth of data availability in clinical medicine requires doctors to han-

dle extensive amounts of data. As medical technologies become more complicated,

technological advances like machine learning (ML) are increasingly needed to improve

real-time analysis and interpretation of the results [17]. In recent years, practical uses

of ML in healthcare have grown tremendously, including cancer diagnosis and predic-

tion [18, 19, 20], tumor detection [21, 22], medical image analysis [23, 24], and health

monitoring [25, 26].

Compared to traditional medical care, ML-assisted clinical decision support enables

a more standardized process for interpreting complex multi-modality data. In the long

term, ML can provide an objective viewpoint for clinical practitioners to improve perfor-

mance and efficiency [27]. ML is often referred to as a black box: explicit input data and

output decisions, but opaque at intermediate learning process. Additionally, in medical

domains, there is no universal rule for selecting the best configuration to achieve the op-

timal outcome. Moreover, medical data has its own challenges such as numerous missing

values [28] and colinear variables [29]. Thus it is difficult to process the data and choose

the proper model and corresponding parameters, even for a ML expert. Furthermore,

detailed quantitative analysis of the potential impacts of different settings of ML systems

on MOF has been missing.

In this chapter, we experiment with comprehensive ML settings for prediction of

MOF, considering 6 different dimensions from data preprocessing (missing value treat-

ment, label balancing, feature scaling), feature selection, classifier choice, to hyperpa-

rameter tuning. To predict MOF for trauma patients at an early stage, we use only

initial time measurements (hour 0) as inputs. We mainly use area under the receiver op-

erating characteristic curve (AUC) to evaluate MOF prediction outcomes. We focus on

analyzing the relationships among configuration complexity, predicted performance, and
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performance variation. Additionally, we quantify the relative impacts of each dimension.

The main contributions of this chapter include:

(1) To the best of our knowledge, this is the first work to conduct a thorough empirical

analysis quantifying the predictive performance with exhaustive ML configurations

for MOF prediction.

(2) We provide general guidance for ML practitioners in healthcare and medical fields

through quantitative analysis of different dimensions commonly used in ML tasks.

(3) Experimental results indicate that classifier choice contributes most to both perfor-

mance improvement and variation. Complex classifiers including ensemble methods

bring higher default/optimized performance, along with a higher risk of inferior

performance compared to simple ones on average.

The remainder of this chapter is organized as follows. Section 2.2 describes the dataset

and features we use. All of the ML configurations are available in Section 2.3. Exper-

imental results are discussed in Section 2.4. Finally, our conclusions are presented in

Section 2.5.

2.2 Dataset

Our dataset, collected from the San Francisco General Hospital and Trauma Center,

contains 2190 highest level trauma activation patients evaluated at the level I trauma

center. Due to the urgency of medical treatment, there are numerous missing values

for time-dependent measurements. Thus we have chosen to consider only those features

with a maximum missing value percentage of 30% over all patients. To obtain a timely

prediction, early lab measurements (hour 0) as well as patients’ demographic and illness
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information were extracted as the set of features. Detailed feature statistics are available

in Table 2.1.

Table 2.1: MOF dataset statistics. Italicized features are categorical.

Feature type
# of

extracted
features

Features

Demographic 5 gender, age, weight, race, blood type

Illness 2 comorbidities, drug usage

Injury factors 4
blunt/penetrating trauma,

# of rib fractures,
orthopedic injury, traumatic brain injury

Injury scores 8

injury severity score,
6 abbreviated injury scale (head, face, chest,

abdomen, extremity, skin),
Glasgow coma scale score

Vital sign
measurements

4
heart rate, respiratory rate,
systolic blood pressure,
mean arterial pressure

Blood-related
measurements

13

white blood cell count,
hemoglobin, hematocrit,

serum CO2, prothrombin time,
international normalized ratio,
partial thromboplastin time,

blood urine nitrogen, creatinine,
blood pH, platelets, base deficit,

factor VII

Our target variable consists of binary class labels (0 for no MOF and 1 for MOF).

Then, the data with feature and target variables is randomly split into training and

testing sets at the ratio of 7 : 3.
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2.3 Methods

Based on ML pipelines and special characteristics of our data such as large number of

missing values and varying scales in feature values, we consider comprehensive ML con-

figurations from the following 6 dimensions: data preprocessing (missing value treatment

(MV), label balancing (LB), feature scaling (SCALE)), feature selection (FS), classifier

choice (CC), and hyperparameter tuning (HT). In the remainder of the chapter, we will

interchangeably use the full name and corresponding abbreviations shown in parentheses.

Further details on each dimension are described below.

2.3.1 Data Preprocessing

Methods to handle the dataset with missing values, imbalanced labels, and unscaled

variables are essential for the data preprocessing process. We use several different meth-

ods to deal with each of these problems.

Missing Value Treatment

In our dataset, numerous time-dependent features cannot be recorded on a timely

basis, and missing data is a serious issue. We consider three different ways to deal with

missing values, where the first method serves as the baseline setting for MV, and the

latter two methods are common techniques of missing value imputation in ML.

1. Remove all patients with any missing values for the features listed in Section 2.2.

2. Replace missing values with mean for numerical features and mode for categorical

features over all patients.

3. Impute missing values by finding the k-nearest neighbors with the Euclidean dis-

tance metric for each feature respectively.

8
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Label Balancing

Our dataset is imbalanced as the sample class ratio between class 0 and class 1 is

11 : 1. Keeping imbalanced class labels serves as the baseline setting for LB. Three

different ways are considered to resample the training set.

1. Oversampling the minority class (label 1)

1.1 Method: SMOTE (synthetic minority over-sampling technique) [30].

1.2 Explanation: choose k-nearest neighbors for every minority sample and then

create new samples halfway between the original sample and its neighbors.

2. Undersampling the majority class (label 0)

2.1 Method: NearMiss [31].

2.2 Explanation: when samples of both classes are close to each other, remove the

samples of the majority class to provide more space for both classes.

3. Combination of oversampling and undersampling

3.1 Method: SMOTE & Tomek link [32].

3.2 Tomek link: two samples are k-nearest neighbors to each other but come from

different classes.

3.3 Explanation: first create new samples for the minority class and then remove

the majority class sample in any Tomek link.

Feature Scaling

Since the range of feature values in our dataset varies widely, we perform feature

scaling. No scaling on any feature serves as the baseline setting for SCALE. Two common

scaling techniques are used for numerical features.

9
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1. Normalization: rescale values to range between 0 and 1.

2. Standardization: rescale values with mean 0 and standard deviation 1.

2.3.2 Feature Selection

In medical datasets, there usually exist many highly correlated features, and some

features that are weakly correlated to the target [29, 33]. Thus it is essential to identify

the most relevant features that may help to improve the outcome of the analysis. Using

all of the features described in Section 2 serves as the baseline setting for FS. We consider

two main feature selection techniques: filter and wrapper methods.

1. Filter-based methods (independent of classifiers):

1.1 Use correlation between features and the target to select features which are

highly dependent on the target.

1.2 Filter out numerical features using ANOVA F -test and categorical features

using χ2 test.

2. Wrapper-based methods (dependent on classifiers):

2.1 Method: RFE (recursive feature elimination) in random forest.

2.2 Explanation: perform RFE repeatedly such that features are ranked by impor-

tance, and the least important features are disregarded until a specific number

of features remains.

2.3.3 Classifier Choice

We experimented with 15 classifiers on the dataset. In general, these classifiers can

be divided into two main categories: single and ensemble. Lists of all classifiers are
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available in Table 2.2. For ensemble classifiers (combination of individual classifiers), we

tried bagging (BAG, RF, ET), boosting (GB, ABC, XGB, LGBM), voting (VOTE) and

stacking (STACK). In bagging, DT is a homogeneous weak learner. Multiple DTs learn

the dataset independently from each other in parallel and the final outcome is obtained

by averaging the results of each DT. In boosting, DT also serves as a homogeneous

weak learner. However, DTs learn the dataset sequentially in an adaptive way (new

learner depends on previous learners’ success), and the final outcome is determined by

weighted sum of previous learners. In voting, heterogeneous base estimators (LR, RF,

SVM, MLP, ET) are considered, where each estimator learns the original dataset and the

final prediction is determined by majority voting. In stacking, several heterogeneous base

learners (RF, KNN, SVM) learn the dataset in parallel, and there exists a meta learner

(LR) that combines the predictions of the weak learners. Abbreviations of classifiers

shown in parentheses for voting and stacking are the ones we use.

Table 2.2: List of 6 single classifiers and 9 ensemble classifiers. Corresponding abbre-
viations of each classifier are shown in parentheses.

Single classifiers Ensemble classifiers

Logistic Regression (LR)
Support Vector Machine (SVM)

Naive Bayes (NB)
K-nearest Neighbors (KNN)

Decision Tree (DT)
Multi-layer Perceptron (MLP)

Bagged Trees (BAG)
Random Forest (RF)
Extra Trees (ET)

Gradient Boosting (GB)
Adaptive Boosting (ABC)

Extreme Gradient Boosting (XGB)
Light Gradient Boosting Machine (LGBM)

Voting (VOTE)
Stacking (STACK)

2.3.4 Hyperparameter Tuning

Hyperparameters are crucial for controlling the overall behavior of classifiers. Default

hyperparameters of classifiers serve as the baseline setting for HT. We apply grid search
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to perform hyperparameter tuning for all classifiers. Detailed information about tuned

hyperparameters is available in Table 2.3.

Table 2.3: Detailed configurations of tuned hyperparameters for all classifiers. All of
the hyperparameter names come from scikit-learn [34].

Classifiers
♯ of tuned

hyperparameters
Hyperparameter lists

LR 3 C, class weight, penalty

SVM 4 C, gamma, kernel, class weight

KNN 3 n neighbors, weights, algorithm

NB 1 var smoothing

DT 5
min samples split, max depth, min samples,

leaf max features, class weight

MLP 3 activation, solver, alpha

BAG 2 base estimator, n estimators

RF 2 n estimators, max features

ET 2 n estimators, max features

GB 2 n estimators, max depth

ABC 3 base estimator, n estimators, learning rate

XGB 2 min child weight, max depth

LGBM 4 num leaves, colsample bytree, subsample, max depth

VOTE 2 C (SVM), n estimators (ET)

STACK 2 C (SVM), n neighbors (KNN)

2.4 Experiments and Results

We formulated MOF prediction as a binary classification task. All of the experiments

in this chapter were implemented using scikit-learn [34]. As mentioned in Section 2.2,

our training and testing dataset is randomly split with a ratio of 7 : 3. One-hot encoding

is applied to all categorical features. For each classifier, we use the same training and

testing dataset. We use AUC as our main performance metric, as it is commonly used

for MOF prediction in the literature [12, 35, 36]. It provides a “summary” of classifier
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performance compared to single metrics such as precision and recall. AUC represents the

probability that a classifier ranks a randomly chosen positive sample (class 1) higher than

a randomly chosen negative sample (class 0), and thus useful for imbalanced datasets.

In this section, we quantify the impacts (improvement and variation) of each dimen-

sion on the predicted performance over our testing dataset.

2.4.1 Influence of Individual Dimensions

First, we evaluate how much each dimension contributes to the AUC score improve-

ment and variation respectively, and find the correlation between performance improve-

ment and variation over all dimensions.

Performance Improvement across Dimensions

For HT, MV, LB, SCALE, and FS, we define the baseline as default hyperparameter

choices, using no missing value imputation, no label balancing, no feature scaling, and no

feature selection, respectively. For CC, we choose SVM, which achieves the median score

among all classifiers, as the baseline . Then we quantify the performance improvement

of each dimension. Fig. 2.1 shows the percentage that each dimension contributes to

the improvement in the AUC score over baseline by tuning only one dimension at a

time while leaving others at baseline settings. We observe that CC contributes most to

the performance improvement (15.00%) for MOF prediction. After CC, LB (10.81%),

FS (10.09%), MV (7.90%), HT (6.94%), and FS (2.45%) bring decreasing degrees of

performance improvement in the AUC score.

Table 2.4 shows the improvement of every single dimension on each classifier over the

baseline. In general, MV and LB tend to provide the greatest performance improvement

for most classifiers. For RF, ET, and LGBM, FS contributes the most to improvement in

13
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performance since these classifiers require feature importance ranking intrinsically, and

external FS improves their prediction outcomes to a large extent. Note that the classifier

for which SCALE has the largest impact is KNN, as it is a distance-based classifier which

is sensitive to the range of feature values. Also, due to instability and tendency to overfit,

HT is the most critical for DT improvement.
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Figure 2.1: Performance improvement in the AUC score of each dimension over the
baseline when tuning only one dimension at a time while leaving others at baseline
settings. CC brings the greatest performance improvement, followed by LB, FS, MV,
HT, and SCALE in decreasing order of improvement.

In addition to AUC, 6 other performance metrics are used to measure the performance

improvement degree of each dimension. The results in Table 2.5 reveal that CC brings

the greatest improvement regardless of the metrics we use. Contributions from HT and

SCALE are relatively small compared to other dimensions.
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Table 2.4: Column 1 shows a total of 15 classifiers. Columns 2 to 6 represent the
percentage (two decimal places accuracy) of AUC score improvement when tuning
each individual dimension while leaving other dimensions at baseline settings for each
classifier. Bold entries represent the dimension that contributes to the largest im-
provement for the specific classifier. MV and LB tend to dominate in performance
improvement for most classifiers.

Classifier MV (%) LB (%) SCALE (%) FS (%) HT (%)

LR 2.78 11.48 0.30 5.50 3.03

SVM 3.37 26.83 2.38 20.95 3.21

KNN 13.60 11.85 17.68 13.12 15.60

NB 0.60 38.90 0.17 4.12 2.84

DT 12.87 16.22 0.42 15.34 38.85

BAG 2.94 8.91 0.28 7.05 5.43

RF 4.13 5.34 0.28 5.85 1.04

ET 3.82 7.87 0.00 18.96 1.33

ABC 19.33 7.02 0.00 16.99 12.99

GB 12.44 3.81 0.02 6.63 4.08

LGBM 7.03 1.85 2.75 10.39 3.13

XGB 11.46 3.97 0.02 7.47 4.27

MLP 10.78 5.08 6.05 7.53 5.69

STACK 6.94 8.94 4.32 5.48 1.82

VOTE 6.38 4.00 2.11 6.04 0.85

Table 2.5: Performance improvement in different metrics of each dimension. The per-
formance improvement of each dimension on other metrics displays an order consistent
with that of the AUC score.

AUC F-score G-mean Precision
Sensitivity/

Recall
Specificity Accuracy

CC (%) 15.00 15.58 10.50 16.41 10.50 11.86 10.50

LB (%) 10.81 11.34 9.33 13.27 9.33 10.72 9.34

FS (%) 10.09 7.33 6.30 10.61 6.30 6.94 6.30

MV (%) 7.90 5.30 4.60 5.83 4.59 4.95 4.59

HT (%) 7.46 2.11 3.21 3.41 3.20 4.64 3.20

SCALE (%) 2.45 1.04 0.65 3.03 0.65 0.48 0.65
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Performance Variation across Dimensions

For all of the ML configurations, we further investigate how much each dimension

contributes to the performance variation in the AUC score. By tuning only one dimension

at a time while leaving other dimensions at baseline settings, we obtain a range of AUC

scores. Performance variation is the difference between the maximum and the minimum

score of each dimension. Fig. 2.2 shows the proportion of each dimension that brings

the performance variation in the AUC score. Based on Fig. 2.2, we notice that CC,

which brings the largest performance improvement, also brings the largest performance

variation (10.98 %). After CC, LB (7.00 %), FS (6.93 %), MV (5.64 %), HT (4.97 %),

and SCALE (1.66 %) bring decreasing degrees of performance variation in the AUC score.

Table 2.6 shows the variation of every single dimension on each classifier over the base-

line. We observe that for each classifier, if one dimension brings a larger performance

improvement, it also results in a larger performance variation. For our assessment of per-

formance variation, the same metrics as above are used for evaluation on each dimension.

Using the same metrics as above, Table 2.7 shows that the proportion of performance

variation in different metrics from each dimension follows an order that is consistent

with the performance improvement in Table 2.5. Thus, for different metrics, greater

improvement brings greater variation of each dimension. For every step that researchers

take when predicting MOF using ML, they should always be aware of the trade-off be-

tween benefits (improvement in performance) and risks (variation in performance) when

adjusting each dimension.

2.4.2 Performance Comparison across Classifiers

We have shown that classifier choice is the largest contributor to both performance

improvement and variation in the AUC score. Hence, we further investigate the perfor-
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Table 2.6: Columns 2 to 6 represent the proportion (two decimal places accuracy)
of each dimension that contributes to the performance variation in the AUC score.
Bold entries represent the dimension that contributes to the largest variation for the
specific classifier. MV and LB tend to result in larger performance variation for most
classifiers.

Classifier MV (%) LB (%) SCALE (%) FS (%) HT (%)

LR 2.28 8.44 0.25 4.27 2.49

SVM 2.45 16.87 1.79 13.04 2.42

KNN 7.97 6.95 10.36 7.69 9.14

NB 0.48 22.22 0.13 3.25 2.25

DT 7.13 8.99 0.23 8.50 21.53

BAG 2.22 6.17 0.21 5.26 4.10

RF 3.35 4.14 0.23 4.49 0.84

ET 3.22 6.14 0.00 13.41 1.12

ABC 13.09 4.61 0.00 11.51 9.40

GB 9.59 2.83 0.02 5.11 3.14

LGBM 5.54 1.43 2.16 7.76 2.47

XGB 8.70 3.01 0.02 5.59 3.24

MLP 7.89 3.55 4.43 5.30 4.16

STACK 5.47 6.47 3.41 4.20 1.43

VOTE 5.19 3.13 1.71 4.63 0.69

Table 2.7: Performance variations in different metrics of each dimension. The perfor-
mance variation of each dimension on other metrics displays an order that is consistent
with that of the AUC score.

AUC F-score G-mean Precision
Sensitivity/

Recall
Specificity Accuracy

CC (%) 10.98 11.87 8.57 12.86 8.57 10.60 8.57

LB (%) 7.00 7.29 6.83 9.02 6.83 10.14 6.82

FS (%) 6.93 5.27 4.38 7.62 4.37 4.70 4.38

MV (%) 5.64 4.36 3.69 4.77 3.69 2.98 3.68

HT (%) 4.87 2.55 3.52 1.54 3.52 2.72 3.53

SCALE (%) 1.66 0.88 0.57 1.47 0.57 0.46 0.57
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Figure 2.2: Performance variation in the AUC score when tuning only one dimension
at a time while leaving others at baseline settings. CC brings the greatest performance
variation, followed by LB, FS, MV, HT, and SCALE in decreasing order of variation.
Larger improvement also brings the risk of larger variation for each dimension.

mance differences among classifiers. Specifically, we investigate the relationships among

classifier complexity, performance, and performance variation.

Default versus Optimized Performance

Default classifiers are defined as classifiers with default parameters, while optimized

classifiers are those for which hyperparameter tuning with 10-fold cross validation is ap-

plied using grid search. We compare the performance of default and optimized classifiers

in consideration of all other dimensions, i.e., MV, LB, SCALE, and FS. The average

AUC scores of all classifiers with default and optimized settings are shown in Fig. 2.3.

In general, ensemble classifiers perform better than single classifiers regardless of default
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or optimized performance.

In addition to AUC, 6 other performance metrics are used to evaluate the performance

of all classifiers. We use the median score to rank classifiers with both default and

optimized settings. Then, NDCG (normalized discounted cumulative gain), one of the

most prevalent measures of ranking quality [37], is used to compare classifier rankings

between each of these metrics and the AUC score. Detailed relevance scores are shown in

Table 2.8. The result indicates that the median performance of each classifier is similar

no matter which metric is used. This also suggests that the AUC score can represent

classifiers’ overall performance well.

Based on the above experiments, ensemble classifiers should be prioritized in MOF

prediction since they usually bring better predictive performance than single classifiers.

NB KNN DT SVM LR BAG RF ET ABC GB XGB LGBM MLP VOTESTACK
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Figure 2.3: Comparison of default and optimized performance over all classifiers. Clas-
sifiers listed on the left-hand side of BAG are single while the ones on the right-hand
side are ensemble and MLP. Overall, ensemble methods have better default and opti-
mized performance compared with single classifiers.
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Table 2.8: Column 1 represents 6 other performance metrics. Columns 2 and 3 show
the NDCG score between each of these metrics and the AUC score when ranking 15
classifiers by their median performance in default and optimized settings, respectively.
Median performance of classifiers is similar regardless of which metric to use.

Default (%) Optimized (%)

F-score 96.92 97.92

G-mean 96.46 97.63

Precision 95.49 90.01

Sensitivity/Recall 98.42 97.59

Specificity 95.35 97.46

Accuracy 96.46 97.59

Performance Variation across Classifiers

We measure the performance variation for each classifier in consideration of all other

dimensions, i.e., MV, LB, SCALE, FS, and HT. For each classifier, we get a range of AUC

scores. The size of the range determines the extent of performance variation. Fig. 2.4

shows the performance variation in the AUC score of all classifiers. The order of listed

classifiers on the x-axis is based on increasing model complexity, which is measured by

classifier training time with default settings. The complexity of classifiers and perfor-

mance variation demonstrates an evident ‘U-shaped’ relationship. When the classifier is

‘too simple’, its performance variation is relatively large. When the complexity of the

classifier is ‘appropriate’, the performance variation is relatively small. If the classifier

becomes ‘too complex’, it is also at the risk of larger performance variation. Therefore,

classifiers with ‘appropriate’ complexity are more stable, with smaller changes in perfor-

mance, while ‘too simple’ or ‘too complex’ classifiers are relatively unstable with larger

changes in performance in general.

In addition to AUC, the same metrics as above were used to validate the performance

variation of all of the classifiers. We use the range (difference between maximum and

minimum scores) to rank classifiers in consideration of MV, LB, SCALE, FS, and HT.
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Then, NDCG is used to compare classifier rankings between each of these metrics and

the AUC score. Table 2.9 displays detailed relevance scores. The result suggests that

other metrics show a similar ‘U-shaped’ relationship between classifier complexity and

performance variation as the AUC score. When predicting MOF, it is inappropriate for

clinical practitioners to choose ‘too simple’ and ‘too complex’ classifiers since they may

run the risk of underfitting and overfitting, respectively.
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Figure 2.4: Performance variation comparison over all classifiers. The order of clas-
sifiers listed on the x-axis is based on increasing model complexity. ‘Too simple’ and
‘too complex’ classifiers result in larger performance variation. The performance vari-
ation of classifiers with ‘appropriate’ complexity is relatively small.

Table 2.9: NDCG score between each of 6 other performance metrics and the AUC
score in terms of classifier complexity and performance variation. Different metrics
show a similar ‘U-shaped’ relationship.

F-score G-mean Precision
Sensitivity/

Recall
Specificity Accuracy

Relevance (%) 93.15 94.98 94.37 93.24 93.13 93.77
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2.5 Discussion

We have provided a timely MOF prediction using early lab measurements (hour 0),

patients’ demographic and illness information. Our study quantitatively analyzes the

performance via the AUC score in consideration of a wide range of ML configurations

for MOF prediction, with a focus on the correlations among configuration complexity,

predicted performance, and performance variation. Our results indicate that choosing

the correct classifier is the most crucial step that has the largest impact (performance

and variation) on the outcome. More complex classifiers including ensemble methods can

provide better default/optimized performance, but may also lead to larger performance

degradation, without careful selection. Clearly, more MOF data is needed to provide

a more general conclusion. Our work can potentially serve as a practical guide for ML

practitioners whenever they conduct data analysis in healthcare and medical fields.
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Chapter 3

Integrating Physiological Time

Series and Clinical Notes with

Transformer for Early Prediction of

Sepsis

3.1 Introduction

Sepsis is a life-threatening organ dysfunction caused by a dysregulated host response

to infection [38], contributing to 30%− 50% of inpatient mortality in the U.S [39]. The

capability of early detection of sepsis allows for earlier interventions and treatment, thus

improving patient outcomes. Following the widespread adoption of electronic health

record (EHR) systems, researchers are particularly interested in using the EHR data to

predict sepsis [40, 41, 42].

One challenge of using EHR is that it stores both structured data (e.g., vital signs

and laboratory measurements) and unstructured data (e.g., physician and nursing notes).
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Nevertheless, the heterogeneities across modalities increase the difficulty of performing

sepsis prediction tasks. Thus, previous research works have focused on analyzing single

data modality in isolation [41, 43, 44]. Structured physiological data can represent pa-

tients’ true physiological signals. However, in the case of sepsis, this data is incomplete

and irregular due to urgency in the Intensive Care Units. Although unstructured medical

notes can help understand patients’ conditions more directly by capturing information

regarding patients’ symptom changes, it is insufficient to use notes alone to determine

patients’ status without support from physiological data.

To address the issues above, we propose a multimodal Transformer model that in-

corporates information from both physiological time series data and clinical notes for

early prediction of sepsis. We use two large critical care datasets: the Medical Informa-

tion Mart for Intensive Care III (MIMIC-III) [45] and the eICU Collaborative Research

Database (eICU-CRD) [46]. Comprehensive experiments are conducted on the above two

datasets to validate our approach, including performance comparison with baselines, ab-

lation analysis, and case studies. Experimental results suggest that our proposed method

outperforms six baselines on all metrics on both datasets. In addition, empirical ablation

analysis and case studies indicate that each single modality contains unique informa-

tion that is unavailable to the other modality. Hence, our model improves predictive

performance by utilizing both physiological time series data and clinical notes.

The main contributions of this chapter are highlighted as follows:

(1) To the best of our knowledge, this is the first Transformer-based model that in-

corporates multivariate physiological time series data and clinical notes for early

sepsis prediction.

(2) Our experimental results indicate that both modalities complement each other.

Thus, our method with both physiological data and clinical notes results in the
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best overall performance compared with unimodal methods. When using both

modalities, our method outperforms competitive baselines on all metrics.

(3) We perform attention mechanism visualization on clinical notes to improve the in-

terpretability regarding the patients’ status, which is not available in physiological

data. In addition, distinctive distributions of physiological features between sepsis

and non-sepsis patients demonstrate the unique information contained in physio-

logical data but not in clinical notes.

The remainder of this chapter is organized as follows. Section 3.2 describes related

work. The formal problem description is in Section 3.3. The proposed model is outlined

in Section 3.4. Section 3.5 describes the datasets we use for evaluation. Experiments and

results are discussed in Section 3.6. Finally, our conclusions are presented in Section 3.7.

3.2 Related Work

In this section we review related work on clinical notes and physiological time series

modeling, as well as multimodal methods in the clinical domain.

3.2.1 Clinical Notes Modeling

With the increasing availability of clinical notes over the past several years, there

has been notable progress in understanding and using clinical text data to improve clin-

ical prediction outcomes. Natural language processing (NLP) and information retrieval

techniques have been widely applied on different types of clinical tasks, such as clinical

relation extraction [47], de-identification of clinical notes [48], and clinical question an-

swering [49]. One common method for text representation is word embedding. In recent

years, the appearance of the Transformer-based BERT [50] has offered an advantage over
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previous word embedding methods such as Word2Vec [51] and GloVe [52] since it pro-

duces word representations that are dynamically informed by the words around them,

which can effectively capture information from both the left and right contexts. In the

clinical domain, BioBERT was pre-trained on PubMed abstracts and articles and was

able to better identify biomedical entities and boundaries than base BERT [53]. Base

BERT and BioBERT have been further fine-tuned on the MIMIC-III dataset [45] and

released as ClinicalBERT and Clinical BioBERT, respectively [54].

3.2.2 Physiological Time Series Modeling

Previous studies applied classical models such as Gaussian process (GP) and linear

dynamical systems (LDS) to clinical time series modeling [55, 56]. Given the growing

availability of clinical data, recent studies demonstrate that RNN-based deep learning

(DL) methods have become sought-after alternatives in clinical sequence modeling [41,

57]. More recently, an attention-based DL model has been proposed for clinical time

series modeling [58].

3.2.3 Multimodal Methods in the Clinical Domain

Multimodal representation learning is a fundamentally complex problem due to mul-

tiple sources of information [59]. Undeniably, multiple sources of data can provide com-

plementary information, enabling more robust predictions [60]. In the clinical domain,

predictive models have been developed by integrating continuous monitoring data and

discrete clinical event sequences [61]. Combinations of multiple modalities such as clin-

ical texts, procedures, medications, and laboratory measurements have shown improved

performance on inpatient mortality, length of stay, and 30-day readmission prediction

tasks [62]. Unstructured clinical notes combined with structured measurements have
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been used for survival analysis of ICU trauma patients [63].

3.3 Problem Definition

For a patient cohort consisting of P patients, the multivariate physiological time series

(MPTS) data associated with each patient can be expressed as {x(1),x(2), · · · ,x(M)} ∈

RL×M with x(j)T = {x(j)
1 , x

(j)
2 , · · · , x(j)

L }. M and L represent the number of clinical

features and the number of hours after admission, respectively. In addition, for each

patient, sequences of clinical notes are used. The true label of each patient’s clinical

outcome is y ∈ {0, 1} (1 indicates sepsis and 0 indicates non-sepsis). Altogether, each of

our datasets can be represented as {(Xi,Ci,Yi)|i = 1, 2, · · · , P} where Xi,Ci,Yi are the

respective MPTS sequence, available clinical notes within L hours, and the class label

for patient i. We formulate sepsis prediction as a binary classification task, for which the

goal is to learn a mapping:

(Xi,Ci) → Prob(Yi = 1|(Xi,Ci)),

where i = 1, 2, · · · , P . In other words, MPTS data and clinical notes are used simulta-

neously to predict whether ICU patients admitted through the Emergency Department

will develop sepsis.

3.4 Methods

In this section we propose the multimodal Transformer modeling framework. The

model structure is illustrated in Figure 3.1.
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Figure 3.1: An overview of the multimodal Transformer framework. The physiologi-
cal time series model (PTSM) consists primarily of sequence embeddings, a stack of
N Transformer encoder layers (multi-head self-attention sublayer and position-wise
FNN sublayer) with residual connection around each sublayer, dense interpolation,
and FNN. The clinical notes model (CNM) consists of text representations using Clin-
icalBERT, and the output ⟨ CLS ⟩ representation is then used to feed into FNN. The
output representations from PTSM and CNM are concatenated and fed into FNN,
and the final Softmax layer is used for the binary classification task.

3.4.1 Clinical Notes Model (CNM)

The CNM is composed of clinical text representations using ClinicalBERT [54] and

a feedforward neural network (FNN). The output ⟨ CLS ⟩ representation following Clin-

icalBERT is fed into FNN.

Transformer

We begin by introducing Transformer’s architecture [64], the foundation of Bidirec-

tional Encoder Representations from Transformers (BERT), for which we use for clini-

cal text representations. In Transformer [64], the self-attention mechanism enables the

model to capture both short- and long-term dependencies, and different attention heads
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can learn different aspects of attention patterns. In the self-attention layer, an attention

function maps a query Q and a set of key-value pairs {K,V} to an output O. Specif-

ically, a multi-head self-attention sublayer simultaneously transforms the queries, keys

and values into H distinct and learnable linear projections, namely

Qh = QWQ
h ,K

h = KWK
h ,V

h = VWV
h ,

where Qh,Kh,Vh are the respective query matrices, key matrices, and value matri-

ces of the h-th attention head, with h = {1, 2, · · · , H}. Here, WQ
h ,W

K
h ∈ Rdmodel×dk ,

WV
h ∈ Rdmodel×dv denote learnable parameter matrices and dmodel is the text embedding

dimension. Next, H attention functions are performed in parallel to produce a sequence

of vector outputs:

Oh = Attention(Qh,Kh,Vh)

= Softmax

(
QhKhT

√
dk

)
Vh.

Finally, the outputs O1,O2, · · · ,OH are concatenated and linearly projected again to

produce the final representation.

Text Representation with ClinicalBERT

BERT is a pre-trained language representation based on the Transformer encoder

architecture [50, 64]. BERT and its variants have exhibited outstanding performance in

various NLP tasks. In medical contexts, ClinicalBERT develops clinically oriented word

representations for clinical NLP tasks. Within ClinicalBERT, each token in clinical notes

can be expressed as a sum of corresponding token embeddings, segment embeddings,

and position embeddings. When feeding multiple sentences into ClinicalBERT, segment
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embeddings identify the sequence that a token is associated with and position embeddings

of each token are a learned set of parameters corresponding to the token’s position in the

input sequence [65]. We use pre-trained ClinicalBERT for contextual representations of

clinical notes.

3.4.2 Physiological Time Series Model (PTSM)

Inspired by the model architecture of Transformer [58, 64], the PTSM is composed

of sequence embeddings, positional encoding, a stack of N identical Transformer encoder

layers, and dense interpolation to incorporate temporal order.

Input Embeddings

In most NLP models, input embeddings are commonly used to map relatively low-

dimensional vectors to high-dimensional vectors, which facilitate sequence modeling [66].

For the same reason, a time sequence embedding is required to capture the dependencies

among different features without considering the temporal information [58]. A 1D con-

volutional layer is employed to obtain the K-dimensional embeddings (K > M) at each

time step.

Positional Encoding

In order to include the MPTS order information, we apply the same sinusoidal func-

tions for the positional encoding layer as [64] to encode the sequential information and

add it to the input embeddings of the sequence.
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Transformer Encoder

We take advantage of the multi-head self-attention mechanism to capture depen-

dencies of sequences. Similar to [64], we employ 8 parallel attention heads. Following

the attention output, a position-wise FNN is applied with two 1D convolutional layers

with kernel size 1, and a ReLU activation function in between. A residual connection is

employed around each of the two sublayers.

Dense Interpolation

A concise representation of the output sequence from the Transformer encoder layer

is needed since we do not make predictions at each time step [67]. A dense interpolation

algorithm is applied on learned temporal representations for partial temporal order en-

coding. Given MPTS data, the pseudocode to perform dense interpolation is shown in

Algorithm 1. Let el ∈ Rdk represent the intermediate representation following the Trans-

Algorithm 1: Dense Interpolation

Input: time step l, time sequence length L, input embeddings el, interpolation
coefficient I.

Output: Dense representation z.
for l = 1 to L do

e = I × l /L ;
for i = 1 to I do

r = pow(1− abs(e− i)/I, 2) ;
zi = zi + r × el ;

end

end

former encoder layers. The size of the interpolated embedding vector is dk × I, where I

is the interpolation coefficient. Algorithm 1 mainly focuses on finding the contribution

of el to the position i of the final representation z, denoted by r. At each time step l ,

we obtain e, the relative position in the final vector representation z, and r is computed
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as r = (1 − |e−i|
I

)2. Finally, z is obtained by matrix multiplication of r and el when we

iterate through the time steps of a sequence.

3.4.3 Incorporating PTSM and CNM

The output representations from PTSM and CNM are concatenated, and the com-

bined latent representation is fed into FNN. We use a Softmax layer as the final layer for

the binary classification problem and the loss function is given by

−(y · log(ŷ)) + (1− y) · log(1− ŷ),

where y and ŷ are the true and predicted labels, respectively.

3.5 Datasets

We use the MIMIC-III [45] and eICU-CRD [46] datasets to evaluate our method.

MIMIC-III, a publicly available single-center clinical dataset, records 61, 532 ICU stays

among 58, 976 hospital admissions, including information on 46, 520 patients from Beth

Israel Deaconess Medical Center between 2001 and 2012. The eICU-CRD, a multi-

center dataset, consists of health data associated with over 200, 000 admissions to ICUs

throughout continental United States between 2014 and 2015. Both datasets contain de-

identified data, including patient demographics, vital signs, laboratory measurements,

severity of illness, diagnosis, and clinical notes.

3.5.1 Data Preprocessing Pipelines

This section is divided into structured MPTS data preprocessing and unstructured

clinical notes preprocessing, respectively.
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MPTS Data Preprocessing

For both datasets, patient demographics, vital signs and laboratory measurements

are extracted for ICU patients admitted through the Emergency Department. A list of

clinically reasonable measurement ranges provided by [68] is used to remove outlier values.

In total, we extracted 40 and 38 features from the MIMIC-III and eICU-CRD datasets,

respectively. Since data was irregularly sampled, we resample the observation time into

hourly bins for each feature. We use the mean value to determine feature values for which

there are multiple records within an hour. Missing values are imputed by a combination

of forward filling (i.e. using the value of the closest past bin with regard to the missing

bin) and then backward filling (i.e. using the value of closest future bin with regard

to the missing bin). In addition, we remove patients with hospital admission records

of less than 12 hours. We use only the first T hours of MPTS data following patient

admission for early sepsis prediction, where T = 12, 18, 24, 30, 36. For any patient whose

measurement recording hours are less than T , his/her existing last-hour measurements

are replicated to T . Otherwise, we truncate his/her measurement hours to T such that

the MPTS sequence length for all patients are guaranteed to be the same.

Clinical Notes Preprocessing

We use all the available clinical notes between hour 1 and hour 36 after ICU admission.

If we use the first T hours of MPTS data, then all the available notes up to T hours are

extracted for each patient. Over each interval of T hours, for each patient we concatenate

sequences of notes. Next, common text cleaning techniques are applied such as case

normalization, stop words removal, and special characters removal are applied to clean

the clinical notes. To avoid potential label leakage, we remove sentences containing

“sepsis” or “septic”. Finally, the processed notes are fed into ClinicalBERT for text
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representations.

3.5.2 Sepsis Labeling

We use the Angus criteria [69], which is an International Classification of Diseases,

Ninth Revision, Clinical Modification (ICD-9-CM) coding system, to identify sepsis for

our datasets. Unlike other sepsis identification methods, it uses the final ICD diagnoses

of organ failure and infection rather than feature values from the original datasets, to

prevent data leakage issues [41].

3.5.3 Data Statistics

After data preprocessing, we obtain a population of 18, 625 and 60, 593 ICU admis-

sions for the MIMIC-III and eICU-CRD datasets, respectively. The sizes of positive and

negative samples identified by the Angus criteria for each dataset are illustrated in Table

1. Based on the ratio of negative and positive samples, our sepsis prediction task can be

considered to be an imbalanced classification problem.

Table 3.1: Sample sizes of two datasets.

Datasets MIMIC-III eICU-CRD

Total 18,625 60,593

Negative 11,655 55,926

Positive 6,970 4,667

3.6 Experiments and Results

Our experiments explore: (1) the predictive performance of the multimodal Trans-

former model on the MIMIC-III and eICU-CRD datasets, (2) the relative importance of
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individual components of the model through ablation analysis, and (3) case studies on

both clinical notes and MPTS data.

3.6.1 Settings

Both datasets are randomly split, with the training set and testing set of sizes 80%

and 20%, respectively. We set aside 20% of the training set for the validation set. Exper-

iments are conducted using the first 12, 18, 24, 30 and 36 hours of patient demographics,

vital signs, laboratory measurements, and clinical notes for the Emergency Department

patients on both datasets. All experiments were implemented in Pytorch [70] on one

NVIDIA Tesla P100 GPU. We minimize the cross entropy loss with the Adam [71] opti-

mizer for training. The hyperparameter search space for each dataset is listed in Table 3.2,

where the hyperparameter values in bold indicate the optimal values found for our model

using both modalities. Note that the batch size and the sequence length choice is limited

by the available GPU memory. We perform grid search for hyperparameter optimization.

Table 3.2: Hyperparameter search space of our model on both datasets. Bold values
are the optimal values found using both modalities.

Hyperparameters MIMIC-III eICU-CRD

learning rate [1e-4,2e-5,3e-5,5e-5] [1e-5,2e-5,3e-5,5e-5]

dropout rate [0.1,0.2,0.5] [0.1,0.2,0.5]

batch size [4,8,12] [4,8,12]

activation function [ReLU,SELU,GELU] [ReLU,SELU,GELU]

training epochs [3,4,5] [3,4,5]

sequence length [256,512] [256,512]

♯ of encoder layers N [3,4,5,6] [3,4,5,6]

interpolation coefficient I [12,24,32] [12,24,32]

input embedding dim K [64,128] [64,128]

class weight [0.5, 0.55, 0.6, 0.65] [0.0001,0.0005,0.001]

35



Integrating Physiological Time Series and Clinical Notes with Transformer for Early Prediction of
Sepsis Chapter 3

3.6.2 Baselines and Evaluation Metrics

We compare the performance of our model with the following six baselines where the

first component (i.e., LSTM, BiLSTM, GRU) is commonly used for time series modeling

and the second component (i.e., Word2Vec, FastText, ELMo) is commonly used for text

representations in existing literature. Two components are integrated that support two

modalities (i.e., time series and clinical notes).

• LSTM + CNM [72]

• BiLSTM + CNM [73]

• GRU + CNM [74]

• PTSM + Word2Vec [51]

• PTSM + FastText [75]

• PTSM + ELMo [76]

We evaluate our model performance in terms of area under the receiver operating char-

acteristic curve (AUROC), F1 score, recall and precision, which are common metrics for

imbalanced classification. In addition to the hyperparameters listed in Table 3.2, we

fine-tune additional hyperparameters for LSTM (number of layers, hidden units), GRU

(number of layers, hidden units), Word2Vec (window size, number of negative samples),

FastText (maximum length of word n-gram, number of buckets), and ELMo (bidirectional

and number of negative samples) as shown in Table 3.3. The hyperparameter values in

bold indicate the optimal values found for our baseline models using both modalities.

The number of negative samples is based on the negative sampling algorithm.
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Table 3.3: Hyperparameter search space of baselines on both datasets. Bold values
are the optimal values found using both modalities.

Hyperparameters MIMIC-III eICU-CRD

LSTM

♯ of layers [1,2,3,4] [1,2,3,4]

hidden units [100,150,200] [100,150,200]

bidirectional [Yes, No] [Yes, No]

GRU
♯ of layers [1,2,3,4] [1,2,3,4]

hidden units [100,150,200] [100,150,200]

Word2Vec

window size [5,10,20] [5,10,20]

♯ of negative
samples

[10,15,20] [10,15,20]

FastText

max length of
word n-gram

[2, 5, 10] [2, 5, 10]

♯ of buckets [1000,2000,3000] [1000,2000,3000]

ELMo

bidirectional [Yes, No] [Yes, No]

♯ of negative
samples

[10, 15, 20, 30] [10, 15, 20, 30]

3.6.3 Results

The results of our method and all baselines using both modalities on two datasets are

shown in Table 3.4 (a) and 3.4 (b), respectively. We can see that our method outperforms

all baselines on both datasets on all metrics regardless of hours we use. Compared to

LSTM and GRU, PTSM benefited from its self-attention mechanism. Specifically, PTSM

has direct access to all of the available data in parallel, which leaves no room for informa-

tion loss. Furthermore, compared to Word2Vec and FastText, CNM (ClinicalBERT) pro-

vides dynamic contextualized word representations instead of static embeddings, which

brings about flexible text representations. For ELMo, since it is based on BiLSTM, it

may not be able to deal with long-term dependencies as well as Transformer-based CNM.

In general, all models performed better when supplied with available MPTS data and

clinical notes covering more hours.
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Table 3.4: Performance comparison for the MIMIC-III and eICU-CRD datasets be-
tween the proposed method and six baselines. Hours represent all the data available
including MPTS and clinical notes after admission. Experiments are conducted 5
times with different random seeds. The results are shown in the format of mean and
standard deviation.

Hours 12 18 24 30 36

Baseline 1:
LSTM + CNM

AUROC 0.854 ± 0.009 0.867 ± 0.008 0.875 ± 0.008 0.878 ± 0.009 0.884 ± 0.008
F1 Score 0.846 ± 0.006 0.852 ± 0.007 0.856 ± 0.007 0.857 ± 0.006 0.861 ± 0.006
Precision 0.797 ± 0.006 0.799 ± 0.007 0.801 ± 0.007 0.802 ± 0.006 0.807 ± 0.006
Recall 0.901 ± 0.006 0.913 ± 0.007 0.918 ± 0.007 0.921 ± 0.006 0.923 ± 0.006

Baseline 2:
BiLSTM + CNM

AUROC 0.861 ± 0.008 0.869 ± 0.008 0.878 ± 0.009 0.886 ± 0.009 0.890 ± 0.008
F1 Score 0.853 ± 0.009 0.858 ± 0.007 0.862 ± 0.008 0.865 ± 0.009 0.869 ± 0.008
Precision 0.803 ± 0.009 0.808 ± 0.007 0.811 ± 0.008 0.813 ± 0.009 0.816 ± 0.008
Recall 0.909 ± 0.009 0.914 ± 0.007 0.920 ± 0.008 0.924 ± 0.009 0.930 ± 0.008

Baseline 3:
GRU + CNM

AUROC 0.849 ± 0.011 0.856 ± 0.012 0.864 ± 0.011 0.871 ± 0.012 0.876 ± 0.010
F1 Score 0.842 ± 0.009 0.844 ± 0.010 0.848 ± 0.009 0.851 ± 0.011 0.853 ± 0.012
Precision 0.795 ± 0.009 0.797 ± 0.010 0.802 ± 0.009 0.805 ± 0.011 0.806 ± 0.012
Recall 0.896 ± 0.009 0.898 ± 0.010 0.900 ± 0.009 0.903 ± 0.011 0.906 ± 0.012

Baseline 4:
PTSM + Word2Vec

AUROC 0.838 ± 0.008 0.851 ± 0.007 0.859 ± 0.007 0.863 ± 0.007 0.872 ± 0.008
F1 Score 0.830 ± 0.009 0.836 ± 0.008 0.848 ± 0.007 0.851 ± 0.008 0.855 ± 0.009
Precision 0.792 ± 0.009 0.794 ± 0.008 0.798 ± 0.007 0.800 ± 0.008 0.801 ± 0.009
Recall 0.872 ± 0.009 0.882 ± 0.008 0.905 ± 0.007 0.910 ± 0.008 0.916 ± 0.009

Baseline 5:
PTSM + FastText

AUROC 0.859 ± 0.007 0.868 ± 0.009 0.875 ± 0.012 0.883 ± 0.010 0.889 ± 0.009
F1 Score 0.851 ± 0.008 0.854 ± 0.009 0.859 ± 0.007 0.861 ± 0.007 0.865 ± 0.009
Precision 0.801 ± 0.008 0.804 ± 0.009 0.809 ± 0.007 0.811 ± 0.007 0.815 ± 0.009
Recall 0.907 ± 0.008 0.911 ± 0.009 0.915 ± 0.007 0.918 ± 0.007 0.922 ± 0.009

Baseline 6:
PTSM + ELMo

AUROC 0.863 ± 0.005 0.871 ± 0.007 0.880 ± 0.006 0.889 ± 0.007 0.892 ± 0.006
F1 Score 0.854 ± 0.006 0.859 ± 0.007 0.863 ± 0.006 0.867 ± 0.008 0.870 ± 0.007
Precision 0.805 ± 0.006 0.810 ± 0.007 0.814 ± 0.006 0.817 ± 0.008 0.819 ± 0.007
Recall 0.910 ± 0.006 0.915 ± 0.007 0.918 ± 0.006 0.923 ± 0.008 0.928 ± 0.007

Ours:
PTSM + CNM

AUROC 0.902 ± 0.004 0.910 ± 0.005 0.917 ± 0.005 0.923 ± 0.004 0.928 ± 0.004
F1 Score 0.881 ± 0.005 0.887 ± 0.006 0.894 ± 0.004 0.907 ± 0.005 0.910 ± 0.004
Precision 0.839 ± 0.005 0.845 ± 0.006 0.852 ± 0.004 0.866 ± 0.005 0.869 ± 0.004
Recall 0.928 ± 0.005 0.933 ± 0.006 0.940 ± 0.004 0.951 ± 0.005 0.955 ± 0.004

(a) Comparison results on the MIMIC-III testing set.

Hours 12 18 24 30 36

Baseline 1:
LSTM + CNM

AUROC 0.796 ± 0.012 0.801 ± 0.010 0.816 ± 0.009 0.827 ± 0.010 0.830 ± 0.011
F1 Score 0.787 ± 0.009 0.792 ± 0.008 0.794 ± 0.008 0.796 ± 0.009 0.798 ± 0.010
Precision 0.773 ± 0.009 0.779 ± 0.008 0.782 ± 0.008 0.783 ± 0.009 0.786 ± 0.010
Recall 0.802 ± 0.009 0.805 ± 0.008 0.806 ± 0.008 0.809 ± 0.009 0.810 ± 0.010

Baseline 2:
BiLSTM + CNM

AUROC 0.802 ± 0.012 0.809 ± 0.011 0.825 ± 0.009 0.833 ± 0.009 0.851 ± 0.009
F1 Score 0.790 ± 0.008 0.801 ± 0.009 0.813 ± 0.009 0.820 ± 0.008 0.827 ± 0.008
Precision 0.778 ± 0.008 0.781 ± 0.009 0.785 ± 0.009 0.787 ± 0.008 0.794 ± 0.008
Recall 0.802 ± 0.008 0.821 ± 0.009 0.844 ± 0.009 0.855 ± 0.008 0.863 ± 0.008

Baseline 3:
GRU + CNM

AUROC 0.791 ± 0.007 0.800 ± 0.008 0.813 ± 0.008 0.824 ± 0.009 0.829 ± 0.008
F1 Score 0.773 ± 0.008 0.782 ± 0.008 0.786 ± 0.007 0.793 ± 0.006 0.797 ± 0.007
Precision 0.776 ± 0.008 0.780 ± 0.008 0.783 ± 0.007 0.787 ± 0.006 0.792 ± 0.007
Recall 0.770 ± 0.008 0.784 ± 0.008 0.789 ± 0.007 0.799 ± 0.006 0.803 ± 0.007

Baseline 4:
PTSM + Word2Vec

AUROC 0.787 ± 0.009 0.796 ± 0.009 0.811 ± 0.008 0.824 ± 0.010 0.834 ± 0.009
F1 Score 0.784 ± 0.008 0.788 ± 0.007 0.804 ± 0.007 0.813 ± 0.008 0.821 ± 0.008
Precision 0.778 ± 0.008 0.780 ± 0.007 0.784 ± 0.007 0.787 ± 0.008 0.792 ± 0.008
Recall 0.791 ± 0.008 0.796 ± 0.007 0.824 ± 0.007 0.841 ± 0.008 0.852 ± 0.008

Baseline 5:
PTSM + FastText

AUROC 0.814 ± 0.012 0.826 ± 0.011 0.838 ± 0.011 0.846 ± 0.010 0.852 ± 0.011
F1 Score 0.807 ± 0.009 0.815 ± 0.010 0.822 ± 0.010 0.828 ± 0.009 0.834 ± 0.010
Precision 0.802 ± 0.009 0.805 ± 0.010 0.808 ± 0.010 0.810 ± 0.009 0.813 ± 0.010
Recall 0.813 ± 0.009 0.826 ± 0.010 0.837 ± 0.010 0.848 ± 0.009 0.856 ± 0.010

Baseline 6:
PTSM + ELMo

AUROC 0.812 ± 0.008 0.821 ± 0.009 0.832 ± 0.007 0.844 ± 0.008 0.849 ± 0.009
F1 Score 0.808 ± 0.007 0.815 ± 0.006 0.819 ± 0.007 0.824 ± 0.008 0.830 ± 0.007
Precision 0.803 ± 0.007 0.807 ± 0.006 0.809 ± 0.007 0.811 ± 0.008 0.812 ± 0.007
Recall 0.814 ± 0.007 0.823 ± 0.006 0.829 ± 0.007 0.837 ± 0.008 0.849 ± 0.007

Ours:
PTSM + CNM

AUROC 0.845 ± 0.006 0.852 ± 0.005 0.861 ± 0.005 0.873 ± 0.006 0.882 ± 0.004
F1 Score 0.833 ± 0.005 0.840 ± 0.004 0.845 ± 0.004 0.851 ± 0.004 0.857 ± 0.003
Precision 0.802 ± 0.005 0.807 ± 0.004 0.809 ± 0.004 0.814 ± 0.004 0.818 ± 0.003
Recall 0.866 ± 0.005 0.875 ± 0.004 0.884 ± 0.004 0.892 ± 0.004 0.900 ± 0.003

(b) Comparison results on the eICU-CRD testing set.
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3.6.4 Ablation Analysis

To further study the influence of each individual component of our proposed method,

we conduct ablation experiments to investigate the influence of individual model compo-

nents with different data inputs. The results of ablation analysis on both datasets are

presented in Table 3.5a and 3.5b, respectively. First, we consider the performance of

applying MPTS data on PTSM only and clinical notes on CNM only. As can be seen

from Table 3.5, in general, the model with input of solely MPTS data has better perfor-

mance than that of solely clinical notes. Next, we utilize both data modalities with only

hour 1 MPTS data (admission measurements) and available clinical notes within T hours

since admission where T = 12, 18, 24, 30, 36. When using both modalities, they can bring

about comparable results with those of using MPTS data only. Finally, in terms of our

full model using full MPTS data and clinical notes, the performance improves with the

available data covering more hours by a margin of 4.3%−8.5% on AUROC, 4.1%−7.3%

on F1 score, 3.3% − 9.1% on precision, and 3.0% − 7.9% on recall compared with the

“best” model performance when using partial data. The ablation analysis suggests that

both MPTS data and clinical notes complement and benefit each other and thus the

model with both modalities has better performance than the model with single modality.

3.6.5 Case Studies

We perform case studies to evaluate the uniqueness of each modality in which they

may contain information that is inaccessible by the other modality. Figure 3.2 depicts

four self-attention mechanisms in our model which help to understand patterns in the

clinical notes. In all of the panels, the x-axis represents the query tokens and the y-

axis represents the key tokens. In panels (a) and (b), we analyze the medical note

“remain intubated and feel periodically very painful with back pain while awake during
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Table 3.5: Ablation analysis on the influence of different components in our model
for the MIMIC-III and eICU-CRD datasets. Experiments are conducted 5 times with
different random seeds. The results are shown in the format of mean and standard
deviation. Note that hour 1 MPTS indicates that only initial measurements are
considered as input instead of a series of measurements. Also, the case that hour
1 clinical notes (i.e. admission notes) with increasing available MPTS data is not
considered since the available notes for each patient at the initial time is limited.

Hours 12 18 24 30 36

MPTS on
PTSM only

AUROC 0.827 ± 0.009 0.835 ± 0.008 0.839 ± 0.010 0.842 ± 0.007 0.846 ± 0.008
F1 Score 0.822 ± 0.006 0.830 ± 0.007 0.831 ± 0.006 0.837 ± 0.008 0.838 ± 0.007
Precision 0.777 ± 0.006 0.784 ± 0.007 0.771 ± 0.007 0.793 ± 0.008 0.778 ± 0.007
Recall 0.872 ± 0.006 0.882 ± 0.007 0.900 ± 0.006 0.887 ± 0.008 0.907 ± 0.007

Clinical Notes
on CNM only

AUROC 0.790 ± 0.008 0.797 ± 0.007 0.806 ± 0.008 0.812 ± 0.009 0.831 ± 0.007
F1 Score 0.776 ± 0.007 0.789 ± 0.007 0.799 ± 0.009 0.804 ± 0.008 0.823 ± 0.007
Precision 0.749 ± 0.008 0.740 ± 0.007 0.784 ± 0.009 0.782 ± 0.009 0.792 ± 0.007
Recall 0.806 ± 0.007 0.846 ± 0.007 0.814 ± 0.009 0.828 ± 0.008 0.856 ± 0.007

Hour 1 MPTS
on PTSM
+ CNM

AUROC 0.836 ± 0.011 0.839 ± 0.010 0.846 ± 0.008 0.862 ± 0.009 0.871 ± 0.009
F1 Score 0.830 ± 0.009 0.831 ± 0.008 0.833 ± 0.008 0.847 ± 0.009 0.863 ± 0.010
Precision 0.795 ± 0.009 0.787 ± 0.008 0.789 ± 0.008 0.794 ± 0.009 0.808 ± 0.010
Recall 0.869 ± 0.009 0.880 ± 0.008 0.883 ± 0.008 0.907 ± 0.009 0.927 ± 0.010

Ours:
PTSM + CNM

AUROC 0.902 ± 0.004 0.910 ± 0.005 0.917 ± 0.005 0.923 ± 0.004 0.928 ± 0.004
F1 Score 0.881 ± 0.005 0.887 ± 0.006 0.894 ± 0.004 0.907 ± 0.005 0.910 ± 0.004
Precision 0.839 ± 0.005 0.845 ± 0.006 0.852 ± 0.004 0.866 ± 0.005 0.869 ± 0.004
Recall 0.928 ± 0.005 0.933 ± 0.006 0.940 ± 0.004 0.951 ± 0.005 0.955 ± 0.004

(a) Ablation analysis results on the MIMIC-III testing set.

Hours 12 18 24 30 36

MPTS on
PTSM only

AUROC 0.782 ± 0.006 0.788 ± 0.007 0.793 ± 0.008 0.796 ± 0.009 0.817 ± 0.008
F1 Score 0.773 ± 0.005 0.776 ± 0.006 0.780 ± 0.006 0.781 ± 0.007 0.799 ± 0.006
Precision 0.766 ± 0.005 0.750 ± 0.006 0.733 ± 0.007 0.727 ± 0.007 0.757 ± 0.006
Recall 0.780 ± 0.005 0.803 ± 0.006 0.833 ± 0.006 0.844 ± 0.007 0.847 ± 0.006

Clinical Notes
on CNM only

AUROC 0.724 ± 0.008 0.733 ± 0.010 0.748 ± 0.009 0.756 ± 0.007 0.778 ± 0.008
F1 Score 0.717 ± 0.007 0.721 ± 0.006 0.736 ± 0.006 0.742 ± 0.007 0.761 ± 0.008
Precision 0.695 ± 0.007 0.692 ± 0.007 0.704 ± 0.006 0.708 ± 0.007 0.719 ± 0.008
Recall 0.740 ± 0.007 0.752 ± 0.006 0.771 ± 0.006 0.780 ± 0.007 0.808 ± 0.007

Hour 1 MPTS
on PTSM
+ CNM

AUROC 0.794 ± 0.011 0.801 ± 0.009 0.814 ± 0.008 0.831 ± 0.009 0.846 ± 0.008
F1 Score 0.787 ± 0.008 0.792 ± 0.007 0.805 ± 0.007 0.817 ± 0.008 0.823 ± 0.008
Precision 0.765 ± 0.008 0.768 ± 0.007 0.777 ± 0.007 0.786 ± 0.008 0.792 ± 0.008
Recall 0.811 ± 0.008 0.818 ± 0.007 0.836 ± 0.007 0.851 ± 0.008 0.857 ± 0.008

Ours:
PTSM + CNM

AUROC 0.845 ± 0.006 0.852 ± 0.005 0.861 ± 0.005 0.873 ± 0.006 0.882 ± 0.004
F1 Score 0.833 ± 0.005 0.840 ± 0.004 0.845 ± 0.004 0.851 ± 0.004 0.857 ± 0.003
Precision 0.802 ± 0.005 0.807 ± 0.004 0.809 ± 0.004 0.814 ± 0.004 0.818 ± 0.003
Recall 0.866 ± 0.005 0.875 ± 0.004 0.884 ± 0.004 0.892 ± 0.004 0.900 ± 0.003

(b) Ablation analysis results on the eICU-CRD testing set.
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Figure 3.2: ClinicalBERT attention mechanism visualization. The x-axis are the
query tokens and the y-axis are the key tokens. Panels (a) and (b) are two head
attention mechanisms for a patient. The input notes read “remain intubated and feel
periodically very painful with back pain while awake during mechanical ventilation”.
Panels (a) and (b) extract “back pain” and “very painful” as prominent patterns
from the two heads, respectively, which provides insight on the patient’s critically
ill condition. Similarly, panels (c) and (d) are two head attention mechanisms for a
patient without sepsis. The input notes include “feel comfortable and tolerating cpap
well and vital signs keep stable overall great condition”. “Well” and “stable” stand
out in panel (c) and “great condition” emerges in panel (d). All of those words are
strong indications that the patient is in a relatively benign condition.
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mechanical ventilation” from a patient with sepsis. Panels (a) and (b) are two different

head attention mechanisms. Panel (a) indicates “back pain” and panel (b) extracts

“very painful” as prominent patterns, respectively. Similarly, panels (c) and (d) are

two head attention mechanisms for a patient that ends up with no sepsis. The input

note is “feel comfortable and tolerating cpap well and vital signs keep stable overall

great condition”. CNM finds “well”, “stable” and “great condition” in panels (c) and

(d), respectively. Both “very painful” and “great condition” help in understanding the

patients’ conditions and strongly correlate with the final sepsis outcomes. The indications

from extracted patterns to patient outcomes show the effectiveness of the ClinicalBERT

representations for clinical notes.
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(b) Diastolic Blood Pressure
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(d) Oxygen Saturation

Figure 3.3: Density plots of features. The blue and orange curves are density curves of
corresponding features. The blue curve represents no sepsis, and the orange represents
sepsis. The dashed vertical lines shows the two patients’ feature values.
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Then, we compare some physiological feature values from MPTS data in Figure 3.3,

which plots the univariate distributions of selected features for sepsis and non-sepsis

patients, respectively. The orange and blue curves are density curves of observed compo-

nents of features. The orange curves represent the density curves of sepsis, and the blue

ones represent no sepsis. Dashed vertical lines are two patients’ corresponding measure-

ment values, who were correctly classified by the proposed model (PTSM + CNM) while

misclassified by CNM only. Case studies suggest that single modality does not contain

all the possible information that benefits the final prediction. Consequently, using both

MPTS data and clinical notes can help obtain more information, which is conducive to

the better predictive performance of the model.

3.7 Conclusion

In this chapter, we incorporate multivariate physiological time series data and clinical

notes with Transformer for early prediction of sepsis. Comprehensive experiments are

conducted on two large critical care datasets, including baseline comparison, ablation

analysis, and case studies. Our results demonstrate the effectiveness of our method when

using both data modalities, which consistently outperforms competitive baselines on all

metrics. Further analysis, and specifically to include clinicians’ treatment measures in

the input data, are worth exploring.
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Chapter 4

Enhancing Transformer Efficiency

for Multivariate Time Series

Classification

4.1 Introduction

Time series (TS) data is ubiquitous, occurring in healthcare [77, 78], stock market [79],

astronomy [80], and many other domains [81, 82]. With the advance of sensing tech-

niques, TS classification across wide-ranging domains has gained much interest during

the past decade [83, 84].

The availability of the UCR/UEA time series benchmark datasets [84] has led to

an abundance of TS classification algorithms [85, 86, 87, 88, 89]. The classification

accuracy has been the key metric used to evaluate existing methods [90]. However,

the high accuracy of these algorithms often comes with the cost of high computational

complexity [91]. From common preconceptions in natural language processing (NLP) and

computer vision (CV), in order to achieve high accuracy, training top performing models
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with millions/billions of parameters is a computationally intensive task, requiring days

or weeks on many parallel GPUs or TPUs. However, such intensive training makes the

model difficult to retrain for further improvement on performance. Likewise, for large-

scale time series data with high dimensionality or long sequence length, it is challenging

to maintain the balance between the predictive accuracy and training efficiency.

In this work, we propose a method to investigate the relationship between model

efficiency and its effectiveness, as well as its complexity for MTS classification. The

model architecture is based on Transformer and Fourier transform. We use 18 bench-

mark MTS datasets for evaluation. Comprehensive experiments are conducted on all

datasets, including ablation study of each module of the network and module-by-module

pruning in terms of accuracy, training speed, and model size. Experimental results

demonstrate the competitive performance of our proposed architecture compared with

current state-of-the-art methods. Ablation studies identify the main contributors to the

predictive performance, such as multi-head self-attention and Fourier transform. In ad-

dition, module-wise pruning of the network reveals the trade-off between model efficiency

and effectiveness, as well as model efficiency and complexity. Finally, we conduct Pareto

analysis to examine the trade-off between efficiency and performance.

The main contributions of this chapter are highlighted as follows:

(1) To the best of our knowledge, this is the first chapter to perform Pareto analysis

to investigate the relationship between efficiency and accuracy.

(2) Through module-by-module pruning, comprehensive experimental results indicate

an evident trade-off between model efficiency and its effectiveness, as well as its

complexity.

(3) We employ Pareto analysis to investigate the relationship between model efficiency

and performance. Such analysis methods can provide general guidance for re-
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searchers on how to select efficient model configurations, which can be applied to

any model architecture.

The remainder of this chapter is organized as follows. Section 4.2 describes related

work of Transformer and Fourier transform on time series analysis and existing methods

on model efficiency improvement. The network architecture is outlined in Section 4.3.

Section 4.4 discusses datasets and experiments on 18 benchmark datasets, including

ablation studies, module-wise pruning and Pareto efficiency visualization. Finally, our

conclusions are presented in Section 4.5.

4.2 Related Work

Neural Networks for Time Series Classification. Currently, most TS classi-

fication algorithms can be divided into three categories: feature-based [92], distance-

based [93], and neural network based methods [83]. Here, we focus only on neural net-

work based methods. Since the advancements of deep learning, two popular frameworks,

CNN and RNN, are widely applied in TS classification tasks. [94] combined Fully Con-

volutional Networks (FCN) and Residual Networks (ResNet) for univariate time series

classification. [95] developed a group-constrained method, which combines a CNN with

an RNN. More recent works such as InceptionTime [96], TapNet [97], and TST [89] are

proposed for TS classification. For additional deep learning methods, we refer readers to

[83].

Fourier Transform in Time Series. The Fourier transform (FT) has been an

important tool in time series analysis for decades [98], and is widely used for applications

such as anomaly detection [99], periodicity detection [100], and similarity measures [101].

The FT converts a TS from time domain to frequency domain, and uses Fourier coeffi-
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cients to represent the original data. For the TS classification task, FTs have been used

indirectly in disparate applications. For instance, [102] utilizes the FT to filter noisy

data for vegetation type classification, and [103] uses the FT as a feature extraction

technique to classify electroencephalography (EEG) data. However, none of the above

methods apply the FT directly to TS classification, particularly in the context of neural

networks. In contrast, we aim to apply the discrete FT and its inverse as modules of a

deep learning framework. The unparameterized FT can reduce the computational cost

of the network to some extent.

Transformer Networks for Time Series Classification. With the exemplary

performance of the Transformer architecture [64] in NLP and CV, researchers in the

time series community began exploring Transformers in TS classification in specific do-

mains [104, 63]. More recent works have generalized Transformer frameworks for MTS

classification. [89] adopts a Transformer encoder architecture for unsupervised represen-

tation learning of MTS. [105] explored an extension of the current Transformer architec-

ture by gating, which merges two towers for MTS classification. In contrast, we propose

to generalize a mixing framework which utilizes both Transformer and FT. By replac-

ing some self-attention sublayers with FT, the computational complexity can be reduced.

Model Training Efficiency. Due to the increasing size of both models and training

data, many works have focused on improving model training efficiency through parameter

reduction, such as DenseNet [106] and EfficientNet [107], training speed improvement

including NFNets [108] and BotNet [109], or both [110]. One of the most common

techniques to improve network efficiency is model pruning. Early works focused on non-

structured methods. For instance, [111, 112] proposed to remove individual weight values.

Recent works focused more on structured methods, such as channel weight pruning based
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on l1 norm [113].

4.3 Methodology

In this section, we present our network architecture, which contains all of the modules

for potential model pruning. The overall model structure is illustrated in Figure 4.1.

Multivariate Time Series
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Figure 4.1: An overview of the full model framework. Our architecture is based on
Transformer and Fourier transform. Following the sequence embedding, we apply a
2D discrete Fourier transform (particularly Fast Fourier transform) to convert the TS
features from the time domain to the frequency domain, a multi-head self-attention
layer, and a 2D inverse discrete Fourier transform to map the features back to the
time domain. Then we employ a Global Average Pooling (GAP) layer to average the
output of the MTS over the entire time dimension. Finally, a Softmax layer is used
for the multi-class MTS classification task.

Input Embeddings. Input embeddings are commonly used in NLP models, which

map relatively low-dimensional vectors to high-dimensional vectors to facilitate sequence

modeling [66]. Correspondingly, an embedding for TS sequence is required to capture the

dependencies among different features without considering the temporal information [58].

Our framework employs a 1D convolutional layer to obtain the K-dimensional embeddings

at each time step.

Discrete Fourier Transform. The Fourier transform decomposes a function of

time into its constituent frequencies. For clarity, we first consider the 1D Discrete Fourier
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transform (DFT). Given a sequence of complex numbers x(n) with 0 ≤ n ≤ N − 1, the

1D DFT is defined by

X(k) =
N−1∑
n=0

x(n) · e−
2πi
N

kn =
N−1∑
n=0

x(n) ·W kn
N , 0 ≤ k ≤ N − 1,

where W kn
N = e−

2πi
N

kn. Given the DFT X(k), the original sequence can be recovered by

the inverse DFT (IDFT)

x(n) =
1

N

N−1∑
k=0

X(k) · e
2πi
N

kn, 0 ≤ n ≤ N − 1.

The 2D DFT is a direct extension of the 1D DFT, obtained by alternately performing

the 1D DFT on the row and column dimensions. Given a 2D signal x(m,n) with 0 ≤

m ≤ M − 1, 0 ≤ n ≤ N − 1, the 2D DFT is given by

X(k, l) =
M−1∑
m=0

N−1∑
n=0

x(m,n) · e−2πj( km
M

+ ln
N
).

Similar to the 1D IDFT, the 2D DFT is invertible via the 2D IDFT,

x(m,n) =
1

MN

M−1∑
k=0

N−1∑
l=0

X(k, l) · e2πj(
km
M

+ ln
N
).

To compute the DFT efficiently, the Fast Fourier Transform (FFT) algorithm takes

advantage of the periodicity and symmetry properties ofW kn
N such that the computational

complexity of the DFT reduces from O(N2) to O(NlogN), regardless of dimension.

Multi-head Attention. The multi-head attention (MHA) mechanism, the major

component of the Transformer architecture [64], allows the model to jointly attend to

information from different representation subspaces at different positions. MHA is defined
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as:

MultiHead(Q,K, V ) = Concat(head1, head2, · · · , headh)W
O,

where Q,K, V ∈ Rn×dmodel are input embedding matrices, n is the sequence length, dmodel

is the embedding dimension, and h is the number of heads. Each head i is defined as:

headi = Attention(QWQ
i , KWK

i , V W V
i ) = softmax

(
QWQ

i (KWK
i )T√

dk

)
VW V

i ,

where WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk ,W V
i ∈ Rdmodel×dv ,WO

i ∈ Rhdv×dmodel are param-

eter matrices to be learned.

Global Average Pooling. Global average pooling involves calculating the average

value of all of the elements in a feature map. It is mainly used to reduce the amount of

learnable parameters.

Batch Normalization. Instead of using layer normalization in Transformer-related

architectures in NLP, we consider the necessity of applying batch normalization to each

block shown in Figure 3.1. Compared to layer normalization, batch normalization can

mitigate the effect of outlier values in time series data, which does not appear in text

representations.

Activation Function. Using the same activation function as the original Trans-

former architecture [64], we consider the necessity of applying the activation function

gelu for each module shown in Figure 3.1.

Feedforward Neural Network. A position-wise feedforward neural network (FNN)

is applied with two 1D convolutional layers with kernel size 1, and a gelu activation

function in between.
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4.4 Experiments

In this section, we describe benchmark MTS datasets [84] used for experimental

evaluation, the experimental setup, and corresponding results.

4.4.1 Datasets

We select a set of 18 publicly available benchmark datasets from the UCR/UEA classi-

fication archive: AtrialFibrillation (AF), BasicMotions (BM), Cricket (CR), DuckDuck-

Geese (DDG), Epilepsy (EP), EthanolConcentration (EC), ERing (ER), FingerMove-

ments (FM), HandMovementDirection (HMD), Handwriting (HW), Heartbeat (HB), Li-

bras (LIB), NATOPS (NATO), PEMS-SF (PEMS), RacketSports (RS), SelfRegulation-

SCP1 (SRS1), SelfRegulationSCP2 (SRS2), and UWaveGestureLibrary (UW). The main

characteristics of each dataset are summarised in Table 4.1. All of the datasets have been

split into training and testing sets by default. Thus, there are no preprocessing steps for

these data. The predictive performance on all datasets is evaluated in terms of accuracy.

4.4.2 Setup

We set aside 20% of the default training set for the validation set, which we used

to select the best collection of hyperparameters. All experiments were implemented in

Pytorch [70] on one GTX 1080 Ti GPU. We minimized the cross entropy loss with the

Adam [71] optimizer for training. The hyperparameter search space for each dataset

is listed in Table 4.2. Note that the batch size choice is limited by the available GPU

memory.
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Table 4.1: Summary of the 18 UCR/UEA datasets used in experimentation.

Dataset Code Train Size Test Size Dimensions Length Classes

AtrialFibrillation AF 15 15 2 640 3

BasicMotions BM 40 40 6 100 4

Cricket CR 108 72 6 1197 12

DuckDuckGeese DDG 50 50 1345 270 5

Epilepsy EP 137 138 3 206 4

EthanolConcentration EC 261 263 3 1751 4

ERing ER 30 270 4 65 6

FingerMovements FM 316 100 28 50 2

HandMovementDirection HMD 160 74 10 400 4

Handwriting HW 150 850 3 152 26

Heartbeat HB 204 205 61 405 2

Libras LIB 180 180 2 45 15

NATOPS NATO 180 180 24 51 6

PEMS-SF PEMS 267 173 963 144 7

RacketSports RS 151 152 6 30 4

SelfRegulationSCP1 SRS1 268 293 6 896 2

SelfRegulationSCP2 SRS2 200 180 7 1152 2

UWaveGestureLibrary UW 120 320 3 315 8

4.4.3 Module Settings

Based on Section 4.3, we define the following eight modules of the network for fur-

ther analysis: input embedding (EMBED), fast Fourier transform (FFT), inverse fast

Fourier transform (IFFT), multi-head attention (MHA), feedforward neural network

(FFN), global average pooling (GAP), batch normalization (BN), and activation function

(ACT). The corresponding abbreviations of each module are shown in parentheses.

4.4.4 Ablation Study

First, we conduct ablation studies to analyze the contributions of each module on the

predictive performance. The contribution of each module is obtained when a module is

removed from the full network while other modules remain intact. The fine-tuned results

on 18 datasets are shown in Table 4.3. Starting from Column 4, the smaller the accuracy
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Table 4.2: Hyperparameter search space of the model on each dataset. If the number
of layers of a module is equal to 0, then this module is removed in the pruned model.

Hyperparameters Search Space

learning rate [1e-3, 5e-3, 1e-4, 5e-4, 1e-5, 5e-5]

dropout rate [0.1, 0.2, 0.3]

batch size [8, 16, 32]

♯ of heads [4, 8, 16]

♯ of FFT layers [0, 1, 2, 3, 4]

♯ of IFFT layers [0, 1, 2, 3, 4]

♯ of MHA layers [0, 1, 2, 3, 4]

♯ of Feedforward layers [0, 1, 2, 3, 4]

is, the larger the module’s contribution is, and vice versa. The accuracy of each dataset

for the unpruned model (Table 4.3 Column 3) is competitive with current state-of-the-art

methods [84]. Among eight modules, it can be seen that MHA and FFT contribute most

to the predictive performance on 10 out of the 18 datasets and 9 out of the 18 datasets,

respectively. For MTS data, the correlations between different dimensions across all

time steps are important to consider. Hence, the MHA is able to catch different feature

correlations, and influence the accuracy to a large extent. The FFT, as the core of signal

processing and more generalized time series, extracts frequency information embedded

in data, which provides a more straightforward representation compared to the original

data in the time-domain. In contrast, we observe that EMBED, BN, and ACT contribute

least to the predictive performance on 11 out of the 18 datasets, 5 out of the 18 datasets,

and 13 out of the 18 datasets, respectively. Although these operations are important for

the training of the model, they influence the testing accuracy marginally compared with

MHA and FFT.
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Table 4.3: Ablation study in the testing accuracy loss on 18 datasets by removing
each module at a time while leaving others the same. Each experiment is conducted 5
times with different random seeds. The results are shown in the format of mean and
standard deviation. Column 2 shows the accuracy of the full model with all modules
included. Columns 3 to 10 represent the accuracy when the module in that column is
removed from the model. Bold indicates that the module contributes most to the loss
in accuracy and underlining indicates that the module contributes least to the loss in
accuracy when the module is removed.

Dataset Acc. Unpruned EMBED FFT IFFT MHA FFN GAP BN ACT

AF
Mean 0.667 0.600 0.400 0.467 0.400 0.667 0.533 0.600 0.667
Std. 0.003 0.005 0.005 0.004 0.003 0.006 0.006 0.004 0.003

BM
Mean 0.975 0.950 0.725 0.775 0.750 0.900 0.925 0.900 0.950
Std. 0.008 0.010 0.012 0.009 0.012 0.010 0.014 0.009 0.011

CR
Mean 0.987 0.958 0.875 0.861 0.833 0.889 0.944 0.972 0.944
Std. 0.007 0.009 0.012 0.008 0.012 0.006 0.009 0.012 0.008

DDG
Mean 0.580 0.580 0.440 0.420 0.380 0.520 0.560 0.560 0.580
Std. 0.016 0.017 0.020 0.016 0.014 0.016 0.016 0.014 0.016

EP
Mean 0.986 0.978 0.891 0.913 0.899 0.949 0.971 0.956 0.971
Std. 0.014 0.013 0.016 0.014 0.014 0.012 0.014 0.013 0.015

EC
Mean 0.456 0.445 0.376 0.395 0.365 0.418 0.441 0.445 0.452
Std. 0.003 0.002 0.003 0.003 0.004 0.002 0.004 0.003 0.002

ER
Mean 0.963 0.956 0.896 0.889 0.885 0.892 0.948 0.952 0.956
Std. 0.006 0.007 0.006 0.006 0.008 0.005 0.006 0.007 0.005

FM
Mean 0.640 0.620 0.490 0.520 0.500 0.600 0.590 0.610 0.620
Std. 0.009 0.008 0.007 0.008 0.010 0.008 0.009 0.010 0.011

HMD
Mean 0.486 0.446 0.365 0.351 0.338 0.406 0.459 0.432 0.473
Std. 0.018 0.016 0.020 0.017 0.018 0.019 0.018 0.016 0.020

HW
Mean 0.529 0.514 0.471 0.473 0.468 0.506 0.506 0.512 0.514
Std. 0.006 0.007 0.006 0.005 0.007 0.007 0.008 0.007 0.006

HB
Mean 0.771 0.766 0.683 0.707 0.688 0.751 0.756 0.766 0.756
Std. 0.014 0.015 0.014 0.017 0.015 0.016 0.014 0.015 0.016

LIB
Mean 0.917 0.906 0.822 0.827 0.839 0.889 0.894 0.906 0.911
Std. 0.009 0.011 0.012 0.010 0.012 0.013 0.011 0.009 0.010

NATO
Mean 0.844 0.833 0.728 0.739 0.750 0.772 0.811 0.833 0.833
Std. 0.005 0.004 0.005 0.007 0.006 0.005 0.006 0.004 0.006

PEMS
Mean 0.908 0.884 0.815 0.809 0.803 0.867 0.879 0.896 0.896
Std. 0.013 0.012 0.014 0.016 0.014 0.013 0.013 0.014 0.012

RS
Mean 0.914 0.901 0.796 0.816 0.803 0.855 0.908 0.901 0.908
Std. 0.021 0.020 0.020 0.018 0.019 0.021 0.020 0.021 0.019

SRS1
Mean 0.915 0.894 0.836 0.823 0.819 0.853 0.887 0.894 0.901
Std. 0.005 0.007 0.006 0.006 0.005 0.007 0.006 0.005 0.005

SRS2
Mean 0.600 0.594 0.522 0.533 0.516 0.578 0.583 0.588 0.594
Std. 0.002 0.003 0.002 0.001 0.004 0.002 0.003 0.003 0.002

UW
Mean 0.922 0.906 0.844 0.850 0.841 0.875 0.894 0.897 0.903
Std. 0.006 0.008 0.009 0.006 0.007 0.008 0.006 0.007 0.007
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To clearly demonstrate the influence of each module on the predictive performance

and efficiency of the network, the averaged testing accuracy loss and the corresponding

efficiency improvement for each module (compared with the unpruned model) over all

datasets are presented in Figure 4.2. Here, efficiency is defined as the product of train-

ing time per epoch and the amount of learnable parameters. The higher the product,

the lower the efficiency is. In consideration of highly diversed datasets with respect to

sequence length, number of samples, and dimensionality, the average loss in accuracy for

each module demonstrates a high variance from Figure 4.2a as the performance loss ex-

tent can vary depending on dataset characteristics. The modules MHA, FFT, and IFFT

demonstrate a notable influence on the model performance on average (21.9%, 20.1%,

and 17.7% loss in accuracy respectively). For modules like BN, EMBED and ACT, re-

moving them bring about minimal accuracy loss compared to other modules (3.6%, 2.7%,

and 1.6% respectively). Meanwhile, comparing Figure 4.2a and Figure 4.2b, the module

which has larger impact on the predictive performance does not indicate that remov-

ing it can bring about more efficiency improvement. For instance, the computationally

inexpensive FFT influences the predictive performance to a large extent. In contrast,

although the computational cost of BN is high, its contribution to the performance is

marginal.

4.4.5 Module-by-Module Pruning

Next, we explore the relationship between efficiency (defined the same as Section 4.4.4)

and effectiveness (predictive performance). Based on the contribution of each module on

the performance loss shown in Figure 4.2a, we perform module-by-module pruning by fol-

lowing the order of modules from the most significant contributor to the least significant

contributor (MHA, FFT, IFFT, FFN, GAP, BN, EMBED, ACT) to accuracy. We evalu-
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Figure 4.2: (a) represents the average testing accuracy loss across all datasets while
removing one module at a time and other modules remain in the network. Modules
MHA, FFT, and IFFT bring about larger influence on the predictive performance
due to the high percentage of accuracy loss when removing them. In comparison, BN,
EMBED, and ACT bring about marginal influence on the predictive performance
compared with other modules. (b) represents the corresponding average efficiency
improvement across all datasets when one module is removed from the network while
other modules keep intact.

ate such pruning effect in two aspects: (1) effectiveness: testing accuracy; (2) efficiency:

average training time per epoch in seconds and the number of learnable parameters. Due

to limited space, we only show some datasets’ testing accuracy in Table 4.4 and their

efficiency results in Figure 4.4. We observe that after removing the entire MHA module,

the number of learnable parameters shrinks drastically, so as the accuracy (Table 4.4

Column 4). The representation capability of the pruned network, which has fewer pa-

rameters, is damaged since the amount of parameters is a key aspect to the network

representation. Furthermore, the pace of accuracy loss and parameter reduction removal

of subsequent modules slows down as FFT/IFFT has no learnable parameters. For the

remaining modules, the number of parameters they carry is much fewer than the MHA

module. Based on Figure 4.2a, their effects on the predictive performance are moderate.

Hence, the curves in Figure 4.4 are relatively flat following MHA. We further investigate
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the extent of change in accuracy of module-wise pruning on all datasets, as shown in

Figure 4.3. We notice that the performance variation in different datasets vary widely.

For datasets such as AF, BM, and DDG, the model pruning has a great impact on their

performance. This may be due to very limit amount of training samples. Conversely, for

datasets like HB, LIB, and SRS1, the model pruning brings little effect after removing

the MHA module (within 1%).
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Figure 4.3: Change in accuracy (%) from module-by-module pruning across all
datasets. The order of datasets shown from (a) to (c) correspond to Table 4.3.

Table 4.4: Module-wise pruning results of datasets EC, NATO, FM and SRS1. The
results from Column 3 (MHA) to Column 10 (AF) with regard to accuracy represent
that the module in that column is removed from the model architecture. Experiments
are conducted 5 times with different random seeds. The accuracy results are shown in
the format of mean and standard deviation. Bold represents that the module brings
about much accuracy loss compared to the unpruned model. Following MHA, the
accuracy decreasing trend remains stable.

Dataset Acc. Unpruned MHA FFT IFFT FFN GAP BN IE AF

EC
Mean 0.456 0.365 0.363 0.363 0.361 0.358 0.354 0.354 0.354

Std. 0.003 0.004 0.004 0.002 0.004 0.003 0.003 0.003 0.003

NATO
Mean 0.844 0.750 0.750 0.744 0.739 0.733 0.733 0.728 0.728

Std. 0.005 0.006 0.003 0.004 0.006 0.005 0.006 0.004 0.005

FM
Mean 0.640 0.500 0.495 0.495 0.493 0.493 0.490 0.490 0.490

Std. 0.009 0.010 0.011 0.010 0.008 0.009 0.011 0.010 0.011

SRS1
Mean 0.915 0.819 0.817 0.816 0.814 0.814 0.812 0.812 0.812

Std. 0.005 0.005 0.003 0.003 0.0.004 0.006 0.003 0.004 0.005

Overall, based on the above module-by-module pruning scheme, we observe that as
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Figure 4.4: Module-wise results for changes in terms of number of parameters and
training time per epoch on four datasets: EC, NATO, FM, SRS1.

the effectiveness (predictive performance) of the network increases, the corresponding

efficiency (training speed and model size) generally decreases. The evident cost–benefit

trade-off between efficiency and effectiveness provides a key question to researchers on

how to find efficient model settings while maintaining the “equilibrium” between these

two aspects. This problem will be discussed in Section 4.4.7.

4.4.6 Efficiency vs. Complexity

Here, we explore the relationship between network efficiency and complexity. In gen-

eral, the more complex a model is, the less efficient it is. The network’s efficiency is

defined in the same way as previous sections, in terms of the training time and the num-

ber of parameters. Meanwhile, we define the complexity of the model as the stacking

of modules. Contrary to model pruning, we stack each module based on their influence

on the predictive performance, from the least significant contributor to the most sig-

nificant contributor (ACT, EMBED, BN, GAP, FFN, IFFT, FFT, MHA) to accuracy.

Our empirical results in Figure 4.5 shed light on the trade-off between model efficiency

and complexity. As can be seen in Figure 4.5, as more modules are stacked over the
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network, the corresponding computational efficiency decreases. All datasets illustrate

similar trends.
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Figure 4.5: Trade-off between network efficiency and complexity across all datasets.
Due to the notable differences of dataset sizes, the computation of efficiency is nor-
malized for each dataset. The order of datasets shown from (a) to (c) correspond to
Table 4.3.

4.4.7 Pareto Analysis for Trade-off Exploration between Effi-

ciency and Performance/Effectiveness

We define the model efficiency in terms of the reciprocal of the product between

training time per epoch and the number of parameters. Thus, the higher the recipro-

cal, the higher the efficiency. To explore the relationship between model efficiency and

performance, we employ Pareto analysis [114]. Pareto efficiency represents a state for

which improving the performance as measured by one criterion would worsen the perfor-

mance as measured by another criterion. We choose the FingerMovements and Heartbeat

datasets to obtain the Pareto frontiers, where the set of points on the front correspond

to Pareto-efficient solutions. We have two objectives: (1) maximize the efficiency; (2)

maximize the accuracy. Figure 4.6 shows the result of Pareto fronts for both datasets in

blue, where the red points are Pareto-efficient solutions. The scattered cyan points are

randomly sampled experimental data from all different configurations. The Pareto anal-

ysis provides us with a principled approach for choosing efficient network settings, while
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exploring the trade-off between efficiency and performance. Specifically, we can identify

the extent of computational resources that is required in order for a model to achieve a

certain performance. Conversely, we can identify how well a model can perform, given a

certain amount of resources.
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Figure 4.6: Pareto efficiency visualization of the FingerMovements and Heartbeat
datasets. The scattered cyan points, the marked red points, and the blue curve
represent randomly sampled experimental data, Pareto-efficient solutions, and Pareto
efficient frontiers.

4.5 Discussion

In this work, we propose a methodology to investigate the relationship between model

efficiency and effectiveness, as well as its complexity. The method is performed on a

mixing network based on Transformer and Fourier transform for MTS classification. Ex-

tensive experiments are conducted on 18 MTS datasets, including ablation studies on

different modules of the network, module-by-module pruning evaluated in terms of the

predictive performance, training speed, and the number of learnable parameters. The

network achieves competitive performance compared to current best-performing meth-

ods. Ablation studies indicate that self-attention and Fourier transform are the largest

contributors that influence the model performance across all datasets. Furthermore,
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through sequential pruning of each module, we observed the efficiency–effectiveness and

the efficiency–complexity trade-offs of the network. Through Pareto analysis, we show

how to choose efficient settings of the network, while investigating the performance–

efficiency trade-off through visualization of the Pareto fronts. We note that for far more

complex models applied to large-scale data, due to finite computational resources, it is not

practical to consider all possible configurations of the model and perform experiments. In

these cases, given a reasonable number of experiments, techniques like regression can be

used to generate massive random model settings and corresponding model performance.

Pareto analysis can then be performed to evaluate the efficiency-performance trade-off, to

guide researchers to adjust the model settings to improve the efficiency and effectiveness

accordingly.
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Chapter 5

Predicting the Need for Blood

Transfusion in Intensive Care Units

with Reinforcement Learning

5.1 Introduction

In critically ill patients, anemia and coagulopathy are common and associated with

poor outcomes, such as increased risk of mortality, myocardial infarction, and thrombo-

sis [115]. Transfusion of blood and blood products remains a cornerstone of anemia and

coagulopathy treatment in critical care. Clinically, physicians make transfusion decisions

mainly based on a patient’s hemoglobin level and symptoms of anemia. However, due to

urgency in the Intensive Care Units (ICU), physicians may not able to comprehensively

evaluate all indicators of a patient such as demographics (e.g., age, weight, etc.), medical

history (e.g., high blood pressure, diabetes, etc.), and laboratory parameters (e.g., cre-

atinine, hemoglobin, etc.), which can play significant roles in the properness of making

a decision about transfusion at a certain time [116]. However, inappropriate decisions
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on blood transfusion such as the dosage and the type of blood product may even de-

teriorate the patient status. Thus, developing efficient decision support tools is critical

to determining optimal treatment strategies in terms of the need for blood transfusion

of each patient and improving the patients’ clinical outcomes such as improved survival

rates [63].

The majority of recent works considered the problem of blood transfusion prediction

as a binary classification task [117, 118], i.e., whether the patient will require a blood

transfusion during hospitalization. In practice, however, the transfusion decision that

a physician makes at time t, based on patients’ current situation, can influence the

patients’ subsequent condition and hence the physician’s decision at time t + 1. Such

dynamic status change makes blood transfusion a sequential decision making problem

rather than purely a classification task.

In this work, we explore the use of an off-policy batch reinforcement learning (RL)

algorithm, namely, the discretized Batch Constrained Q-learning (BCQ) [119] with dif-

ferent state representations and reward functions to provide clinical decision support for

the need of blood transfusion for ICU patients. Specifically, we consider transfusion of

three common types of blood products: red blood cells (RBC), platelets (PLT), and

fresh frozen plasma (FFP). We use two critical care datasets: the Medical Information

Mart for Intensive Care III (MIMIC-III) [45] and the UCSF. In order to evaluate the

performance of the learned policy from sequential patient observations, our experiments

are fourfold.

First, we use weighted importance sampling (WIS) [120] for off-policy evaluation.

Second, we compare the RL policy recommendations against the true policies imple-

mented by the hospital regarding whether the patient should receive blood transfusion at

each time step using observed patient trajectories along with undertaken interventions.

This is based on the assumption that physicians are knowledgeable and experienced to
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make wise transfusion decisions. Third, we integrate TL to the RL algorithm to improve

the original learned policy on the UCSF dataset (target domain) in terms of WIS and

accuracy using the knowledge from the MIMIC-III dataset (source domain). Finally, we

investigate about how can RL agents assist physicians further optimize real-time treat-

ment strategies on blood transfusion based on the fact that transfusion does not always

improve patients’ clinical outcomes [121]. We conduct policy simulations from transferred

RL policies to illustrate that blending the RL with what physicians follow could lead to

better transfusion strategies and improving patients’ short-term (decreased acuity scores)

and long-term (decreased mortality) clinical outcomes on the UCSF dataset.

The main contributions of this chapter are highlighted as follows:

(1) To the best of our knowledge, this is the first chapter to use RL-based approach

with different patient state encoding and reward function designs to deal with the

blood transfusion policy recommendations in real-world critical care datasets.

(2) Experimental results show that TL, together with RL, can improve the transfu-

sion policy learning on the data-scarce UCSF dataset using external knowledge

from the MIMIC-III dataset. Specifically, compared to performances without TL,

the matching accuracy between the learned policy and the true hospital policy im-

proves up to 17.02%. Furthermore, the improvements of jump-start and asymptotic

performances in WIS are up to 18.94% and 21.63%, respectively.

(3) Simulations from transferred RL policies on the UCSF dataset demonstrate both

improved short-term and long-term clinical outcomes of ICU patients. Concretely,

the overall estimated 28-day mortality rate reduces by 2.74% and the decreased

acuity rate during patients’ hospital stay reduces by 1.18% compared to the ground

truth UCSF transfusion policies.
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The remainder of this chapter is organized as follows. Section 5.2 describes related

work. The preliminary background is briefly discussed in Section 5.3. Section 5.4 de-

scribes the datasets we use for evaluation. The methods we use are outlined in Section 5.5.

Experiments and results are discussed in Section 5.6. Finally, our conclusions are pre-

sented in Section 5.7.

5.2 Related Work

In this section, we review related work on broad applications of RL in healthcare

domains, TL approaches and applications in the context of deep RL, as well as existing

methods for blood transfusion prediction.

5.2.1 RL in healthcare

RL is popular paradigm for solving sequential decision making problems with sampled,

evaluative and delayed feedback simultaneously, and applies broadly in many disciplines,

including games [122], robotics control [123], and biological data analysis [124]. Such

distinctive features of RL make it a suitable candidate for developing dynamic treatment

regimes (DTRs) that may improve the long-term outcome of patients. For example, can-

cer treatment, a naturally sequential evolutionary process, is a major objective of RL for

DTR application. Various RL techniques have been applied to improve different aspects

of cancer treatment [125]. For other DTR applicatons such as HIV treatment [126], sepsis

treatment [127], and the need for mechanical ventilation [128], we refer readers to [129]

for a comprehensive survey of applications of RL techniques in healthcare domains.
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5.2.2 TL in deep RL

With the broad prospects of deep RL in different domains, TL has become an im-

portant technique to deal with various challenges faced by deep RL, which aims at ac-

celerating the learning process and improving the performance of RL agents by trans-

ferring knowledge from external expertise. A significant volume of literature on a wide

variety TL approaches in the context of deep RL focused on different aspects of transfer-

ring knowledge such as reward shaping [130], transfer from demonstrations [131], policy

transfer [132], and inter-task mapping [133]. Recent years have witnessed the remarkable

progress that TL combined with deep RL techniques. Such an integration has achieved

notable success in applications such as robotics control [134] and game playing [135].

It also demonstrates promising prospects in domains like health informatics [136] and

transportation systems [137].

5.2.3 Blood Transfusion Prediction

In recent years, researchers have exploited the use of machine learning (ML) methods

on the problem of blood transfusion prediction. Supervised learning methods such as lo-

gistic regression [138], extreme Gradient Boosting (XGBOOST) [116], random forests [117]

or neural networks [118], are applied to predict a binary decision: whether or not a patient

will need a transfusion during the hospital stay. Unsupervised switching state autoregres-

sive models on vital signs [139] are trained to predict whether transfusion was performed

at each one-hour interval of the patient’s stay in the hospital. All previous works formu-

lated the blood transfusion prediction as a classification task. In contrast, we propose

to use deep RL methods with different state representations of patients and reward

functions, in combination with TL techniques, to directly provide sequential treatment

recommendations for blood transfusion, and improve ICU patients’ clinical outcomes.
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5.3 Preliminaries

In this section, we briefly introduce the typical RL problem formulation via Markov

decision process (MDP) and value-based deep RL, and TL from the RL perspective.

5.3.1 RL and MDP Formulation

RL studies sequential decision making processes, generally framed in terms of MDP.

A MDP is a 5-tuple (S, A, p, r, γ), where each element is defined as follows:

(1) S: a finite state space that the patient is in state st ∈ S at time t.

(2) A: a finite action space that the RL agent takes action at ∈ A, which influences

the next state st+1.

(3) p(st+1|st, at): the dynamics of the system, which is the probability of the next state

given the current state and action.

(4) r(st, at, st+1): the immediate reward after the transition from st to st+1 due to

action at.

(5) γ ∈ [0, 1]: the discount factor, which relates the rewards to the time domain and de-

termines the relative weight in the distant future relative to those in the immediate

future.

The purpose of a RL agent is to learn a policy π : S → A, i.e., a mapping from a given

state s ∈ S to a distribution over actions, that maximizes the expected accumulated

reward:

Rπ(st) = lim
T→∞

Est+1|st,π

T∑
t=1

γtr(st, at, st+1)

over time horizon T .
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5.3.2 Value-based Deep RL

Value-based deep RL methods are used when we use a deep neural network to ap-

proximate the value function. A standard algorithm, deep Q-Network (DQN) [140], uses

a deep convolutional neural network architecture for optimal action-value (known as Q)

function approximation. During learning, the Q-learning [141] update is applied:

L(θ) = Lκ

(
rt+1 + γmax

at+1

Qθ′(st+1, at+1)−Qθ(st, at)

)
,

where Lκ is the Huber loss [142]:

Lκ(δ) =


1
2
δ2 if |δ| ≤ κ,

κ(|δ| − 1
2
κ) otherwise.

The target network Qθ′ are updated infrequently, where θ′ is updated to θ after a set

number of learning steps. The Huber loss is minimized over replay buffer [143]. In

healthcare settings, the dataset is fixed, and there are no further interactions with the

environment (here, the patient). Hence, the off-policy batch-mode deep RL fits naturally.

5.3.3 TL in the Context of RL

Given one or more source domains Ms and one target domain Mt, TL aims to

optimize a policy from π to π∗ for the target domainMt by leveraging exterior knowledge

Ds from Ms, as well as interior knowledge Dt from Mt. Here, π = ϕ(Ds ∼ Ms,Dt ∼

Mt), which is a function mapping St → At from the states to actions for the target

domain Mt. In our problem setting, we have |Ms| = |Mt| = 1 and knowledge can

transfer between two RL agents within the same domain.
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5.4 Datasets

Our patient cohorts are constructed from two datasets: the MIMIC-III (v1.4) and the

UCSF dataset. MIMIC-III is a freely available single-center database of critical care data

from over 58,000 hospital admissions, including information on 46,520 patients from Beth

Israel Deaconess Medical Center between 2001 and 2012. The UCSF dataset, collected

from the San Francisco General Hospital and Trauma Center, contains 2,190 highest

level trauma activation patients admitted to the Level I trauma center. Both datasets

contain de-identified data, including patient demographics, time-stamped measurements

from bedside monitoring of vitals, clinical laboratory test results, as well as diagnosis

and observations charted by healthcare providers. Both datasets were preprocessed in

the same way, including the cohort selection criteria, raw data preprocessing, action

space, and reward designs.

5.4.1 Cohort Selection

From both datasets, we first selected adult patients over the age of 18. Then, patients

with less than 24-hour ICU stay or more than 168-hour ICU stay were excluded such

that we could focus on patients where transfusion status was likely to impact recovery.

After filtering by these criteria, we obtained a final cohort of 15,418 and 2,190 patients

for the MIMIC-III and the UCSF datasets, respectively. Summary statistics of patient

cohorts are summarized in Table 5.1. Here, for each blood transfusion task, patients

are considered in two groups: (1) get transfusions at least once during hospitalization

(Trans.); (2) do not receive any transfusion during hospitalization (No Trans.).
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Table 5.1: Dataset Statistics.

Intervention
MIMIC-III

Trans. / No Trans.
UCSF

Trans. / No Trans.

RBC transfusion 8199 / 7219 1572 / 618

PLT transfusion 1772 / 13646 1160 / 1030

FFP transfusion 3215 / 12203 1358 / 832

5.4.2 Data Preprocessing

For each patient, we chose vital signs (e.g., heart rate, body temperature, respiration

rate) and lab values (e.g., creatinine, hemoglobin, arterial pH) commonly reviewed by

clinicians that change over time. Vital signs such as heart rate and temperature are taken

several times within an hour, while laboratory tests such as arterial pH and creatinine

are administered every few hours as needed. Following [144], this wide discrepancy in

measurement frequency for time-varying continuous features is consolidated into means

at 4-hour intervals. A list of clinically reasonable measurement ranges provided by [68]

is used to remove outlier values for each feature. For the remaining missing values,

we applied MICE [145] data imputation. After imputation, each feature’s raw data

is preprocessed independently by z-scoring across all patients such that the resulting

data of each column has zero mean and unit variance. In addition, we extracted some

demographic features (e.g., age at admission, admitting weight, gender) for each patient.

All demographic features with static values of extracted patient cohorts were fully present.

In total, we extracted 42 (4 static and 38 time-varying) features from the MIMIC-III

dataset and 38 (9 static and 29 time-varying) features from the UCSF dataset.

5.4.3 Action Space

We define a binary action space for the need of transfusion in a 4-hour window. The

action at ∈ A at each time step is chosen from at ∈ {0, 1}, which indicates having
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the patient receiving the transfusion or not (1 indicates presence of transfusion, and 0

indicates absence of transfusion). This discrete action space is suitable for the transfusion

of all three blood products (RBC, PLT, and FFP). We choose to use this action space

due to the complexity and variations of patients’ conditions in clinical practice, and its

common definition in existing literature for the blood transfusion prediction task.

5.4.4 Reward Design

Our discrete reward functions are defined in two different ways.

(1) R1: Since patients’ survival is physicians’ major objective in critical care, we used

the long-term clinical outcome, 28-day mortality status to define the reward. At

the terminal time step of each patient’s trajectory, we assign a positive reward

+10 to patients who survived 28 days after ICU admission and a negative reward

−10 as a penalty for those who were deceased before 28 days after ICU admission.

For all intermediate time steps (including the starting time step), the rewards are

all assigned to 0 since final outcomes of patients are unknown before therapeutic

procedures ended.

(2) R2: During patients’ hospitalization, in addition to their final survival, we value

short-term outcomes after some treatments by observing an improvement or dete-

rioration of patient status. The acuity score computed at each time step is used

to estimate patients’ severity of illness and reflect patients’ conditions. We use the

Sequential Organ Failure Assessment (SOFA) Score [146], a common acuity score,

which is suitable to assess both critically ill ICU patients and trauma patients. For

the starting time step, we assign the reward 0 for each patient since the status

changed cannot be observed. For all intermediate time steps, the reward function
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is defined as follows:

rt+1 =


+1 if sSOFA

t+1 < sSOFA
t ,

−1 if sSOFA
t+1 > sSOFA

t ,

0 otherwise.

This reward function penalizes increasing SOFA scores from st to st+1 (deteriorated

conditions). If SOFA scores decrease from st to st+1, a positive reward is assigned

(improved conditions). Otherwise, there is no change in patients’ condition, and a

reward 0 will be given. At the terminal time step, we use the 28-day mortality to

design the reward, which follows the same way as the first reward definition.

5.5 Methods

In this section, we present the overall framework with three phases, including (I)

representation phase (patient state representations), (II) learning phase (disretized

BCQ), and (III) transfer phase (Q-value transfer and weight transfer from the MIMIC-

III to the UCSF). The framework overview is shown in Figure 5.1.

Original data 

from MIMIC-

III / UCSF

Patient State Representations

(RNN, ODE-RNN, CDE)

Policy Training

(discretized BCQ)

Policy Evaluation

(WIS, accuracy)

MIMIC-III

(source domain)

Phase I: Representation Phase II: Learning

UCSF

(target domain)

Phase III: Transfer

Transferred 

Knowledge

Figure 5.1: An overview of the three-phase framework.
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5.5.1 Patient State Representations

We represent patient states via an encoder architecture on both datasets. With a

batch of observed patient trajectories, containing transitions between temporal data at

time t and t + 1 with treatment action at time t, as well as static demographics, an en-

coding function Φ : F0:t,A0:t−1 → Ŝt is required to learn the patient state representation.

Here, F0:t represents all feature values from admission to time t and A0:t−1 represents

actions taken from admission to time t − 1. Three recurrent architectures are used to

represent patients on both datasets, including basic Recurrent Neural Network [147]

(RNN), generalized RNN with Ordinary Differential Equations [148] (ODE-RNN) and

neural Controlled Differential Equations [149] (CDE). These approach architectures used

to construct state representations are depicted in Figure 5.2.

(a) RNN encoder architecture.

(b) ODE-RNN encoder architec-
ture.

(c) CDE encoder architecture.

Figure 5.2: Three recurrent architectures for patient state representations.
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RNN: The RNN processes variable-length sequences by utilizing a recurrent hidden

state, which is activated by features propagated from the previous time step. In our

setting, given the current feature value Ft, it is concatenated with the previous action

At−1, and passed into the RNN along with the hidden state representation from the

previous time step Ŝt−1, resulting in the current hidden state representation Ŝt.

ODE-RNN: An ODE-RNN generalizes RNNs to have continuous-time hidden dynamics

defined by ODEs. The main difference between ODE-RNN and basic RNN is that the

recurrent hidden state updates based on an ODE between feature observations instead

of being fixed.

CDE: A neural CDE is the continuous analogue of an RNN. It is similar to ODE-RNNs

in terms of the temporal modeling dynamics by parameterizing the time derivative of a

hidden state. Different from ODE-RNN, the hidden states in CDEs evolve smoothly as

a function of time. A natural cubic spline interpolation is used to achieve continuous

dependency on the data throughout the entire latent trajectory. Then, the network

operates on pre-computed cubic spline coefficients instead of real feature values. At

t = 0, the value for the initial latent space is is computed by a linear map on the inputs.

5.5.2 Discretized Batch Constrained Q-learning

We train RL policies on each of the learned state representations described in Sec-

tion 5.5.1. We seek to learn a policy to select the optimal transfusion action using the

state representation: At ∼ π(Ŝt|F0:t,A0:t−1). In our setting, we learn a policy via an

off-policy batch RL algorithm, namely, discretized BCQ [119]. This method overcomes

the issue of extrapolation errors, which occur in standard off-policy algorithms such as

DQN. The discretized BCQ mainly include a state-conditioned model Gω, a Q-network

Qθ, and a target Q-network Qθ′ . The model Gω is constructed using behavior cloning,
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which is trained in the way of supervised learning with cross-entropy loss. The Q-network

Qθ is updated as follows:

L(θ) = Lκ

(
rt+1 + γ max

at+1|Gω(at+1|st+1)/max
â

Gω(â|st+1)>τ
Q′ −Q

)

where Q′ = Qθ′(st+1, at+1) and Q = Qθ(st, at). Here, the threshold τ is used to select

actions with higher probability, a constraint for state-action pairs. The final policy

learned is based on the greedy behavior of τ :

π(s) = argmax
at|Gω(at|st)/max

â
Gω(â|st)>τ

Qθ(st, at).

See [119] for a more detailed algorithm description.

5.5.3 Transfer discretized BCQ

In consideration of the amount of data in our proprietary and public datasets, we

explore the use of TL from the MIMIC-III (expert model) to the UCSF (learner model).

We consider two ways of transfer: Q-value transfer and weight transfer.

Q-value Transfer (BCQ-QVT): The expert model learns its policies using the dis-

cretized BCQ algorithm, and selects actions based on its own Q-values. The learner

model uses the Q-values from the expert model to adjust its network parameters in the

direction that may attain better performance than before and help speed up convergence.

The Q-values from the expert model are used in the loss function to guide the learner

model, resulting in the following formulation of the loss function:

L(θ) = Lκ

(
rt+1 + γ max

at+1|Gω(at+1|st+1)/max
â

Gω(â|st+1)>τ
Q′ −Q+Q′′

)

75



Predicting the Need for Blood Transfusion in Intensive Care Units with Reinforcement Learning
Chapter 5

where Q′ = Qθ′(st+1, at+1), Q = Qθ(st, at), and Q′′ = Qexp,θ′′(st, at) (Q-values from the

expert model with parameter set θ′′).

Weight Transfer (BCQ-W): We consider either retraining layers or a combination of

retraining and re-initializing layers during transfer. Specifically, retraining layers involves

initializing layers with the weights of a pre-trained policy and continuing to update these

weights with backpropagation. Re-initializing layers involves randomly initializing the

weights for a layer, rather than using the pre-trained weights.

5.6 Experiments and Results

Our experiments explore: (1) RL off-policy evaluation via WIS, (2) the matching

accuracy between RL policy recommendations and ground truth actions performed by

the hospital, (3) a combination of TL and RL from the MIMIC-III to the UCSF, (4)

policy simulation from the transferred RL policy on the UCSF dataset. All the reported

results and analysis through the remainder of this Section are provided using only the

testing subset of the patient cohort.

Table 5.2: Hyperparameter search space for tuning of classification algorithms on both
datasets.

Tuning parameters Search Space

LR Inverse of regularization strength [1e−3, 1e−2, 1e−1, 1, 10, 100, 1000]

RF
Number of trees in the forest
Maximum depth of the tree

[25, 50, 75, 100, 125, 150, 175, 200]
[2, 5, 8, 10, 12, 15, 20]

XGBOOST
Number of trees in the forest
Maximum depth of the tree

[25, 50, 75, 100, 125, 150, 175, 200}
{2, 5, 8, 10, 12, 15, 20]

MLP

Hidden layer size
Batch size

Activation function
Optimizer

Learning rate

[16, 32, 64, 128, 256, 512]
[8, 16, 32, 64, 128, 256]
[ReLU, tanh, Sigmoid]

[SGD,Adam]
[1e−4, 1e−3, 1e−2, 1e−1]
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Figure 5.3: WIS evaluation of policies (learning curves) with 3 representation ap-
proaches (RNN, ODE-RNN, and CDE) and 2 reward functions on three transfusion
tasks. All policies are trained from a replay buffer comprised of the training batch
of patient trajectories for 500k iterations, evaluating the learned policy every 1000
iterations on the testing set of both datasets. The displayed results are averaged
over 5 random seeds. The shaded area measures a single standard deviation across
seeds. Across all tasks, representations with RNN and CDE along with the R2 re-
ward function generally have better policy learning curves compared to those using
ODE-RNN and the R1 reward function. Furthermore, the policy learned on the MIM-
IC-III dataset is far more superior to the UCSF dataset according to the WIS return
value and the stability of learning curves.
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Table 5.3: Hyperparameter search space for tuning of discrete BCQ algorithm on both
datasets.

Tuning parameters Search Space

Number of nodes per layer in Q-network [32, 64, 128]

Batch size [8, 16, 32, 64, 128, 256, 512]

Optimizer [SGD, Adam]

Discount factor γ [0.97, 0.975, 0.98, 0.985, 0.99, 0.995]

Target Q-network update frequency [1k, 2k, 4k, 8k training iterations]

Learning rate [1e−6, 5e−6, 1e−5, 5e−5, 1e−4, 5e−4, 1e−3, 5e−3]

Threshold τ [0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5]

Huber loss κ [0.8, 0.9, 1.0, 1.1, 1.2]

5.6.1 Experimental Settings

Training Infrastructure: All of the experiments regarding state representations

and policy learning were implemented in Pytorch on one NVIDIA Tesla P100 GPU.

Data Splitting: For both datasets, we randomly split the data in the ratio 70 : 15 : 15.

That is, 70% data will go to the training set, 15% to the validation set and remaining

15% to the test set.

Evaluation Metrics:

(I) Accuracy : When evaluating the closeness of a match between actions taken by

RL agents and ground truth actions performed by physicians, we measured the

performance in terms of accuracy. In this respect, we also consider a few clas-

sification models for comparison, which are commonly used in blood transfusion

prediction tasks, including logistic regression (LR), random forest (RF), eXtreme

Gradient Boosting (XGBOOST), and multi-layer perceptron (MLP). All experi-

ments of these classification algorithms were implemented using scikit-learn.

(II) WIS : When evaluating off-policy learning from the RL perspective, we use WIS,

a means to correct the mismatch between the probabilities of a trajectory under
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the behavior and target policies (learned policy using discretized BCQ), which

is computed by: RWIS =
∑N

n=1 Rnwn∑N
n=1 wn

, where wn is the per-trajectory importance

sampling weight, a fraction between the target policy π and the behavior policy µ,

and Rn is the empirical outcome of trajectory n. Here, the behavior policy used

in WIS was behavior cloning, a 2-layer fully connected (FC) network with ReLU

activation functions in between. It was trained with cross-entropy loss.

Architecture Details for Patient State Representations:

(I) RNN : A 3-layer RNN is used to estimate the encoding function ΦRNN. The first

two layers are FC layers with ReLU activation functions, followed by a gated re-

current unit layer. The dimension of the hidden state was selected by grid search

among {32, 64, 128, 256}.

(II) ODE-RNN : A gated recurrent unit with 100 units is used to estimate the en-

coding function ΦODE-RNN. The hidden states between feature observations are

modeled by a neural ODE, parameterized by a 2-layer MLP with 100 hidden units.

The adaptive step size is using the fifth-order dopri5 solver from the torchdiffeq

package.

(III) CDE : To estimate the encoding function ΦCDE, a neural CDE is used, parameter-

ized by a MLP with three hidden layers, each of which has 100 hidden units. For

the hidden layers, we use ReLU activation functions, and a tanh activation function

for the final layer.

In order for efficient transfer of discretized BCQ from the MIMIC-III to the UCSF, the

output vector dimension is the same when we construct patient representations on both

datasets.

Policy Training: The discretized BCQ algorithm is used to train the policies. In our
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BCQ, the Q-network is a 3-layer FC network. We used a uniformly sampled replay

buffer for training, which comprised of the training batch of patient trajectories for 500k

iterations. Then, we evaluated the learned policy every 1000 iterations using the testing

subset of the data.

Hyperparameters: The hyperparameter search spaces for classification algorithms and

discretized BCQ policy training are listed in Table 5.2 and Table 5.3, respectively. All

three transfusion tasks use the same set of search space on both datasets. We perform

grid search for hyperparameter optimization.

5.6.2 Off-Policy Evaluation

We evaluate the learned policy from the discretized BCQ algorithm with WIS. Specif-

ically, for each transfusion task, we consider the influence of state representations and

reward mechanisms on policy learning. Figure 5.3 presents all combinations of 3 state

presentations and 2 reward mechanisms on both datasets for each task. Based on our

reward design, the magnitude of the WIS value should lie in the ±10 possible range.

Suppose that the behavior policy is close to the actual hospital policy, which can be

considered as “experts” most of the time. Then, a higher WIS value corresponds to

more closeness between the learned policy and the behavior policy, indicating that the

learned policy is more effective. From Figure 5.3, it is evident that regardless of the

RL setting (i.e., different encoders and rewards), the learned policies on the MIMIC-III

dataset far outperform the ones learned on the UCSF dataset, primarily due to dif-

ferences in batch sample sizes. Furthermore, the performance of transfusion policies is

generally superior when using R2 mechanism to the ones using R1 mechanism based on

the policy learning curves in Figure 5.3. Finally, the learned policies from patient state

representations encoded by RNN and CDE outperform ODE-RNN. The learning curves
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of RNN and CDE demonstrate an overall steady growth with some small oscillations. For

ODE-RNN, however, the learning curves show more volatility. Overall, oscillations and

drops in performance during the intermediate iterations signify the impacts of encoded

state representations, reward design mechanisms, and batch sample sizes on the policy

learning of offline RL agents.

Table 5.4: Accuracy comparison on the testing subsets between actions taken by RL
agents / classification models and ground truth actions implemented by the hospital.
Experiments are conducted with 5 random initializations. The results are shown in
the format of mean and standard deviation. Note that RNN-R1 represents the setting
using the RNN state representation with reward function R1. Symbols for other
settings in the descretized BCQ algorithm are similar.

RBC transfusion PLT transfusion FFP transfusion

MIMIC-III UCSF MIMIC-III UCSF MIMIC-III UCSF

Discretized BCQ
Algorithm

RNN-R1 0.82 ± 0.02 0.67 ± 0.03 0.89 ± 0.03 0.70 ± 0.02 0.85 ± 0.01 0.71 ± 0.02

RNN-R2 0.84 ± 0.01 0.68 ± 0.02 0.90 ± 0.02 0.73 ± 0.03 0.90 ± 0.02 0.72 ± 0.03

ODE-RNN-R1 0.80 ± 0.03 0.63 ± 0.02 0.86 ± 0.02 0.68 ± 0.02 0.87 ± 0.01 0.70 ± 0.02

ODE-RNN-R2 0.81 ± 0.02 0.63 ± 0.01 0.87 ± 0.01 0.70 ± 0.02 0.86 ± 0.01 0.70 ± 0.02

CDE-R1 0.84 ± 0.02 0.69 ± 0.02 0.89 ± 0.02 0.72 ± 0.01 0.83 ± 0.02 0.71 ± 0.02

CDE-R2 0.85 ± 0.02 0.71 ± 0.01 0.89 ± 0.01 0.73 ± 0.02 0.90 ± 0.02 0.71 ± 0.01

Classification
Algorithms

LR 0.73 ± 0.02 0.69 ± 0.01 0.76 ± 0.02 0.75 ± 0.02 0.79 ± 0.01 0.73 ± 0.01

RF 0.84 ± 0.01 0.80 ± 0.02 0.89 ± 0.01 0.87 ± 0.01 0.91 ± 0.01 0.84 ± 0.02

XGBOOST 0.85 ± 0.02 0.82 ± 0.01 0.92 ± 0.01 0.88 ± 0.02 0.93 ± 0.02 0.83 ± 0.01

MLP 0.82 ± 0.03 0.79 ± 0.02 0.89 ± 0.01 0.89 ± 0.02 0.90 ± 0.02 0.82 ± 0.01

5.6.3 Degree of Matching between RL agents and Physicians’

Decisions

In addition to evaluating the learned policy using standard RL off-policy evaluation

via WIS, we further compare the discrete BCQ algorithm’s recommendations with respect

to blood transfusion against the true policy implemented by the hospital. In addition,

4 classification models (LR, RF, XGBOOST, and MLP) are considered for accuracy

comparison. From the RL perspective, in consideration of the performance influence

using different state representations and reward designs, we consider all combinations
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of representation approaches and reward design mechanisms and evaluate their perfor-

mance. We report all the results on three transfusion tasks, as summarized in Table 5.4.

For the MIMIC-III dataset, some settings of the discretized BCQ algorithm (RNN-R2

and CDE-R2) regarding action recommendations achieved comparable performance to

most classification algorithms. Comparing performances across all RL settings in terms

of state representations and rewards, policies learned from representations encoded by

RNN and CDE outperform those using ODE-RNN, indicating that the representations

from ODE-RNN did not adequately encode sufficient information to learn a policy from

the batch mode, perhaps due to limited data. Furthermore, using R2 mechanism gener-

ally performs better than using R1 mechanism. This may be primarily due to the fact

that R2 mechanism is more clinically guided such that it may reflect patients’ real-time

condition change better than using R1 mechanism. For the UCSF dataset, the accuracy

performance of RL agents far underperform classification models regardless of the RL

setting, mainly due to its tiny data size, making the RL agent more difficult to learn.

A potential solution using knowledge from external expertise such as the MIMIC-III to

overcome this issue will be discussed in Section 5.6.4.

5.6.4 Transfer RL

Due to the poor performance of policy learning on the UCSF dataset, we use external

knowledge from MIMIC-III to improve its performances in terms of WIS and accuracy.

As discussed in Section 5.5.3, we consider three types of transfer and evaluate their

performance: BCQ-QVT, BCQ-WT (retraining all layers without re-initializing any lay-

ers), and BCQ-WTR (re-initializing the FC layers and retraining all layers). Based on

the results from Section 5.6.2 and Section 5.6.3, we only consider the RL settings us-

ing R2 mechanism with state representations RNN and CDE. Results of policy learning
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on the UCSF dataset with and without TL are presented in Figure 5.4 and Table 5.5.

All three transfer methods yielded better performance than the original policy learning

on the UCSF dataset in terms of WIS and accuracy. Specifically, from Figure 5.4, all

transfer methods show better jump-start performance (i.e., the initial performance of the

agent) and asymptotic performance (i.e., the ultimate performance of the agent) com-

pared to the original policy learning curves without TL. In particular, across all three

tasks, the jump-start WIS return improves up to 18.94% and the asymptotic WIS return

improves up to 21.63% on average. For some transfusion tasks such as FFP transfusion

with RNN-R2 and PLT transfusion with RNN-R2, some transfer methods can help re-

duce the oscillations, resulting in more steady growth learning curves. For some other

tasks, transfer methods like BCQ-WT even bring about larger oscillations, indicating

more unstable policy learning compared to the performances without TL. This may be

due to weights of different scales between two datasets and pre-trained policies from the

MIMIC-III dataset may get stuck in local optima. In Table 5.5, among three transfusion

tasks, the degree of matching between the transferred policy and the ground truth policy

has significantly improved to different extents. On average, the accuracy improves up

to 17.02%. Generally, both evaluation metrics demonstrate the effectiveness of TL on

offline agent policy learning.

Table 5.5: Accuracy comparison on the UCSF testing subset between actions taken
by RL agents ground truth actions implemented by the hospital with and without
TL. Experiments are conducted with 5 random initializations. The results are shown
in the format of mean and standard deviation. The accuracy improves to varying
extents after transfer.

No Transfer
(RNN-R2)

No Transfer
(CDE-R2)

BCQ-QVT
(RNN-R2)

BCQ-QVT
(CDE-R2)

BCQ-WT
(RNN-R2)

BCQ-WT
(CDE-R2)

BCQ-WTR
(RNN-R2)

BCQ-WTR
(CDE-R2)

RBC transfusion 0.68 ± 0.02 0.71 ± 0.01 0.78 ± 0.01 0.81 ± 0.02 0.74 ± 0.03 0.75 ± 0.02 0.79 ± 0.02 0.80 ± 0.02

PLT transfusion 0.73 ± 0.03 0.73 ± 0.02 0.82 ± 0.02 0.81 ± 0.01 0.78 ± 0.03 0.78 ± 0.02 0.85 ± 0.02 0.85 ± 0.02

FFP transfusion 0.72 ± 0.03 0.71 ± 0.01 0.79 ± 0.01 0.82 ± 0.02 0.78 ± 0.03 0.79 ± 0.02 0.82 ± 0.01 0.82 ± 0.02
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Figure 5.4: WIS evaluation of policies (learning curves) on the UCSF testing subset
with RNN-R2 and CDE-R2 RL settings with and without TL on three transfusion
tasks. The displayed results are averaged over 5 random seeds. The shaded area
measures a single standard deviation across seeds. Among three tasks, all transfer
methods show better jump-start and asymptotic performance compared to the original
policy learning curves without TL. For RL settings like RNN-R2, transfer can help
reduce the oscillations in FFP and PLT transfusion tasks.
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5.6.5 Policy Simulation

All the above analysis are based on the assumption that the actual physician decision

making regarding blood transfusion can improve patients’ clinical outcomes. However, in

practice, physicians may not be able to always make optimal transfusion decisions due to

insufficient communication with patients and an incomplete understanding of patients’

conditions and medical history due to urgency in the ICU. Furthermore, transfusion may

not always improve patients’ outcomes, resulting in higher risk of mortality and mor-

bidity. Here, we consider patients’ short-term (decreased acuity scores) and long-term

(increased survival rates) clinical outcomes. In our two real-world datasets, we calculate

the Pearson correlation coefficients between a decision of giving transfusion and clinical

outcomes on all tasks, as shown in Table 5.6. For the MIMIC-III dataset, transfusion does

Table 5.6: Pearson correlation between transfusion decision and clinical outcomes. LT
and ST are short for long-term and short-term, respectively.

Intervention
MIMIC-III
LT / ST

UCSF
LT / ST

RBC transfusion 0.35 / 0.29 -0.21 / 0.08

PLT transfusion 0.38 / 0.23 -0.25 / -0.12

FFP transfusion 0.32 / 0.31 -0.33 / -0.19

improve patients’ both long-term and short-term outcomes. For the UCSF dataset, how-

ever, the negative coefficients indicate that not all transfusion decisions improve patients’

conditions. Hence, actual physicians’ real-time treatment strategies of blood transfusion

may require further optimization, probably by assistance from RL agents. Hence, we ex-

tract patients from the UCSF dataset that receive transfusions during their hospital stay

but decease within 28 days after their admission. Then, we perform policy simulations

from the transferred transfusion policies on the UCSF dataset to model the environment

of real-time transfusion decision changes and corresponding patients’ outcomes. Here, we
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use the MIMIC-III dataset to help with the simulation process. We group patients from

the MIMIC-III dataset and the selected patients from the UCSF dataset by clustering

patients according to their temporal value changes and static demographics. Then, by

using patients from the same cluster on the MIMIC-III dataset who survived in 28 days

after ICU admission as a control group, we conducted simulations by changing the real-

time transfusion policy on the selected UCSF patient cohorts. The estimated mortality

rate over all UCSF patients decreases from the actual 16.48% to 13.74%. Similarly, we

select patients with worsening conditions during their hospital stay on the UCSF dataset

and conduct simulations via transferred policies. The estimated decreased acuity rate

over all UCSF patients decreases from the actual 9.13% to 7.95%. Here, all the results

are averaged over three transfusion tasks. This is an important finding which supports

decision making tools have significant potential to improve patient outcomes.

5.7 Conclusions and Future Work

In this work, we utilized an off-policy batch reinforcement learning algorithm, dis-

cretized BCQ, to tackle policy recommendations for blood transfusion in ICUs. We

conduct experiments on two real-world datasets with different patient state encoding

and reward function mechanisms. Our results demonstrate that using appropriate state

representations like RNN and CDE, along with proper reward designs like R2 can pro-

vide reasonably well policy training. Furthermore, an integration of TL and RL can

help improve the policy learning on a data-scarce dataset to a large extent. As a deci-

sion support tool, the learned policy by RL agents may serve as an auxiliary advice for

physicians in emergency, and thus potentially assist physicians to optimize the real-time

treatment strategies on blood transfusion. Hence, blending the RL with real physicians’

decisions using available patient information could lead to better transfusion strategies
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and improving patients’ clinical outcomes. Possible directions for future work include

exploring different patient state representations for better policy learning, extending the

action space to include continuous transfusion dosages, using more principled approach

to the design of the rewards such as inverse RL, adopting different evaluation methods

like doubly robust evaluation, as well as applying the method to other unexplored clinical

decision making problems that may fit the RL setting.
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Chapter 6

Are Large Language Models Ready

for Healthcare? A Comparative

Study on Clinical Language

Understanding

6.1 Introduction

Recent advancements in clinical language understanding hold the potential to revo-

lutionize healthcare by facilitating the development of intelligent systems that support

decision-making [150, 151], expedite diagnostics [152, 3], and improve patient care [153].

Such systems could assist healthcare professionals in managing the ever-growing body

of medical literature, interpreting complex patient records, and developing personalized

treatment plans [154, 155]. State-of-the-art large language models (LLMs) like Ope-

nAI’s GPT-3.5 and GPT-4 [156], and Google AI’s Bard [157], have gained significant at-

tention for their remarkable performance across diverse natural language understanding

88



Are Large Language Models Ready for Healthcare? A Comparative Study on Clinical Language
Understanding Chapter 6

tasks, such as sentiment analysis, machine translation, text summarization, and question-

answering [158, 159, 160]. However, a comprehensive evaluation of their effectiveness in

the specialized healthcare domain, with its unique challenges and complexities, remains

necessary.

The healthcare domain presents distinct challenges, including handling specialized

medical terminology, managing the ambiguity and variability of clinical language, and

meeting the high demands for reliability and accuracy in critical tasks. Although existing

research has explored the application of LLMs in healthcare, the focus has typically been

on a limited set of tasks or learning strategies. For example, studies have investigated

tasks like medical concept extraction, patient cohort identification, and drug-drug inter-

action prediction, primarily relying on supervised learning approaches [161, 162, 163]. In

this study, we broaden this scope by evaluating LLMs on various clinical language un-

derstanding tasks, including natural language inference (NLI), document classification,

semantic textual similarity (STS), question-answering (QA), named entity recognition

(NER), and relation extraction.

Furthermore, the exploration of learning strategies such as few-shot learning, transfer

learning, and unsupervised learning in the healthcare domain has been relatively limited.

Similarly, the impact of diverse prompting techniques on improving model performance

in clinical tasks has not been extensively examined, leaving room for a comprehensive

comparative study.

In this study, we aim to bridge this gap by evaluating the performance of state-of-the-

art LLMs on a range of clinical language understanding tasks. LLMs offer the exciting

prospect of in-context few-shot learning via prompting, enabling task completion with-

out fine-tuning separate language model checkpoints for each new challenge. In this

context, we propose a novel prompting strategy called self-questioning prompting (SQP)

to enhance these models’ effectiveness across various tasks. Our empirical evaluations
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demonstrate the potential of SQP as a promising technique for improving LLMs in the

healthcare domain. Furthermore, by pinpointing tasks where the models excel and those

where they struggle, we highlight the need for addressing specific challenges such as word-

ing ambiguity, lack of context, and negation handling, while emphasizing the importance

of responsible LLM implementation and collaboration with domain experts in healthcare

settings.

In summary, our contributions are threefold:

(1) To the best of our knowledge, this is the first comparative study to investigate the

effectiveness of state-of-the-art LLMs on a variety of clinical language understand-

ing tasks with diverse learning strategies and prompting strategies.

(2) We introduce a novel prompting strategy, namely self-questioning prompting, which

aims to enhance the performance of LLMs by encouraging the generation of infor-

mative questions and answers and prompting a deeper understanding of the medical

scenarios being described.

(3) Our error analysis on the most challenging task common to all models highlights the

unique challenges each model faces, including wording ambiguity, lack of context,

and negation, emphasizing the need for a cautious approach when employing LLMs

in healthcare as a supplement to human expertise.

Generalizable Insights about Machine Learning in the Context

of Healthcare

Our study presents a comprehensive evaluation of state-of-the-art LLMs in the health-

care domain, examining their capabilities and limitations across a variety of clinical

language understanding tasks. We develop and demonstrate the efficacy of our self-
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questioning prompting (SQP) strategy, which involves generating context-specific ques-

tions and answers to guide the model towards a better understanding of clinical scenarios.

This tailored learning approach significantly enhances LLM performance in healthcare-

focused tasks. Our in-depth error analysis on the most challenging task shared by all

models uncovers unique difficulties encountered by each model, such as wording am-

biguity, lack of context, and negation issues. These findings emphasize the need for

a cautious approach when implementing LLMs in healthcare as a complement to hu-

man expertise. We underscore the importance of integrating domain-specific knowledge,

fostering collaborations among researchers, practitioners, and domain experts, and em-

ploying task-oriented prompting techniques like SQP. By addressing these challenges and

harnessing the potential benefits of LLMs, we can contribute to improved patient care

and clinical decision-making in healthcare settings.

6.2 Related Work

In this section, we review the relevant literature on large language models applied

to clinical language understanding tasks in healthcare, as well as existing prompting

strategies.

6.2.1 Large Language Models in Healthcare

The advent of the Transformer architecture [64] revolutionized the field of natural

language processing, paving the way for the development of large-scale pre-trained lan-

guage models such as base BERT [50] and RoBERTa [164]. In the healthcare domain,

domain-specific adaptations of BERT, such as BioBERT [53] and ClinicalBERT [54], have

been introduced to tackle various clinical language understanding tasks. More recently,

GPT-3.5 and its successor GPT-4, launched by OpenAI [156], as well as Bard, devel-
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oped by Google AI [157], have emerged as state-of-the-art LLMs, showcasing impressive

capabilities in a wide range of applications, including healthcare [165, 166, 167, 168].

Clinical language understanding is a critical aspect of healthcare informatics, focused

on extracting meaningful information from diverse sources, such as electronic health

records [169], scientific articles [170], and patient-authored text data [171]. This domain

encompasses various tasks, including NER [172], relation extraction [173], NLI [174],

STS [175], document classification [176], and QA [177]. Prior work has demonstrated the

effectiveness of domain-specific models in achieving improved performance on these tasks

compared to general-purpose counterparts [178, 179, 180]. However, challenges posed by

complex medical terminologies, the need for precise inference, and the reliance on domain-

specific knowledge can limit their effectiveness [181]. In this work, we address some of

these limitations by conducting a comprehensive evaluation of state-of-the-art LLMs on

a diverse set of clinical language understanding tasks, focusing on their performance and

applicability within healthcare settings.

6.2.2 Prompting Strategies

Prompting strategies, often used in conjunction with few-shot or zero-shot learn-

ing [182, 183], guide and refine the behavior of LLMs to improve performance on various

tasks. In these learning paradigms, LLMs are conditioned on a limited number of ex-

amples in the form of prompts, enabling them to generalize and perform well on the

target task. Standard prompting techniques [182] involve providing an LLM with a

clear and concise prompt, often in the form of a question or statement, which directs

the model towards the desired output. Another approach, known as chain-of-thought

prompting [184, 183], leverages a series of interconnected prompts to generate complex

reasoning or multi-step outputs. While these existing prompting strategies have shown
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considerable success, their effectiveness can be limited by the quality and informativeness

of the prompts [185], which may not always capture the intricate nuances of specialized

domains like healthcare. Motivated by these limitations, we propose a novel prompting

strategy called self-questioning prompting (SQP). SQP aims to enhance the performance

of LLMs by generating informative questions and answers related to the given clinical sce-

narios, thus addressing the unique challenges of the healthcare domain and contributing

to improved task-specific performance.

6.3 Self-Questioning Prompting

Complex problems can be daunting, but they can often be solved by breaking them

down into smaller parts and asking questions to clarify understanding and explore differ-

ent aspects. Inspired by this human-like reasoning process, we introduce a novel method

called self-questioning prompting (SQP) for LLMs. SQP aims to enhance model perfor-

mance by encouraging models to be more aware of their own thinking processes, enabling

them to better understand relevant concepts and develop deeper comprehension. This

is achieved through the generation of targeted questions and answers that provide addi-

tional context and clarification, ultimately leading to improved performance on various

tasks. The general construction process of SQP for a task, as shown in Figure 6.1, in-

volves identifying key information in the input text, generating targeted questions to

clarify understanding, using the questions and answers to enrich the context of the task

prompt, and tailoring the strategy to meet the unique output requirements of each task.

In Table 6.1, we compare the proposed SQP with existing prompting methods, such

as standard prompting and chain-of-thought prompting, highlighting the differences in

guidelines and purposes for each strategy. Subsequently, we present the SQP templates

for six clinical language understanding tasks, with the core self-questioning process high-
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Figure 6.1: Construction process of self-questioning prompting (SQP).

Figure 6.2: Self-questioning prompting (SQP) templates for six clinical language un-
derstanding tasks, with the core self-questioning process underscored and bolded.
These components represent the generation of targeted questions and answers, guid-
ing the model’s reasoning and enhancing task performance.
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lighted in each template, as shown in Figure 6.2. These underscored and bold parts

illustrate how SQP generates targeted questions and answers related to the tasks, which

guide the model’s reasoning, leading to improved task performance. By incorporating this

self-questioning process into the prompts, SQP enables the model to utilize its knowledge

more effectively and adapt to a wide range of clinical tasks.

Table 6.1: Comparison among standard prompting, chain-of-thought prompting, and
self-questioning prompting.

Prompting Strategy Guideline Purpose

Standard
Use a direct, concise

prompt for the desired task.
To obtain a direct

response from the model.

Chain-of-Thought
Create interconnected

prompts guiding the model
through logical reasoning.

To engage the model’s
reasoning by breaking
down complex tasks.

Self-Questioning
Generate targeted questions
and use answers to guide

the task response.

To deepen the model’s
understanding and

enhance performance.

6.4 Datasets

We utilize a wide range of biomedical and clinical language understanding datasets

for our experiments. These datasets encompass various tasks, including NER (NCBI-

Disease [186] and BC5CDR-Chem [187]), relation extraction (i2b2 2010-Relation [188]

and SemEval 2013-DDI [189]), STS (BIOSSES [190]), NLI (MedNLI [174]), document

classification (i2b2 2006-Smoking [191]), and QA (bioASQ 10b-Factoid [192]). Among

these tasks, STS (BIOSSES) is a regression task, while the rest are classification tasks.

Table 6.2 offers a comprehensive overview of the tasks and datasets. For NER tasks,

we adopt the BIO tagging scheme, where ‘B’ represents the beginning of an entity, ‘I’

signifies the continuation of an entity, and ‘O’ denotes the absence of an entity. The

95



Are Large Language Models Ready for Healthcare? A Comparative Study on Clinical Language
Understanding Chapter 6

output column in Table 6.2 presents specific classes, scores, or tagging schemes associated

with each task.

For relation extraction, SemEval 2013-DDI requires identifying one of the following la-

bels: Advice, Effect, Mechanism, or Int. In the case of i2b2 2010-Relation, it necessitates

predicting relationships such as Treatment Improves Medical Problem (TrIP), Treat-

ment Worsens Medical Problem (TrWP), Treatment Causes Medical Problem (TrCP),

Treatment is Administered for Medical Problem (TrAP), Treatment is Not Administered

because of Medical Problem (TrNAP), Test Reveals Medical Problem (TeRP), Test Con-

ducted to Investigate Medical Problem (TeCP), or Medical Problem Indicates Medical

Problem (PIP).

Table 6.2: Overview of biomedical/clinical language understanding tasks and datasets.

Task Dataset Output Metric

Named Entity
Recognition

NCBI-Disease,
BC5CDR-Chemical

BIO tagging for
diseases and chemicals

Micro F1

Relation Extraction
i2b2 2010-Relation,
SemEval 2013-DDI

relations between entities
Micro F1,
Macro F1

Semantic Textual
Similarity

BIOSSES
similarity scores from 0

(different) to 4 (identical)
Pearson

Correlation

Natural Language
Inference

MedNLI
entailment, neutral,

contradiction
Accuracy

Document
Classification

i2b2 2006-Smoking
current smoker, past smoker,
smoker, non-smoker, unknown

Micro F1

Question-Answering bioASQ 10b-Factoid factoid answers
Mean Reciprocal Rank,

Lenient Accuracy

6.5 Experiments

In this section, we outline the experimental setup and evaluation procedure used to

evaluate the performance of various LLMs on tasks related to biomedical and clinical

text comprehension and analysis.
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6.5.1 Experimental Setup

We investigate various prompting strategies for state-of-the-art LLMs, employing N-

shot learning techniques on diverse clinical language understanding tasks.

Large Language Models. We assess the performance of three state-of-the-art

LLMs, each offering unique capabilities and strengths. First, we examine GPT-3.5, an

advanced model developed by OpenAI, known for its remarkable language understand-

ing and generation capabilities. Next, we investigate GPT-4, an even more powerful

successor to GPT-3.5, designed to push the boundaries of natural language processing

further. Finally, we explore Bard, an innovative language model launched by Google AI.

By comparing these models, we aim to gain insights into their performance on clinical

language understanding tasks.

Prompting Strategies. We employ three prompting strategies to optimize the

performance of LLMs on each task: standard prompting, chain-of-thought prompting,

and our proposed self-questioning prompting. Standard prompting serves as the base-

line, while chain-of-thought and self-questioning prompting techniques are investigated

to assess their potential impact on model performance.

N-Shot Learning. We explore N-shot learning for LLMs, focusing on zero-shot and

5-shot learning scenarios. Zero-shot learning refers to the situation where the model has

not been exposed to any labeled examples during training and is expected to generalize

to the task without prior knowledge. In contrast, 5-shot learning involves the model

receiving a small amount of labeled data, consisting of five few-shot exemplars from the

training set, to facilitate its adaptation to the task. We evaluate the model’s performance

in both zero-shot and 5-shot learning settings to understand its ability to generalize and

adapt to different tasks in biomedical and clinical domains.
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6.5.2 Evaluation Procedure

To assess the performance for each task, we first create an evaluation set by randomly

selecting 50 instances from the test set. In the case of zero-shot learning, we directly

evaluate the model’s performance on this evaluation set. For 5-shot learning, we enhance

the model with five few-shot exemplars, which are randomly chosen from the training

set. The model’s performance is then assessed using the same evaluation set as in the

zero-shot learning scenario.

6.6 Results

In this section, we present a comprehensive analysis of the performance of the LLMs

(i.e., Bard, GPT-3.5, and GPT-4) on clinical language understanding tasks. We begin

by comparing the overall performance of these models, followed by an examination of the

effectiveness of various prompting strategies. Next, we delve into a detailed task-by-task

analysis, providing insights into the models’ strengths and weaknesses across different

tasks. Finally, we conduct a case study on error analysis, investigating common error

types and the potential improvements brought about by advanced prompting techniques.

6.6.1 Overall Performance Comparison

In our study, we evaluate the performance of Bard, GPT-3.5, and GPT-4 on various

clinical benchmark datasets spanning multiple tasks. We employ different prompting

strategies, including standard, chain-of-thought, and self-questioning, as well as N-shot

learning with N equal to 0 and 5. Table 6.3 summarizes the experimental results.

We observe that GPT-4 generally outperforms Bard and GPT-3.5 in tasks involv-

ing the identification and classification of specific information within text, such as NLI
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Table 6.3: Performance comparison of Bard, GPT-3.5, and GPT-4 with different
prompting strategies (standard, chain-of-thought, and self-questioning) and N-shot
learning (N = 0, 5) on clinical benchmark datasets. randomly sampled evaluation
data from the test set. Our results show that GPT-4 outperforms Bard and GPT-3.5
in tasks that involve identification and classification of specific information within text,
while Bard achieves higher accuracy than GPT-3.5 and GPT-4 on tasks that require
a more factual understanding of the text. Additionally, self-questioning prompting
consistently achieves the best performance on the majority of tasks. The best results
for each dataset are highlighted in bold.

Model
NCBI-
Disease

BC5CDR-
Chemical

i2b2 2010-
Relation

SemEval 2013-
DDI

BIOSSES MedNLI
i2b2 2006-
Smoking

BioASQ 10b-
Factoid

Micro F1 Micro F1 Micro F1 Macro F1 Pear. Acc. Micro F1 MRR Len. Acc.

Bard
w/ zero-shot StP 0.911 0.947 0.720 0.490 0.401 0.580 0.780 0.800 0.820
w/ 5-shot StP 0.933 0.972 0.900 0.528 0.449 0.640 0.820 0.845 0.880

w/ zero-shot CoTP 0.946 0.972 0.660 0.525 0.565 0.580 0.760 0.887 0.920
w/ 5-shot CoTP 0.955 0.977 0.900 0.709 0.602 0.720 0.800 0.880 0.900
w/ zero-shot SQP 0.956 0.977 0.760 0.566 0.576 0.760 0.760 0.850 0.860
w/ 5-shot SQP 0.960 0.983 0.940 0.772 0.601 0.760 0.820 0.860 0.860

GPT-3.5
w/ zero-shot StP 0.918 0.939 0.780 0.360 0.805 0.700 0.680 0.707 0.720
w/ 5-shot StP 0.947 0.967 0.840 0.531 0.828 0.780 0.780 0.710 0.740

w/ zero-shot CoTP 0.955 0.977 0.680 0.404 0.875 0.740 0.680 0.743 0.800
w/ 5-shot CoTP 0.967 0.977 0.840 0.548 0.873 0.740 0.740 0.761 0.820
w/ zero-shot SQP 0.963 0.974 0.860 0.529 0.873 0.760 0.720 0.720 0.740
w/ 5-shot SQP 0.970 0.983 0.860 0.620 0.892 0.820 0.820 0.747 0.780

GPT-4
w/ zero-shot StP 0.968 0.976 0.860 0.428 0.820 0.800 0.900 0.795 0.820
w/ 5-shot StP 0.975 0.989 0.860 0.502 0.848 0.840 0.880 0.815 0.840

w/ zero-shot CoTP 0.981 0.994 0.860 0.509 0.875 0.840 0.860 0.805 0.840
w/ 5-shot CoTP 0.984 0.994 0.880 0.544 0.897 0.800 0.860 0.852 0.880
w/ zero-shot SQP 0.985 0.992 0.920 0.595 0.889 0.860 0.900 0.844 0.900
w/ 5-shot SQP 0.984 0.995 0.920 0.798 0.916 0.860 0.860 0.873 0.900

Note: Acc. = Accuracy; CoTP = Chain-of-Thought Prompting; Len. Acc. = Lenient Accu-
racy; MRR =Mean Reciprocal Rank; Pear. = Pearson Correlation; StP = Standard Prompting.
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(MedNLI), NER (NCBI-Disease, BC5CDR-Chemical), and STS (BIOSSES). In the realm

of document classification, a task that involves assigning predefined categories to entire

documents, GPT-4 also surpasses GPT-3.5 and Bard on the i2b2 2006-Smoking dataset.

In relation extraction, GPT-4 outperforms both Bard and GPT-3.5 on the SemEval 2013-

DDI dataset, while Bard demonstrates superior performance in the i2b2 2010-Relation

dataset. Additionally, Bard excels in tasks that require a more factual understanding of

the text, such as QA (BioASQ 10b-Factoid).

Regarding prompting strategies, self-questioning consistently outperforms standard

prompting and exhibits competitive performance when compared to chain-of-thought

prompting across all settings. Our findings suggest that self-questioning is a promising

approach for enhancing the performance of LLMs, achieving the best performance for

the majority of tasks, except for QA (BioASQ 10b-Factoid).

Furthermore, our study demonstrates that 5-shot learning generally leads to improved

performance across all tasks when compared to zero-shot learning, although not univer-

sally. This finding indicates that incorporating even a modest amount of task-specific

training data can substantially enhance the effectiveness of pre-trained LLMs.

6.6.2 Prompting Strategies Comparison

We evaluate the performance of different prompting strategies, specifically standard

prompting, self-questioning prompting (SQP), and chain-of-thought prompting (CoTP)

on both zero-shot and 5-shot learning settings across various models and datasets. Fig-

ure 6.3 presents the averaged performance comparison over all datasets, under the as-

sumption that datasets and evaluation metrics are equally important and directly com-

parable. We observe that self-questioning prompting consistently yields the best per-

formance compared to standard and chain-of-thought prompting. In addition, GPT-4
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excels among the models, demonstrating the highest overall performance.
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Figure 6.3: Average performance comparison of three prompting methods in zero-shot
and 5-shot learning settings across Bard, GPT-3.5, and GPT-4 models. Performance
values are averaged across all datasets, assuming equal importance for datasets and
evaluation metrics, as well as direct comparability. The self-questioning prompt-
ing method consistently outperforms standard and chain-of-thought prompting, and
GPT-4 excels among the models.

Table 6.4 and Table 6.5 demonstrate performance improvements of prompting strate-

gies over multiple datasets and models under zero-shot and 5-shot settings, respectively,

using standard prompting as a baseline. In the zero-shot learning setting (Table 6.4),

self-questioning prompting achieves the highest improvement in the majority of tasks,

with improvements ranging from 4.9% to 46.9% across different datasets.

In the 5-shot learning setting (Table 6.5), self-questioning prompting leads to the

highest improvement in most tasks, with improvements ranging from 2.9% to 59.0%. In

both settings, we also observe some instances where chain-of-thought or self-questioning

prompting yields negative values, such as relation extraction (i2b2 2010-Relation) and

document classification (i2b2 2006-Smoking), indicating inferior performance compared

to standard prompting. This could be due to the specific nature of certain tasks, where

the additional context or complexity introduced by the alternative prompting strategies

might not contribute to better understanding or performance. It might also be possible
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that the model’s capacity is insufficient to take advantage of the additional information

provided by the alternative prompting strategies in some cases.

Overall, self-questioning prompting generally outperforms other prompting strategies

across different models and datasets in both zero-shot and 5-shot learning settings, despite

occasional inferior performance in specific tasks. This suggests that self-questioning

prompting can be a promising technique for improving performance in the domain of

clinical language understanding. Furthermore, GPT-4 emerges as the top-performing

model, emphasizing the potential for various applications in the clinical domain.

Table 6.4: Comparison of zero-shot learning performance improvements (in %) for dif-
ferent models and prompting techniques on multiple datasets, with standard prompt-
ing as the baseline. Bold values indicate the highest improvement for each dataset
across models and prompting strategies, while negative values signify inferior perfor-
mance. Self-questioning prompting leads to the largest improvement in the majority
of tasks.

Dataset Metric
Bard GPT-3.5 GPT-4

CoTP SQP CoTP SQP CoTP SQP

NCBI-Disease Micro F1 3.8 4.9 4.0 4.9 1.3 1.8

BC5CDR-Chemical Micro F1 2.6 3.2 4.0 3.7 1.8 1.6

i2b2 2010-Relation Micro F1 −8.3 5.6 −12.8 10.3 0.0 7.0

SemEval 2013-DDI Macro F1 7.1 15.5 12.2 46.9 18.9 39.0

BIOSSES Pear. 40.9 43.6 8.7 8.4 6.7 8.4

MedNLI Acc. 0.0 31.0 5.7 8.6 5.0 7.5

i2b2 2006-Smoking Micro F1 −2.6 −2.6 0.0 5.9 −4.4 0.0

BioASQ 10b-Factoid MRR 10.9 6.3 5.1 1.8 1.3 6.2

BioASQ 10b-Factoid Len. Acc. 12.2 4.9 11.1 2.8 2.4 9.8

6.6.3 Task-by-Task Analysis

To delve deeper into the specific characteristics and challenges associated with each

task (i.e., NER, relation extraction, STS, NLI, document classification, and QA), we
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Table 6.5: Comparison of 5-shot learning performance improvements (in %) for differ-
ent models and prompting techniques on multiple datasets, with standard prompting
as the baseline. Bold values indicate the highest improvement for each dataset across
models and prompting strategies, while negative values signify inferior performance.
Self-questioning prompting leads to the highest improvement in 6 out of 8 tasks, fol-
lowed by chain-of-thought prompting with 2 largest improvements.

Dataset Metric
Bard GPT-3.5 GPT-4

CoTP SQP CoTP SQP CoTP SQP

NCBI-Disease Micro F1 2.4 2.9 2.1 2.4 0.9 0.9

BC5CDR-Chemical Micro F1 0.5 1.1 1.0 1.7 0.5 0.6

i2b2 2010-Relation Micro F1 0.0 4.4 0.0 2.4 2.3 7.0

SemEval 2013-DDI Macro F1 34.3 46.2 3.2 16.8 8.4 59.0

BIOSSES Pear. 34.1 33.9 5.4 7.7 5.8 8.0

MedNLI Acc. 12.5 18.8 −5.1 5.1 −4.8 2.4

i2b2 2006-Smoking Micro F1 −2.4 0.0 −5.1 5.1 −2.3 −2.3

BioASQ 10b-Factoid MRR 4.1 1.8 7.2 5.2 4.5 7.1

BioASQ 10b-Factoid Len. Acc. 2.3 −2.3 10.8 5.4 4.8 7.1

individually analyze the results, aiming to better understand the underlying factors that

contribute to model performance and identify areas for potential improvement or further

investigation.

Named Entity Recognition Task. In the NER task, we focus on two datasets:

NCBI-Disease and BC5CDR-Chemical. Employing the BIO tagging scheme, we evaluate

model performance using the micro F1 metric. NER tasks in the biomedical domain

pose unique challenges due to specialized terminology, complex entity names, and fre-

quent use of abbreviations. Our results indicate that, compared to standard prompting,

self-questioning prompting leads to average improvements of 3.9% and 2.8% in zero-shot

learning for NCBI-Disease and BC5CDR-Chemical, respectively. In the 5-shot setting,

the average improvements are 2.1% and 1.1%, respectively. Moreover, GPT-4 demon-

strates the most significant performance boost compared to Bard and GPT-3.5.
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We also conduct a qualitative analysis by examining specific examples from the

datasets, such as the term “aromatic ring” in the BC5CDR-Chemical dataset, which

is often incorrectly predicted as “B-Chemical” (beginning of a chemical entity) instead

of “O” (outside of any entity) by the models. This error might occur because the term

“aromatic ring” refers to a structural feature commonly found in chemical compounds,

leading models to associate it with chemical entities and misclassify it. This example

highlights the challenges faced by the models in accurately recognizing entities, particu-

larly when dealing with terms that have strong associations with specific entity types. It

also demonstrates the potential limitations of prompting strategies in addressing these

challenges, as models may still struggle to disambiguate such terms, despite employing

different prompting techniques.

Relation Extraction Task. In the relation extraction task involving the i2b2 2010-

Relation and SemEval 2013-DDI datasets, we evaluate our model’s performance using

micro F1 and macro F1 scores, respectively. Our study reveals that self-questioning

prompting leads to average improvements of 7.6% and 33.8% in zero-shot learning for the

i2b2 2010-Relation and SemEval 2013-DDI datasets, respectively. In the 5-shot setting,

the average improvements are 4.6% and 40.7%, respectively. GPT-4 demonstrates more

significant performance improvement compared to Bard and GPT-3.5.

For our qualitative analysis, we examine a challenging example from the i2b2 2010-

Relation dataset, where the models struggle to identify the correct relationship between

“Elavil” and “stabbing left-sided chest pain”. The gold label indicates “TrWP” (Treat-

ment Worsens Medical Problem), but all models incorrectly predict it as “TrAP” (Treat-

ment is Administered for Medical Problem). This misclassification may arise from the

models’ inability to recognize that the patient still experiences severe pain despite taking

Elavil. This example highlights the difficulties encountered by the models in accurately

identifying nuanced relationships in complex biomedical texts. Incorporating domain-
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specific knowledge could help to better capture the subtleties of such relationships.

Semantic Textual Similarity Task. In the STS task, we focus on the BIOSSES

dataset and evaluate our model’s performance using Pearson correlation. Our study

reveals that self-questioning prompting leads to average improvements of 20.1% and

16.5% in zero-shot and 5-shot settings, respectively. GPT-4 outperforms Bard and GPT-

3.5 across all settings.

Taking a closer look, we examine a pair of sentences with a gold label similarity score

of 0.2, indicating high dissimilarity. The first sentence discusses the specific effect of

mutant K-Ras on tumor progression, while the second sentence refers to an important

advance in lung cancer research without mentioning any specific details. However, the

average score predicted by models, regardless of the setting, is 2.0. This discrepancy may

arise from the models’ difficulty in grasping the distinct contexts in which the sentences

are written. The models might be misled by the presence of related keywords such as

“tumor” and “cancer”, leading to an overestimation of the similarity score. This exam-

ple demonstrates the challenge faced by the models in accurately gauging the semantic

similarity of sentences when the underlying context or focus differs, despite the presence

of shared terminology.

Natural Language Inference Task. In the NLI task, we focus on the MedNLI

dataset and evaluate our model’s performance using accuracy. On average, self-questioning

prompting improves the model performance by 15.7% and 8.8% for zero-shot and 5-shot

settings, respectively, with GPT-4 consistently outperforming Bard and GPT-3.5 across

all settings.

We further investigate a pair of sentences where the gold label is “contradiction”. The

first sentence states that the patient was transferred to the Neonatal Intensive Care Unit

for observation, while the second sentence claims that the patient had an uneventful

course. Despite the gold label, none of the models ever predict the true label, opting
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for “neutral” or “entailment” instead. The models may focus on the absence of explicit

negations or conflicting keywords, leading them to overlook the more subtle contradiction.

These findings highlight the need to enhance model capabilities to better understand

implicit and nuanced relationships between sentences, thereby enabling more accurate

predictions in complex real-world clinical scenarios.

Document Classification Task. In the document classification task, we focus on

the i2b2 2006-Smoking dataset and evaluate our model’s performance using micro F1.

Our analysis reveals that self-questioning prompting leads to average improvements of

1.1% and 0.9% for zero-shot and 5-shot settings, respectively. GPT-4 consistently delivers

superior performance to Bard and GPT-3.5 in all experimental settings.

During our qualitative assessment, we investigate a patient record containing the sen-

tence “He is a heavy smoker and drinks 2-3 shots per day at times”. All models classify

the patient as a “CURRENT SMOKER”, while the patient is, in fact, a past smoker, as

indicated by the subsequent descriptions of medications and the patient’s improved con-

dition. This misclassification may occur because the models focus on the explicit mention

of smoking habits in the sentence, neglecting the broader context provided by the entire

document. This instance highlights the need for models to take a more comprehensive

approach in interpreting clinical documents by considering the overall context, rather

than relying solely on individual textual cues.

Question-Answering Task. In the QA task using the bioASQ 10b-Factoid dataset,

we evaluate our model with MRR and lenient accuracy. For MRR, self-questioning

prompting leads to average improvements of 4.8% and 4.7% for zero-shot and 5-shot

settings, respectively. For lenient accuracy, the improvements are 5.8% and 3.4%, re-

spectively. GPT-4 consistently outperforms Bard and GPT-3.5 across all settings.

During our qualitative exploration, we analyzed an example question: “What is the

major sequence determinant for nucleosome positioning?” The correct answer is “G+C
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content”; however, the top answer from models is “DNA sequence”. This misclassifica-

tion might occur because the models capture the broader context related to nucleosome

positioning but fail to recognize the specific determinant, namely G+C content. The

models may rely on more general associations between DNA sequences and nucleosome

positioning, resulting in a less precise answer. This example underscores the necessity for

models to identify fine-grained details in biomedical questions and deliver more accurate

and specific responses.

6.6.4 Case Study: Error Analysis

We conduct a comprehensive error analysis on relation extraction (SemEval 2013-

DDI), the most challenging task shared by all LLMs. This task is identified by calculating

the median performance across all settings for a robust representation. We investigate

common error types and provide illustrative examples, examining the influence of prompt-

ing strategies and N-shot learning on the models’ performance. This analysis highlights

each model’s strengths, limitations, and the role of experimental settings in improving

clinical language understanding tasks.

Table 6.6: Average error type distribution for SemEval 2013-DDI across Bard,
GPT-3.5, and GPT-4. Wording Ambiguity is the most common error for Bard, Lack
of Context for GPT-3.5, and Negation and Qualification for GPT-4.

Error Type Description
Error Proportion (%)

Bard GPT-3.5 GPT-4

Wording Ambiguity unclear wording 32 23 24

Lack of Context incomplete context usage 25 31 19

Complex Interactions multiple drug interactions 19 12 14

Negation and Qualification
Misinterpreting

negation/qualification
8 27 25

Co-reference Resolution Misidentifying co-references 16 7 18
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Table 6.6 presents the average error type distribution for the SemEval 2013-DDI

task across Bard, GPT-3.5, and GPT-4. The average proportions are calculated by

aggregating error frequencies for each error type across all settings and then dividing by

the total number of errors for each model. The most common error type for Bard is

Wording Ambiguity, accounting for 32% of its errors, which may stem from the inherent

complexity of clinical language or insufficient training data for specific drug relations. In

contrast, GPT-3.5 struggles the most with Lack of Context, comprising 31% of its errors,

suggesting the model’s difficulty in grasping the broader context of the input text. GPT-

4’s top error is Negation and Qualification, making up 25% of its errors, possibly due

to the model’s limitations in understanding and processing negations and qualifications

within the clinical domain. This analysis highlights the unique challenges each model

faces in the relation extraction task, emphasizing the need for targeted interventions and

tailored strategies to address these specific areas for improvement.

Figure 6.4: Error correction examples using self-questioning prompting (SQP) for
Bard, GPT-3.5, and GPT-4 in the SemEval 2013-DDI dataset, compared to standard
prompting (StP). Each example showcases the top error for each model and how SQP
addresses these challenges. As this chapter primarily focuses on the effectiveness of
SQP, chain-of-thought prompting is not presented in these examples.

Specific examples presented in Figure 6.4 illustrate the challenges faced by each model

and how self-questioning prompting (SQP) can effectively improve their performance.

108



Are Large Language Models Ready for Healthcare? A Comparative Study on Clinical Language
Understanding Chapter 6

SQP demonstrates its flexibility and adaptability across various model architectures by

mitigating distinct error types and refining predictions. Bard sees improvements in ad-

dressing Wording Ambiguity, GPT-3.5 benefits from enhanced context utilization, and

GPT-4’s understanding of negation is strengthened. These examples emphasize the sig-

nificance of harnessing advanced prompting techniques like SQP to bolster model perfor-

mance and reveal the multifaceted challenges faced by LLMs in relation extraction tasks,

particularly within the clinical domain.

Our findings highlight the potential of advanced prompting techniques, such as self-

questioning prompting, in addressing model-specific errors and enhancing overall perfor-

mance. These insights can be extended to various clinical language understanding tasks,

guiding future research to develop more robust, accurate, and reliable models capable of

processing complex clinical information and improving patient care.

6.7 Discussion

In this study, we have conducted a comprehensive evaluation of state-of-the-art large

language models in the healthcare domain, including GPT-3.5, GPT-4, and Bard. We

have examined the capabilities and limitations of these leading large language models

across various clinical language understanding tasks such as NER, relation extraction,

and QA. Our findings suggest that while LLMs have made substantial progress in un-

derstanding clinical language and achieving competitive performance across these tasks,

they still exhibit notable limitations and challenges. Some of these challenges include the

varying confidence levels of their responses and the difficulty in determining the trust-

worthiness of their generated information without human validation. Consequently, our

study emphasizes the importance of using LLMs with caution as a supplement to existing

workflows rather than as a replacement for human expertise. To effectively implement
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LLMs, clinical practitioners should employ task-specific learning strategies and prompt-

ing techniques, such as SQP, carefully designing and selecting prompts that guide the

model towards better understanding and generation of relevant responses. Collaboration

with experts during the development and fine-tuning of LLMs is essential to ensure ac-

curate capture of domain-specific knowledge and sensitivity to clinical language nuances.

Additionally, clinicians should be aware of the limitations and potential biases in LLMs

and ensure that a human expert verifies the information they produce. By adopting a

cautious approach, healthcare professionals can harness the potential of LLMs responsi-

bly and effectively, ultimately contributing to improved patient care.

Limitations While this study presents meaningful observations and sheds light on the

role of large language models in the healthcare domain, there are some limitations to our

work. Our study focuses on a select group of state-of-the-art LLMs, which may limit the

generalizability of our findings to other models or future iterations. The performance

of the proposed SQP strategy may vary depending on the tasks, prompting setup, and

input-output exemplars used, suggesting that further research into alternative prompting

strategies or other techniques is warranted. Our evaluation is based on a set of clinical

language understanding tasks and may not cover all possible use cases in the healthcare

domain, necessitating further investigation into other tasks or subdomains. Lastly, ethical

and legal considerations, such as patient privacy, data security, and potential biases, are

not explicitly addressed in this study. Future work should explore these aspects to ensure

the responsible and effective application of LLMs in healthcare settings.
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Chapter 7

Conclusion and Future Work

This dissertation introduces the strides we have made in applying machine learning (ML)

to healthcare. Our work sheds light on critical challenges, presents innovative solutions,

and offers key insights, all contributing to the potential enhancement of patient outcomes

and the optimization of healthcare delivery. Specifically, the empirical analysis on the

prediction of multiple organ failure in trauma patients sheds light on the impact of

different ML configurations. The findings highlight the importance of classifier choice

in achieving better performance and reveal the trade-off between model complexity and

performance variation.

The proposed multimodal Transformer model for early sepsis prediction demonstrates

its effectiveness over competitive baselines. By integrating physiological time series data

and clinical notes, the model shows promise in identifying sepsis cases at an early stage,

enabling timely interventions and potentially reducing mortality rates.

The development of an efficient model for multivariate time series classification ad-

dresses the computational challenges associated with large-scale time series datasets. The

proposed methodology, based on module-wise pruning and Pareto analysis, successfully

identifies the relationship between model efficiency and accuracy, providing insights for
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designing computationally efficient ML models without compromising performance.

The application of reinforcement learning in predicting the need for blood transfusion

in intensive care units provides a valuable decision support tool. The proposed off-policy

batch reinforcement learning algorithm demonstrates its potential in making transfusion

recommendations based on observed patient trajectories, contributing to more effective

treatment strategies and optimizing resource allocation.

The comparative study on the readiness of large language models (LLMs) for health-

care highlights their potential for clinical language understanding tasks. The evaluation

of state-of-the-art LLMs and the introduction of a novel prompting strategy shed light

on the importance of task-specific learning strategies to maximize their effectiveness in

healthcare applications.

While this dissertation addresses some key challenges in the field of ML applications

in healthcare, there remain important avenues for future research to explore. Some

potential areas of future work include:

(1) Multimodal Learning: Further investigation into the integration of multiple

data modalities, such as text, images, and physiological signals, can enhance the

performance and interpretability of ML models in healthcare. This involves devel-

oping robust algorithms and architectures that can effectively handle the challenges

associated with heterogeneous data.

(2) Ethical and Responsible Use of ML: Continued efforts are needed to address

ethical considerations, including privacy, security, fairness, and bias mitigation,

when deploying ML models in healthcare. Future research should focus on devel-

oping methods and techniques to ensure transparency, interpretability, and account-

ability of ML models, enabling healthcare professionals to trust and understand the

decision-making process.
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(3) Scalability and Generalizability: Validating and evaluating ML models on di-

verse patient populations and healthcare settings is crucial to ensure their effective-

ness and reliability. Collaborations with healthcare institutions and the collection

of large-scale, diverse datasets will enable the scalability and generalizability of ML

models.

(4) Real-Time Decision Support: Further development of real-time ML-based deci-

sion support tools can assist healthcare professionals in making timely and accurate

decisions. This involves integrating ML models into clinical workflows and provid-

ing real-time insights and recommendations for personalized patient care.
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