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ABSTRACT
We show that Game Description Language (GDL) can be used to de-

scribe some of the most commonly used test-beds in the automated

negotiations literature, namely Genius and Colored Trails. This

opens up an entirely new, declarative, approach to automated nego-

tiation, in which a single algorithm can negotiate over a very broad

class of different negotiation domains. We formally prove that the

set of possible agreements of any negotiation domain from Genius

(either linear or non-linear) can be modeled as a set of strategies

over a deterministic extensive-form game that can be described ef-

ficiently in GDL. Furthermore, we show experimentally that, given

only this GDL description, we can explore the agreement space ef-

ficiently using entirely generic domain-independent algorithms. In

addition, we show that the same also holds for negotiation domains

in the Colored Trails framework. This means we have the basic

ingredients to implement a single negotiating agent that is capable

of negotiating over many different kinds of negotiation domains,

including Genius and Colored Trails.
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1 INTRODUCTION
One of the main goals of Artificial Intelligence is to develop gen-
eral intelligence. That is, to develop algorithms that are capable of

reasoning about virtually any kind of problem, rather than just one

specific problem. For this reason, the field of General Game Playing

(GGP) [3] studies algorithms that are able to play games of which

the rules are only known at run-time. Such a ‘declarative’ approach

requires a machine-readable language to express the rules of many

different games. For this purpose the Game Description Language

(GDL) [12] was developed.

Recently, we have proposed to apply the declarative approach

also to the field of automated negotiation [6], using GDL to spec-

ify negotiation domains. Our idea was that two agents would be
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playing a non-zero-sum game described in GDL, while having the

opportunity to negotiate binding agreements with each other about

which moves each would make. This idea was further developed

in [7] and [8], which introduced an algorithm for declarative auto-

mated negotiation, called Monte Carlo Negotiation Search (MCNS).

It was based on Monte Carlo Tree Search (MCTS) [10], but extended

with a negotiation algorithm that allowed the player to negotiate

with its opponent. MCNS is entirely generic in the sense that it

can be applied to any game expressible in GDL, and this has been

tested on three different games. Although this work did shed light

on the feasibility of the declarative approach for automated nego-

tiation, it did not demonstrate to what extent it is applicable to

more traditional negotiation domains that do not involve games.

Therefore, in this paper we take this idea a step further and show

that indeed it can also be applied to two of the most commonly

used test-beds in the field of automated negotiation, namely Genius

[11] and Colored Trails [2, 4]. Although the domains in Genius are

not directly related to games, we show that they can nevertheless

be described efficiently in GDL.

We present the following results:

• We classify negotiation domains into two broad classes,

namely Cartesian domains and strategic domains.
• We define two notions of equivalence (isomorphism andweak
isomorphism) between negotiation domains.

• We formally prove that every Cartesian domain (which in-

cludes all domains in Genius) is weakly isomorphic to some

strategic negotiation domain.

• We show that, thanks to this weak isomorphism, any domain

from the Genius framework (either linear or non-linear) can

be described efficiently in GDL.

• We show that the Colored Trails domains can also be de-

scribed efficiently in GDL.

• We experimentally show that the the Genius domains and

the Colored Trails domains can be explored efficiently by

completely generic algorithms that only take GDL descrip-

tions as their input.

For more details we refer to the full version of this paper [9].

2 FORMAL RESULTS
Definition 2.1. A (bilateral) Negotiation Domain is a tuple

⟨Ω, 𝑐,𝑈1,𝑈2⟩whereΩ is the set of deals, 𝑐 is the conflict outcome,
𝑈1 and 𝑈2 are two utility functions (one for each agent) which

are maps from Ω ∪ {𝑐} to R. The utility values𝑈𝑖 (𝑐) are called the

reservation values.
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Wedistinguish between two types of negotiation domains, namely

Cartesian domains and strategic domains. All domains in the Genius

framework are Cartesian, while Colored Trails and the game of

Diplomacy [5] are examples of strategic domains.

Definition 2.2. A negotiation domain ⟨Ω, 𝑐,𝑈1,𝑈2⟩ is called a

Cartesian negotiation domain if its agreement space Ω is the

Cartesian product of a finite number of finite sets Ω = 𝐼1×𝐼2 · · ·×𝐼𝑛 ,
which are called the issues of the domain. A linear negotiation
domain is a Cartesian negotiation domain for which its utility

functions 𝑈𝑖 satisfy: 𝑈𝑖 (𝑎1, 𝑎2, . . . 𝑎𝑛) =
∑𝑛

𝑗=1 𝑑𝑖, 𝑗 (𝑎 𝑗 ) where each
𝑎 𝑗 is an element of 𝐼 𝑗 and each 𝑑𝑖, 𝑗 is a map from 𝐼 𝑗 to R.

The idea of a strategic negotiation domain, is that it represents

a negotiation between two players that are playing some game

𝐺 , but that may negotiate which joint strategies they will play.

Of course, this only makes sense if the game is a non-zero-sum

game, so that the players may indeed mutually benefit from making

binding agreements.

Definition 2.3. Let 𝐺 be an extensive-form game. Then a strate-
gic negotiation domain over𝐺 is a negotiation domain where Ω
is some set of joint strategies of 𝐺 , and for each 𝜔 ∈ Ω the utility

values 𝑈𝑖 (𝜔) are given by the utility values of 𝐺 that the players

would obtain if they played according to the joint strategy 𝜔 .

A branch negotiation domain is a special case of a strategic nego-

tiation domain, in which the joint strategies that the players may

agree upon completely fix every single move from the beginning

of the game until the end. So, any agreement between the players

completely determines the outcome of the game.

Definition 2.4. For any extensive-form game𝐺 its corresponding

branch negotiation domain B(𝐺) is the strategic negotiation

domain over 𝐺 for which the possible agreements are exactly the

branches of 𝐺 (sequences of moves that start at the initial state of

𝐺 and end at some terminal state of 𝐺) .

Definition 2.5. Two negotiation domains are weakly isomor-
phic if there exists a one-to-one mapping between all the individu-

ally rational outcomes of both domains that preserves the utility

values (up to a linear transformation).

We can now state our main theorems. Their proofs can be found

in the full version of this paper [9].

Theorem 2.6. For any Cartesian negotiation domain C there exists
a game 𝐺C such that B(𝐺C) is weakly isomorphic to C.

Theorem 2.6 is important because it says that any Cartesian nego-

tiation domain C can essentially be described by a GDL description

of the game 𝐺C .

Theorem 2.7. Let C be a linear negotiation domain with 𝑛 issues,
and for which the largest issue has size𝑚. Then, a description of C in
the format of Genius can be converted to a GDL description of 𝐺C in
𝑂 (𝑚𝑛) time and this GDL description will have 𝑂 (𝑚𝑛) size.

Theorem 2.8. Let C be a non-linear negotiation domain from
the Genius framework with 𝑛 issues, and with 𝑘 constraints. Then, a
description of C in the format of Genius can be converted to a GDL
description of 𝐺C in 𝑂 (𝑛𝑘) time and this GDL description will have
𝑂 (𝑛𝑘) size.

Theorem 2.9. Suppose we have an instance of Colored Trails with
a grid of size𝑚 ×𝑚, and with 𝑐 colors. Then it can be described in
GDL with a description of size 𝑂 (𝑚2 + 𝑐).

3 EXPERIMENTAL RESULTS
The theorems above show that it is possible to efficiently generate

GDL descriptions of Genius and Colored Trails instances. The next

question we aim to answer, is whether those GDL descriptions can

also be parsed efficiently by a negotiation algorithm. Specifically, we

have performed a number of experiments to answer the following

two questions: Given only the GDL description of a game 𝐺 , how
quickly can an agent detect its reservation value for the negotiation
domain B(𝐺)? and how quickly can an agent discover and evaluate
the possible agreements in B(𝐺)?

Detecting the reservation values of B(𝐺) amounts to determin-

ing the subgame-perfect equilibrium of 𝐺 . To do this, we imple-

mented a Score-BoundedMCTS algorithm [1]. To answer the second

question we implemented a simple depth-first search algorithm that

iterates over all branches of 𝐺 . We repeated these experiments for

three types of domains: linear Genius domains, non-linear Genius

domains, and Colored Trails domains.

We have converted each of the 24 linear Genius domains that

were used for ANAC 2012 into GDL, and we observed that in all
cases the reservation value could be found in less than a millisecond,
and that even in the largest domain (the Energy domain with 390,625
possible deals) we were able to find and evaluate all possible deals in
just over 3 seconds.

We have repeated these experiments with the non-linear do-

mains used for ANAC 2014. However, since the sizes were too large

for exhaustive exploration (between 10
10

and 10
50

deals) we mea-

sured the time required to evaluate 1 million deals. We observed

that in all cases the reservation value could be found in less than 10
milliseconds, and that in most cases it took between 15 and 60 seconds
to evaluate a million deals. Furthermore, we observed that this time

increases with the number of issues in the domain.

Finally, we performed the same experiments on the Colored

Trails game. We randomly generated 30 instances of this game, each

consisting of a 6× 6, 7× 7, or 8× 8 grid, with 4 different colors, and

each player having between 7 and 10 chips. The maximum number

of rounds was set to 40. The initial squares of the two players were

set at the top-left and bottom-right squares respectively, while their

goal squares were set at the center of the grid. We observed that

finding the reservation value took between 3 and 11 milliseconds,
with very large variance between the various instances, which does

not seem to have any correlation with the size of the instances.

Furthermore, we observed that it took between 40 and 46 seconds to
evaluate a million deals.
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