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Abstract different T-boxes. The rationale for this choice is the fact
Th dt ¢ . betw i N that DLs are a widely agreed standard for describing termi-
€ need fo represent mappings between difterent -, 54 ica| knowledge. In particular, DLs have gained a lot of

?nttotlﬁg{eds_ﬁhas ?ee? lrecpgnlzed as tfd lrlesult (I)f the  attention as a standardized way of representing ontologies on
act that different ontologies may partially overiap, the Semantic WefHorrockset al., 2009.

or even represent the same domain from different

points of view. Unlike ontology languages, work on Approach and Contributions
languages to represent ontology mappings has not , . .
yet reached a state where a common understand- e encode the different mapping languages in an extended

ing of the basic principles exists. In this paper we version of distributed fir_st-orc_zler_ logic (DFOL), a logical
propose a formal comparison of existing mapping frameyv_ork for representing distributed knowledge systems
languages by translating them into distributed first ~ Ghidini and Serafini, 200 DFOL consists of two com-

order logic. This allows us to analyze underlying ponents: a family of first order theories and a set of axioms
assumptions and differences in the interpretation of describing the relations between these theories. As most pro-
ontology mappings. posals for mapping languages are based on a subset of first-

order logic for describing local models and mappings with
L. a particular semantics for the connections between models,
1 Motivation these mapping languages can be expressed in distributed first

The benefits of using ontologies as explicit models of theorder logic in the following way:

conceptualization underlying information sources has widely  esyrictions on the use of first order sentences for de-
been recognized. Meanwhile, a number of logical languages scribing domain models

for representing and reasoning about ontologies have been the form of axioms that can be used for describing rela-
proposed and there are even language standards now that tions between domain models

guarantee stability and homogeneity on the language level. | . iams describing the assumptions that are encoded in
Afc the same time, the need to represent mappings between the specific semantics of mappings
different ontologies has been recognized as a result of the fact
that different ontologies may partially overlap or even repre- Encoding the different mapping approaches in first-order
sent the same domain from different points of vi@wouquet logic in this way has several advantages for an analysis and
et al, 2004. As a result, a number of proposals have beercomparison of existing work. In particular it allows us to do
made for extending ontology languages with notions of mapa formal analysis and comparison of different approaches in
pings between different models. Unlike for the case of on-a uniform logical framework. In the course of the investiga-
tology languages, work on languages to represent ontologions, we make the following contributions to the state of the
mappings has not yet reached a state where a common uatt in distributed knowledge representation and reasoning:
derstanding of the basic principles exists. As a consequence,
existing proposals show major differences concerning almost
all possible aspects of such languages. This makes it diffi-
cult to compare approaches and to make a decision about the
usefulness of a particular approach in a given situation.

The purpose of this work is to provide a better understand-
79 ol he commonaliles and diferences of exsing obes. ” ed rstorderlogioadioms "
o logic-based approaches that ha\}e been defined as exten.® V& provide first resul_ts on_the relative expressiveness of

X o . ; . ; the approaches and identify shared fragments

sions of existing formalisms for representing Terminological
Knowledge. In particular, we chose approaches that extend The paper is structured as follows. In section 2 we intro-
description logics (DL) with notions of mappings betweenduce distributed first order logic as a general model for de-

e we show how the DFOL formalism can be used to model
relations between heterogeneous domains (Proposition
1)

e we encode existing mapping approaches in a common
framework, making them more comparable

¢ we make hidden assumptions explicit in terms of distrib-



scribing distributed knowledge systems. We explain the intusame constant appears in two languages, as from the local se-
ition of the logic and introduce its syntax and semantics. Inmantics we have that the interpretation of a constamt’_; is
section 3 we describe how the different mapping approachesdependent from the interpretation of the very same constant
can be encoded in distributed first order language. Here wim L;, with ¢ # j. Overlapping is also unrelated to the inter-
will focus on the representation of mappings and the encodsection between the interpretation domains of two or more
ing of hidden assumptions. In section 4 we compare the difeontexts. Namely ilom; N dom, # (J it does not mean
ferent approaches based on their encoding in DFOL and dighat L, andL; overlap. Instead, DFOL explicitly represents
cuss issues such as relative expressiveness and compatibilggmantic overlapping via a domain relation.

of the different approaches and conclude with a summary Ofefinition 2 (Domain relation) A domain relationfrom

our findings and open questions. dom; to dom; is a binary relation;; C dom; x dom;.

. . . A domain relation fromi to j represents the capability of
2 Distributed First-Order Logic the j-th sub-system to represent in its domain the domain of

This section introduces distributed first order logic as a bathe i-th subsystem. A paifd, d’) being inr;; means that,
sis for modeling distributed knowledge bases. More detaild"™M th‘? point of view ofj, d in dom; is the representa-
about the language including a sound and complete calcul ion of &' in dom;. We use the functional notation; (d) to
can be found idGhidini and Serafini, 2045 enote the sefd’ € F,l0mj|_<d7 d') € rij}. The domain re-
Let {L;};c; (in the following{Z,}) be a family of first or- Iatlon r;; formalizes;j’s subjective point of view on th<=T rella—
der languages with equality defined over a non-empty/set tion betweerdom; anddom; and not an absolute objective
of indexes. Each languagg is the language used by theh ~ POINt Of view. Or in other words; # r;; because of the
knowledge base (ontology). The signaturelofis extended ~NON-symmetrical nature of mappings. Therefgfed’) & r;
with a new set of symbols used to denote objects which arg!Ust not be read as if andd’ were the same object in a do-

related with other objects in different ontologies. For each{)nain shared byandj. This fact would indeed be formalized
variable, and each index € I with j # i we have two PY SOme observer which is external (above, meta) to both
new Syrﬁbolsl;_)j andz—  calledarrow variables Terms andj. Using the notion of domain relation we can define the

and formulas ofL;, also calledi-termsand i-formulasand notion of a model for a set of local models.

are defined in the usual way. Quantification on arrow vari-Definition 3 (DFOL Model) A DFOL model M is a pair
ables is not permitted. The notatieiix) is used to denote ({M;},{ri;}) where, for eachi # j € I. M; is a set of
the formula¢ and the fact that the free variables ¢fare  local models forL;, andr;; is a domain relation frondom;

x = {x1,...,2,}. In order to distinguish occurrences of to dom;.

terms and formulas in different languages we label them with \yg extend the classical notion of assignment (e.g., the one

their index. The expressian ¢ denotes the formula of the  giyen for first order logic) to deal with arrow variables us-

i-th knowledge base. , _ ing domain relations. In particular, an assignmerprovides
The semantics of DFOL is an extension of Local Modelsfor each systen, an interpretation for all the variables, and

Semantics defined ifGhidini and Giunchiglia, 2001 Local  for some(but not necessarily all) arrow variables, as the do-

models are defined in terms of first order models. To capturenain relations might be such that there is no consistent way

the fact that certain predicates are completely known by thgy assign arrow variables. For instancesjfz) = d and

i-th sub-system we select a sub-languagg,afontaining the ;... (4) = {), thena, cannot assign anything tg .

equality predicate, denoted &$, which we call theecomplete . .

fragmentof L;. Complete termsndcomplete formulasre r[r)gljrg;“?or} ?L(_'?sznngg?gn;e; n/t\z/tis:a (f{a/\”/]liitj 7{3'? }o>f ?)2 r?

terms and formula of.{ and vice versa. ; . ; ;
tial functions from the set of variables and arrow variables to
Definition 1 (Set of local Models) A set of local modelsf  dom;, such that:
L; are a set of first order interpretations ©f, on a domain 1. a;(z) € domy;
dom;, which agree on the interpretation bf, the complete RSN Y .
om 9 P f p 2. a;(297) € rji(a(@));

fragment ofL;. 3. a;(z) € ryj(ai(z—));

As noted i Franconi and Tessaris, 20G#4ere is a founda- An assignment: is admissible for a formula : ¢ if a; as-
tional difference between approaches that use epistemic statg@ns all the arrow variables occurring dn Furthermérea
48%admissible for a set of formuldsif it is admissible for any
a. 4 e . An assignment is strictly admissiblefor a set of
formulasrI' if it is admissible forl" and assigns only the arrow
{ariables that occur ifi.

tics. The two approaches differ as long as there is more th
one modeln. Using the notion of complete sublanguale
however, we can force that the set of local models is eithe
a singleton or the empty set by enforcing tii&t= L. Un- ) ) o ] )
der this assumption the two ways of defining the semantics Using the notion of an admissible assignment given above,
of submodels are equivalent. Using this assumption, we areatisfiability in distributed first order logic is defined as fol-
therefore able to simulate both kinds of semantics in DFOL. lows:

Two or more models can carry information about the saméefinition 5 (Satisfiability) Let M = ({M;}, {r;;}) be a
portion of the world. In this case we say that tregman- modelfor{L;}, m € M, anda an assignment. Aixformula
tically overlap Overlapping is unrelated to the fact that the ¢ is satisfiedby m, w.r.t, a, in symbolsm |=p ¢[a] if



a) MEi:P(x™7) —j:Q(x) iff Foralldc |P|
b) MEi:P(z)—j:Q(z') iff Forallde |P|
) MEj:Q@™)—i:P(x) iff Foralldc|Q|
d MEj:Q()—i:P(z~7) iff Forallde|Q|

|; and for alld’ € 7;;(d), d" € |Q|;

|; there is ad’ € r;;(d), s.t.,d’ € |Q|;

|; and for alld’ with d € r;;(d’), d’ € | P|;

|; there is ad’ with d € r;;(d’), s.t.,d’ € |P|:

Figure 1: Implicit Quantification of Arrow Variables in Interpretation Constraints

1. ais admissible foii: ¢ and
2. m = ¢la;], according to the definition of satisfiability
for first order logic.

M [=T[a] ifforall i:¢ € T andm € M;, m =p ¢la;]*

Mappings between different knowledge bases are formal-
ized in DFOL by a new form of constraints that involves more
than one knowledge base. These formulas that will be the 4.
basis for describing different mapping approaches are called

interpretation constraints and are defined as follows:

Definition 6 (Interpretation constraint)An interpretation
constraint fromiy, ... i, toi with iy # iforl < k < n
is an expression of the form

@1,y O — 110 ()

The interpretation constraint (1) can be considered as an
axiom that restricts the set of possible DFOL models to those
which satisfy it. Therefore we need to define when a DFOL

model satisfies an interpretation constraint.

Definition 7 (Satisfiability of interpretation constraintsp
model M satisfiesthe interpretation constraint (1), in sym-
bolsM Eiy:¢1,...,i,:¢, — i:¢ if for any assignment
strictly admissible fofi; : ¢1, ..., in: 00}, if M = ip:drlal
for 1 < k < n, thena can be extended to an assignmeht
admissible fori : ¢ and such that1 |= i: ¢[a’].

Notice that, depending on whether an arrow variabte
occurs on the left or on the right side of the constrairnt,
has a universal or an existential reading. Figure 1 summariz

Proposition 1. Let M be a DFOL model and## j € I.

1. M = Fy; iff r;; is a partial function.

2. M = INV,; iff r;; is the inverse of;;.

3. M = 0Dy if ri5(= rj‘il) is an isomorphism between a
subset oidom; and a subset alom;. l.e.,dom; and
dom; (isomorphically) overlap.

M = ED;; iff r5(= r;il) is an isomorphism between

dom; and a subset alom;. l.e.,dom, is (isomorphi-

cally) embedded inlom;

M = IDy; iff r5(= rj_z.l) is an isomorphism between

dom; anddom;. |.e.,dom, is isomorphic tadom,.

. M = RD, if for every constant of L; and L, if ¢ is
interpreted ind for all m € M; thenc is interpreted in
ri;(d) for all models ofm € M, and vice-versa. l.e.,
the constant is rigidly interpreted byi andj in two
corresponding objects.

7. Finally M = IP;; iff M; = () implies thatM; = 0.

l.e., inconsistency propagates fraro ;.

5.

Modeling Mapping Languages in DFOL

Formalisms for mapping languages are based on four main
parameters: local languages and local semantics used to spec-
ify the local knowledge, and mapping languages and seman-
tics for mappings, used to specify the semantic relations be-
tween the local knowledge. In this section we focus on the
second pairs and as far as local languages and local seman-
etjscs it is enough to notice that

the different possible readings that will reoccur later. Nota-Local languagesin all approaches local knowledge is ex-

tionally, for any predicate®, | P|; = (,,c e, m(P), Where
m(P) is the interpretation oP in m.

By means of interpretation constraints on equality, we can
formalize possible relations between heterogeneous domains.

Fij {i:a™7 =y = jiz =y}

o i:a::yjf—>j:x’f:y
|NV'L] - {j:x:yl—»_)i:mjﬂzy }
ODij = F” U Fji U INVZ]
ED,;, = ODjjU{itzz=2—j:z'7 =2}

ID;; ED;; UED;;

. itr=c—j:a"T =c

RDij = { j:I:CHi:IjH: CeLiﬂLj}

!Since it will be clear from the context, in the remainder we will
use the classical satisfiability symbel! instead of=p and we will
write m = ¢[a] to mean that an-formula ¢ is satisfied bym.

In writing m | ¢[a] we always mean that is admissible for :
¢ (in addition to the fact thatn classically satisfieg) under the
assignment)

pressed by a suitable fragment of first order languages.

Local semantics with the notable exception ofFranconi
and Tessaris, 2004where authors propose apistemic
approachto information integration, all the other for-
malisms for ontology mapping assume that each local
knowledge is interpreted in a (partial) state of the world
and not into an epistemic state. This formally corre-
sponds to the fact that each local knowledge base is as-
sociated withat most ond-OL interpretation.

The first assumption is naturally captured in DFOL, by sim-
ply consideringL; to be an adequately restricted FOL lan-
guage. Concerning the local semantics, in DFOL models
eachl; is associated with aet of interpretationsTo simu-
late the single local model assumption, in DFOL it is enough
to declare eacli; to be acompletelanguage. This implies
that all them € M; have to agree on the interpretation of
L;-symbols.

Notationally, ¢, 1, . . . will be used to denote both DL ex-
pressions and FOL open formulasglfs a DL conceptg(x)
(or ¢(z1,...,zy,)) will denote the corresponding translation
of ¢ in FOL as described ifBorgida, 1996. If ¢ is a role
R then¢(x,y) denotes its translatioR(x, y), and if ¢ is a



constant, theng(z) denote its translation = c. Finallywe 3.2 Ontology Integration Framework (OIS)

usex to denote a set, .. ., z,, of variables. Calvanese and colleagues [iBalvaneseet al., 20028 pro-
o o ) pose a framework for mappings between ontologies that gen-
3.1 Distributed Description Logics/C-OWL eralizes existing work on view-based schema integratitha

. . - man, 1997 and subsumes other approaches on connecting
The approach presented [Borgida and Serafini, 200&x- DL models with rules. In particular, they distinguish global

tends DL with a local model semantics similar to the one in- . . )
troduced above and so-called bridge rules to define sema@—emr'c’ local centric and the combined approach. These ap-

X h ; o . roaches differ in the types of expressions connected by map-
tic relations between different T-Boxes. A distributed inter-". . . .
pretation for DDL on a family of DL languageZ.;}, is a pings. With respect to the semantics of mappings, they do not

- : ; . differ and we therefore treat them as one.
family {Z;} of interpretations, one for eadh plus a family . :
{rij }izjer Of domain relations. While the original proposal OIS assumes the existence of a global mgdeto which

only considered subsumption between concept expfeSSionégrf;ﬁlsrg?;jhe;ﬁiféfmﬁ;%%?seg}e%Sﬂiescjegag]eucerfggg dtgg in
the model was extended to a set of five semantic relation

: : : : : global domain. Further, in OIS constants are assumed to
ggfﬁ :3?2 gegvv\\;JQ ?hseegﬁg\,t\;?nsg?f the five semantic re""‘tlor%gidly designate the same objects across domain. Finally,
' global inconsistency is assumed, in the sense that the incon-

Definition 8 ([Bouquetet al., 2004). Let ¢ and+ be either  sistency of a local knowledge base makes the whole system
concepts, or individuals, or roles of the descriptive language#iconsistent. As shown in Proposition 1, we can capture these

L; andL; respectively. assumptions by the set of interpretation constrateids,,,
RD,,, andIP,,, wheres is the index of any source ontology

1. 3¢ —>jpif i (¢T) C i, andg the index of the global ontology.

R A S Y AN S According to these assumptions mappings are described
2.3 Z.'¢ ?jw !f 7”(¢I) = wIi in terms of correspondences between a local and the global
3. Tk T’ g ifrig(97) = 97, model. The interpretation of these correspondences are de-
4. JEig — j:pif ri(¢) Nyli = 0 fined as follows:
5.3 Fi:¢ — jupif riy(¢7) Nyt £ 0; Definition 9 ([Calvaneseet al, 20028). Correspondences

between source ontologies and global ontology are of the fol-

An interpretation for a context space is a model for it if all the "~
lowing four forms

bridge rules are satisfied.
- i, 1. 7 satisfied ¢, 4, sound w.r.t. the local interpretatiof,

From the ab_ove satisfiability condition one can see thatthe i 5| the j{ﬁeﬁ satisf;?ingb in D satisfy in g

mappingi: ¢ — j:1 is equivalent to the conjunction of the 2. (4 4, completé w.r.t. the local interpretatio, if no

mappingsi : ¢ — j:1 andi: ¢ —= j: 1. The mapping 'Zuple othertthan those satisfyingin D satisfiesp in Z,

P : - ... . 3. {(¢,v,exact w.r.t. the local interpretatio®, if the set

iig — J 1/} 1S eq*qulent .tOL 9 — ) ¥ And fmally of tuples that satisfies in D is exactly the set of tuples

the mapping : ¢ — j : ¢ is the negation of the mapping

u . | I theref satisfyinge in Z.
i:¢ — j:1. For the translation we will therefore con- . .
sider only the primitive mappings. As the underlying notion, oM the ‘above "semantic conditions¢, 1, exach

of a model is the same as for DFOL, we can directly try to'<s¢ zqggﬁlelgie t(l)t'st'[]heerg% ngﬁgﬂnh?gqﬁ’;é’\’/%oeu&de t;nndsla-
translate bridge rules into interpretation constraints. In par:”™’ *’ piete. 9 P

on of the first two correspondences. The definitions 1 and 2

ticular, there are no additional assumptions about the naturtéb ; LT . ;
of the domains that have to be modeled. The translation is thaOVe can directly be expressed into interpretation constraints
' compare Figure 1) resulting in the following translation:

following:
GLAV Correspondence | DFOL
C-OWL _ |DFOL (6,0, sound ST(X) = g ox )
it ?j:w irp(z77) — jiy(x) (¢, 1, complete g:p(x) — s:p(x7)
ii¢ =i | jp(x) —izg(aT) The translation shows that there is a fundamental difference
i:¢ —%—» j:1 | No translation in the way mappings are interpreted in C-OWL and in OIS.

) ) ) While C-OWL mappings correspond to a universally quanti-
We see that a bridge rule basically corresponds to the interpréied reading (Figure 1 a), OIS mappings have an existentially
tation @) and d) in Figure 1. The different semantic relationsguantified readings (Figure 1 b/d). We will come back to this
correspond to the usual readings of implications. Finally negdifference later.

ative information about mappings (i.é:,¢ —%—> j:1is not . .
representable by means of DFOL interpretation constraints.3-3 DL for Information Integration (DLII)
A slightly different approach to the integration of different
2n this definition, to be more homogeneous, we consider theDL models is described ifiCalvaneseet al, 20024. This

interpretations of individuals to be sets containing a single objecpproach assumes a partial overlap between the domains of
rather than the object itself. the models\/; and M, rather than a complete embedding of



them in a global domain. This is captured by the interpreta- In DFOL we have only one single relation fromto
tion constraintOD;;. The other assumptions (rigid designa- j, while in e-connection there are many possible relations.
tors and global inconsistency) are the same as for OIS. However, we can use a similar trick as used[Borgida

An interpretationZ associates to each/; a domainA;. and Serafini, 20030 map relations to interschema relations:
These different models are connected by interschema ass&ach of the relations im;; acts as ar;;. To represent-
tions. Satisfiability of interschema assertions is defined asonnections it is therefore enough to label each arrow vari-

3 wn
follows able with the proper link name. The arrow variablg™ 7 is

Definition 10 (Satisfiability of interschema assertions) 7 reaq as the arrow variableﬁ Whe_rerij is intended to be
is an interpretation fol/; andM; we say thaf. satisfies the the interpretation obwn;;. With this syntactic extension of

interschema assertion DFOL, concept definitions based on links (denotedisan
& Ceat ), if o7 C T & Lews ¥, if o7 € T be codified in DFOL as follows:
— i T _ ., T i A A
2 et g :1]: ((;51 ;TZZJI . wquﬁ%?? P, if o7 # e-connections| DFOL
=int ¥ nij = nij . . iE,
6 =im 0,1 TN TL, =T N TL, ¢EIEY | i(@) = (@)
G Lime 0, ST NTL 2PN TL ¢ CVE.Y) i:0(z™7) — (@)
O Fing Y, if d)z N Tgij # wl’ N Tgij ¢ E=nE.y Z:/\k=1 P(z1) — .
As before=.,; and =;,, are definable as conjunctions 7 Njsne1 w(IZHLAIk # T
of Ccs: and ¢, SO we can ignore them for the DFOL C< nE. - AN T
translation. Furthermore, a distinction is made between ex pEsnby i ¢(,m) nJ{\lkzl T T
tensional and intentional interpretation of interschema asser- J: Vi (1/’(%) O Vigr Th = ffk)

tions, which leads to different translations into DFOL. We see that like OIS, links in theconnections framework

interschema assertions DFOL have an extensional interpretation. The fact, that the frame-
¢ Ceat ¥ iip(x) — jp(x7) vyork distinguishes betyvegn different types of domain rela-
& Logt U, Fext O No translation tions, howev_er, makes it dlfferent_ from all other approaches.
& Cing 1 ip(xT) = jiap(x) ~ Another difference to the previous approaches is that new
& Lint Uy & Fint ¥ No translation links can be defined on the basis of existing links, similar to

complex roles in DL. Syntax and semantics for link construc-
Whil;a_ thefextens!onal .intgrlgreiﬁtiop tcort(esplor)dts to t?ei. Seors is defined in the usual wagE )’ = (Ez)—1 (Inverse),
mantics of mappings in OIS, the intentional interpretation I _ T ~pT N I _ 1 pT
corresponds to the semantics of mappings in C-OWL. ThusE M £)" = E-NF (CIonJuncuon),(E U F) = ETUF
using the distinction made in this approach we get an explangDisjunction), and(-E)" = (A; x A;) \ E* (Comple-
tion of different conceptualizations underlying the semanticgnent). Notice that, by means of inverse links we can de-
of C-OWL and OIS that use an extensional and an intentiondiine mappings of the b and d type. E.g., theonnection

interpretation, respectively. statementp) C 3£~ 1 corresponds to the DFOL bridge rule
¢(x) : i — Ya'—j :which is of type b). Similarly the-
3.4 e-connections connectionp C VE ™1 corresponds to a mapping of type d).

As the distinctions between different types of links is only

/I?n g\:\l;fg&er: b?s%rg%;g ;%e?eggI?r%rr:etlk?goig\?esbt?t\gt?g: O?I; made on the model theoretic level, it is not possible to model
9 9 9 Boolean combinations of links. Inverse links, however, can

called e-connections between abstract description system : L
[Kutz et al,, 2004. Originally intended to exteng the dgcid— Be represented by the following axiom:
ability of DL models by partitioning them into a set of mod-
els that use a weaker logic, the approach has recently been ~

proposed as a framework for defining mappings between on- j:yE—w' =z iy = ]

tologies[Grauet al,, 2004. _ _ _ _ _ _ _

In the e-connections framework, for every pair of ontolo- Finally the inclusion axioms between links, i.e., axioms of
giesij there is a set;; of links, which represents binary rela- the formE C I whereE and F are homogeneous links, i.e.,
tions between the domain of tieh ontology and the domain links of the same;;, can be translated in DFOL as follows:
of the j-th ontology. Links fromi to j can be used to define B . F
i-concepts, in a way that is analogous to how roles are used to ix=y 7 —juat =y

define concepts. In the following table we report the syntaXpe can say that the-connections framework significantly

ggﬁ;?eessaemn#gfm@tfg?n;fgédfgggiggsabc?neciSpﬁinﬁe( differs from the other approaches in terms of the possibilities
only assumption about the relation between domains is globe&? define and combine mappings of different types.

inconsistency, see above). . . .
Y ) 4 Discussion and Conclusions

%To simplify the definition we introduce the notatioh’;; =  The encoding of different mapping approaches in a common
TZ: N TL, foranyn > 1. Notice thatT,; = A} N A7 framework has two immediate advantages. The first one is the

Efl.
—
=T

E .
ity=x" 7 —jy



ability to reason across the different frameworks. This can b&keferences
done on the basis of the DFOL translation of the different ap[Borgida and Serafini, 2003A. Borgida and L. Serafini.
proaches using the sound and complete calculus for DFOL - pigiributed description logics: Assimilating information

[Ghidini and Serafini, 2000 As there are not always com- fom peer sourceslournal of Data Semanticd:153-184,
plete translations, this approach does not cover all aspects of 5593

the different approaches, but as shown above, we can capt
most aspects. There are only two aspects which cannot of description logics and predicate logiottificial Intel
represented in DFOL, namely “non mappings’q — j: v X ; )

in C-OWL, ¢ Z,,, ¢ etc. in DLII) and “complex map- ligence 82:353-367, 1996. Research Note.

pings” such as complex links ia-connection. The second [Bouquetetal, 2004 P. Bouquet, F. Giunchiglia, F. van
benefit is the possibility to compare the expressiveness of the Harmelen, L. Serafini, and H. Stuckenschmidt. Contextu-
approaches. We have several dimensions along which the alizing ontologiesJournal on Web Semantich(4):xx—xx,

ure , . .
t{rgorglda, 1996 A. Borgida. On the relative expressiveness

framework can differ: 2004.

Arity of mapped items* C-OWL allows only to align con- [Calvaneset al, 20023 Diego Calvanese, Giuseppe De Gi-
stants, concepts and roles (2-arity relations}, acomo, and Maurizio Lenzerini. Description logics for in-
connections allow to align only 1-arity items, i.e., con-  formation integration. In A. Kakas and F. Sadri, editors,
cepts, while DLII and OIS allow to integrate-arity Computational Logic: Logic Programming and Beyond
items. volume 2408 ot.ecture Notes in Computer Scienpages

Positive/negative mappingsMost approaches state positive ~ 41~60- Springer, 2002.
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