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Abstract Add the following contact to the Staff list.
] Arthur Scott ascott@ardra.com Rm 7992 281 1914
Although Natural Language Processing (NLP) for On the events page, delete row "December 23 Assembly
requestsfor information _has been well-studied, for Automotive Engineers Conference Room A21"
_there has been little prior Work_ on under_stand— On the people page under Tommy Lee delete 281 2000
ing requests to update information. In this pa- Please delete Kevin Smith's phone number - thanx, Maftha
per, we propose an intelligent system that can Change Mike Roberts to Michael Roberts.

process natural language website update requests
semi-automatically. In particular, this system can Figure 1: Example update requests (edited slightly for spac
analyze requests, posted via email, to update the 54 readability)

factual content of individual tuples in a database-

backed website. Users’ messages are processed us-

ing a scheme decomposing their requests into ase- 3 wajting period before the human webmaster can incorporate

quence of entity recognition and text classification corrections, leading to long processing times, and a web sit
tasks. Using a corpus generated by human-subject  that is not up to date.

experiments, we experimentally evaluate the per-
formance of this system, as well as its robustness
in handling request types not seen in training, or
user-specific language styles not seen in training.

In this paper, we describe an intelligent system that can
process website update requests semi-automaticallyt, Firs
natural language processing is used to analyze an incoming
request. Based on the analysis, the system then constructs a
executable version of the proposed change, which is repre-
1 Introduction sented as a pre-filled instance of a form. By examining the

In this paper, we present a natural language system thé?rm,the end user can efficiently determine whether the-anal
helps a webmaster maintain the web site for an organizalSiS Step was correctly accomplished, and, if necessagy; ov

tion. Specifically, we describe a system for understandingd® the results of the agent's analysis by changing vaiies i
certain natural-language requests to change the factaal co he form. Prior experiments with human subjects have shown

tent on a website. We will assume that the website is baseff‘at this process is an effective means of reducing human ef-
on a database, and focus on requests to update specific fatgst: ven if the initial analysis step is imperfd2004.
in this database. This paper focuses on the natural-language processing part
To motivate this, we note that although NLP for requests to°f this system. As is typical of informal text like email, use
deliverinformation(i.e., question-answering) has been well-messages are often ungrammatical, use capitalizaticerpatt
studied, there has been little prior work on NLP for requestgnconsistently, use many abbreviations and include typss (
to updateinformation. However, NLP for update requests illustrated in Figure 1). As a consequence, standard skallo
is an attractive research problem, in part because a user cAfi-P tools such as part-of-speech tagging and noun-phrase
more easily detect an imperfectly-processed utterance. ~ chunking, which are preliminary steps for text parsing, are
As a concrete example of update requests, we considétuite unreliable. We therefore suggest here a learning ap-
here requests for web-site updates. Such a system would #goach, where rather than parse the text into a framework
practically useful, as many organizations maintain a singl of pre-modeled domain knowledge, we decompose the gen-
large database-backed web site that includes informatamn t €ral task into a sequence of entity extraction and clastiita
can be contributed or corrected by many individuals. Sincgub-tasks. All of these sub-tasks can be learned from incom-
individual users, each of whom may only contribute a fewing messages, improving system performance over time.
database changes a year, may be reluctant to learn how to in-We will first describe a scheme for decomposing request-
terface with the database to make their occasional updates, understanding into a sequence of learning tasks. Next, we
many orginazations users submit update requests via email describe the corpus of requests that is used for performance
natural language to a human webmaster. Frequently, there évaluation. We then describe each of the learning sub-tasks



in detail, along with experimental results. We also presensider request 4 in the figure: the previous analysis tellseis w
experimental results on the robustness of the system —in pashould delete some attribute value from the tuple of the-“per
ticular, how the system will perform on request types nohsee son” relation with the key value of “Tommy Lee”, but does

in training, or on user-specific language usage not seen inot specify the value to be deleted. Hence, to complete the
training. Finally, we evaluate the end-to-end system’éqger analysis fordeleteValugequests, it is necessary to determine
mance, to determine what fraction of messages can be prdhe attribute that needs to be deleted. This is again a t@st cl
cessed completely without errors. We conclude with a revievsification task: given a database schema, only a fixed number

of related work and our conclusions. of attributes need to be considered as possible targets.
For pedagogical reasons, we have described these steps
2 Understanding Update Requests as if they are taken separately. However, the steps are not

. independent—i.e., information from each step of analysis
2.1 Analysis procedure may affect other steps. In section 6 we describe and eval-
Figure 1 gives some example web site update requests that anate a particular sequence, where outputs of some steps are
addressed by the given analysis procedure. General requegiropagated as inputs to the next steps.
that are not for factual update (e.g., “The animated gif & th
logo doesn’t flash properly when | view it from my home .
PC”) will simply be flagged and forwarded to the real human3 ~ The Experimental Corpus
webmaster.

The analysis procedure contains the following steps.

Request type classification. An informal prelimi-

In order to collect an appropriate corpus, a series of ctiatto
human-subject experiments were performed, in which partic

. ipants were given a series of tasks in pictorial form and @éske
nary analysis of real webmaster request logs suggested th f;t they compose and send an appropriate e-mail messages

factual-update requests are in one of the following forndst a t0 2 webmaster adent. In response to the User's request. the
a new tuple to the database; delete an existing tuple; delete gent. P q '
agent returned areviewof the updated page, and alpce-

value from an existing tuple; or alter (add or replace) aealurf_illed formthat contained a structured representation of the

of an existing tuple. One step of the analysis is thus dete user’s request. The user could correct errors by editing tex
mining the type of request. This istext classificatiortask: .  Ieq : - y
in various slots of the form, or by choosing from pull-down

each request will be mapped to one of the categ@ikes u- menus.

ple, deleteTupledeleteValugalterValue If it is not in one of ,
these categories, it will be mappeddtherRequest Overall, the human-generated corpus contains a total of

Named entity recognition (NER). Another step of the only 617 example requests, involving approximately 20 sub-

analysis is to identify alentity namesn a request. Figure 2 16CtS, and about 30 different tasks. o
shows the result of correctly recognizing person namesilema Note that the same pictorial task descriptions were pre-
addresses, phone numbers, room numbers, and event titles§anted to multiple users. This sort of duplication can lead
some sample requests. The subscript after an entity irgicat 0 undesirable behavior for a learning system: if a certain
its type (for instance, “person” or “room number”). pictorial task ,demonstrating addition of a phone number to
Role-based entity classificationWe distinguish between @ person named Greg Johnson for example, is represented by
four differentroles for an entity in an update request. (a) Multiple similar examples in the data, then the system might
An entity is akeyEntityif it serves to identify the database €arn a correlation between the phrase “Greg Johnson” and
tuple which is to be modified. In the figure, key entities the task of adding a phone number. To address this problem,
are marked with a superscripf. An example is the entity We manually replaced duplicate entity names with alterna-
“Freddy Smith” in the sentence “please delete Freddy Smith’ tive values throughout the corpus, preserving surfaceifest
phone number”. (b) An entity is aewEntity(marked with a ~ Such as capitalization patterns and misspellings.
superscriptV) if it is a value to be stored in the database. (c) The requests in the corpus are largely factual updates con-
An entity is anoldEntity (superscripD) if it is a value cur- ~ cerning a single tuple in the database, so we will focus our at
rently in the database which the user expects to be replacdéntion on such requests. Also, the relations in the unarerly
with anewEntity (d) Entities unrelated to the execution of the database schema of the corpus do not contain two attributes o
request are considered to beiseEntities In the figure, they more of the same type, where “type” is defined by the output
have no superscript marking. Role-based entity clasdiicat Of the entity recognizer. For instance, personal detaitghii
is anentity classificatiortask, in which entities produced by include a home phone number and an office phone number,
the earlier NER step are given an additional classification. but our corpus has no such duplications. Duplications &f thi
Target relation classification. The second column of Fig- sort would require an additional entity classifier.
ure 2 shows the relation associated with each request. For As mentioned, the text itself is often ungrammatical and
any fixed database schema, there is a fixed set of possible reeisy. We pre-processed the text, annotating it with a ver-
lations, so this is ¢&ext classificatioroperation. sion of Brill's part-of-speech taggéBrill, 1995] and a hand-
Target attribute classification. Given entities, the roles of coded noun-phrase chunker which was tuned for email (us-
entities, the target relation, and the request type, theasem ing a different corpus). In learning, however, we rely mginl
tics of the many tuple-based commands will be often com-on alternative features that exploit syntactic propenicthe
pletely determined. One type of request that may still be unmessages. These features prove to be informative for the
derspecified is thdeleteValugequest. As an example con- noisy text in our corpus.



Request Request Target Target
Type Relation Attribute

Add the following contact to the Staff lisfArthur Scott] pNem

[ascott@ardra.com]Y,..; Rm[7992LY,.., [412 281 1914}, addTuple | - people -

2 | Onthe events page, delete rofipecember 23[ ... [Assembly for

. ; deleteTuple| events —
Automotive Engineers Conferencef ... ..o ROOM[A21]X " P

On the people page undgiommy Lee]fferson delete[412 281

3 Zoooﬁhone deleteValue| people | phoneNum
4 Please deletf-reddy Smith’s] fferso,,’s phone number - thanx, deleteValue| people | phoneNum
[Martha] person
5 | ChangeMike Roberts] Norson t0 [Michael Roberts])Y,,.,, on the altervalue | people | personNamel
People page.
6 Please adfiGreg Johnson}ﬁrson s phone numberf412 281 altervalue | people | phoneNum
2000 one
Figure 2: Analyzed update requests.
4 Learning . e Test St\%/t idai
e ull Corpus Validation
Below we describe each of the individual learning tasks: Rel T?/nrw)e 95 7p n/a
evant experimental results are given for every component. Date 96:1 97.7
4.1 Entity Recognition Email 1000 100.0
Named Entity Recognition (NER), or the identification of the () Rules
substrings of a request that correspond to entity names, is Basef. Tunedf. Tuned features
a well-studied yet non-trivial Natural-Language Procegsi Type 5CV 5CV 5CVusr  5CVrEQ
task. We evaluated NER performance for seven linguistic | Time 87.7 91.2 88.2 93.9
types: time, date, amount, email addresses, phone numberg, Date 88.5 94.4 95.8 88.9
room numbers, and personal names. The data includes some Amount | 89.7 93.1 93.1 85.4
mentions of additional entity types (e.qg., job titles andasr Phone 87.3 94.2 924 82.3
nization names) but not in sufficient quantity for learning. Room# | 81.9 90.4 87.1 83.0
We experimented with two approaches to entity extraction: | Person 80.9 90.3 83.6 88.3

a rule-based approach, in which hand-coded rules are used
to recognize entities; and learning-based extraction.rlitee
language we used .is based on cascaded finite state machines.  Tgpje 1: Entity recognition results: F1 measures
The learning algorithm we use here is VPHMM, a method
for discriminatively training hidden Markov models using a
voted-perceptron algorithfiCollins, 2002. entity types, applying the VPHMM algorithm. Here NER is
We found that manually constructed rules are best suitededuced to the problem of sequentially classifying eackmok
for entities such as e-mail addresses and temporal expreas either “inside” or “outside” the entity type to be extiett
sions. These types are based on limited vocabularies arferformance is evaluated by the F1-meaSushere entities
fairly regular patterns, and are therefore relatively etmsy are only counted as correct if both start and end boundaries
model manually. Email addresses are an extreme exampbge correct (i.e., partially correct entity boundaries given
of this: a simple regular expression matches most email adho partial credit.) The left-hand columns in the table €titl
dresses. “5CV") show F1-measure performance on unseen examples,
Table 1(a) shows the results of extraction using hand-codeas estimated using 5-fold cross validation. The right-hand
rules for email and temporal expressions. We evaluated theolumns will be discussed later.
rules on the main corpus, which was used for generating the Performance is shown for two sets of features. Bhee
rules, and also on a 96-message “validation set”, contininfeatureset corresponds to words and capitalization templates
messages which were collected in a second, later series offer a window including the word to be classified, and the
human-subject experiments (unfortunately, no time expreshree adjacent words to each side. The second set of features
sions were present in this additional set.) As shown in thdabeledtuned featuresn the table, is comprised of the base
table, the entity F1 performance is above 95% for all casefeatures plus some additional, entity-type specific festur
that could be evaluated. -
In Table 1(b) we show results for learning on the full set of  'F1 is the geometric mean of recall and precision.

(b) Learning



which are constructed using the same rule language used t6CV” column. As shown by these results, the task of re-

build the hand-coded extractors. For example, in extrgctin lation determination is relatively straight-forward, pided
dates we added an indicator as to whether a word is a numbsufficient training data.
in the range 1-31; for personal names, we added an indica-

tor for words that are in certain dictionaries of first and las | Target F1/Error Def.
names. Relation 5CV 5CVusr  5CVgpq | Error

Overall, the level of performance for extraction — better | people 99.7/0.3 99.3/0.8 97.3/3.4 38.7
than 90% for every entity type, using the tuned features — | budget | 100.0/0.0 99.2/1.6 78.8/3.6 10.0
is very encouraging, especially considering the irredgtylar events 99.6/0.2 97.4/11 97.8/1.9 22.7
of the text and the relatively small amount of training data | sponsors| 100.0/0.0 98.6/0.2 98.6/0.2 6.0

available. We found that users tend to use the terminology

and formats of the website, resulting in reduced variapilit

Table 3: Target relation classification results

4.2 Role-based entity classification

Once an entity span has been identified, we must determirfe4  Request type classification
its functional role—i.e., whether it acts akeyEntitynewEn-  In many cases the type of a request can be determined from
tity, oldEntity, or noiseEntity(as outlined in Section 2.1). We the roles of the entities in the request. For instanceduiTu-
approach this problem as a classification task, where the exle request has nkeyEntitiedout may have multipl@ewEn-
tracted entities are transformed into instances to be durth tities; conversely adeleteTupleaequest hagkeyEntities but
classified by a learner. no newEntitiesand only amalterValuerequest can have both
The features used for the learner are as follows. (a) Th&eyEntitiesand newEntities This means that most request
closest preceding “action verb”. An action verb is one of atypes can be determined algorithmically from the set of en-
few dozen words generally used to denote an update, such &ty roles found in a request.
“add”, “delete”, etc. (b) The closest preceding prepositio ~ The primary need for a request-type classifier is to distin-
(c) The presence or absence of a possessive marker after tgeish betweernleleteValueand deleteTuplerequests. These
entity. (d) An indication whether the entity is part of a dete types of requests are often syntactically quite similarn-Co
mined NP. sider for instance the requests “delete the extension for Da
The experimental results for the important classes ar&mith” and “delete the entry for Dan Smith”. The first is a
shown in Table 2, in the column marked “5CV”. We used deleteValudor a phone number, and the second idedete-
here an SVM learner with a linear kerridbachims, 2001  Tuplerequest. The action verb (“delete”) and the included en-
We show results for each class separately, and in addition téties, however, are identical. To distinguish the two resf
F1 performance for each category, we also show error ratdyPes, itis necessary to determine the direct object of énke v

The “Default Error” is the error obtained by always guessing‘delete”—which is difficult, since shallow parsing is inaec
the most frequent class. rate on this very noisy corpus—or else to construct features

that are correlated with the direct object of the verb.

Table 2: Role-based entity classification results

Thus, we used the following as features. (a) The counts

Entity F1/Error Default o o N

Role 50V 5CVuse  5CVagg Error of keyEntmes oldEntities _and_newEntltlesm a request. (b)
KeyEntity | 87.011.5 83.5/144 84.01143 44.2 The action verbs appearing in a request. (c) The nouns that
newEntity | 88.8/7.5 85.0/10.6 83.4/10.] 34.4 appear in an NP immediately fqllowmg an action verb, or
oldEntity | 81.0/2.5 81.3/25 76.4/3.0 6.7 that appear in NPs before an action verb in passive form. (d)

Nouns from the previous step that also appear in a dictionary
of 12 common attribute names (e.g., “phone”, “extension”,
“room”, “office”, etc).

The results are shown in Table 4. With these features, one

The results for the role determination are almost-can distinguish between these request types quite aclurate

surprisingly good, considering the difficult, linguistiatare

of this role assignment task. The set of features suggested Request F1/Error Def.
here is small and simple, and yet very informative, support-| Type 5CV 5CVysr 5CVgrEqg | Error
ing effective learning of roles even for semi-ungrammatica | deleteTuple| 93.1/2.4 92.6/2.6 74.7/9.24 18.0
texts. deleteValue| 82.9/3.1 86.0/24 575/6.0 9.1

4.3 Target relation classification

To determine the target relation, we used the same SVM

learner. The input features to the classifier are a “bag-of- . L

words” representation of a request, as well as the entiggyp 4-5 Target attribute classification

included in the request (for example, presence of a “phon&he classification of requests by target attributes is vieny s
number” entity in a request indicates a “people” relation, i ilar to request type classification, except that rather then
our database schema.). Results are shown in Table 3 in therminingif a delete request concerns an attribute, one must

Table 4: Request type classification results



determinavhichattribute the request concerns. Given our as-every test fold are for tasks that were not encountered in the
sumptions, this step need only be performeddeleteValue training set. The results of this split are given in the calsm
requests that do not specify aldEntityvalue. titled as “REQ”.

Here in fact we learn a vocabulary for attributes names. A To summarize the results, the loss in performance for NER
simple bag-of-words feature works quite well for this task, problems is moderate, but larger than that seen when sglitti
as is shown by the results in Table 5 in the “5CV” column. by users. Entity-role classification drops off only slighdnd
The vocabulary used in the corpus to describe each attributgerformance for target-relation classification also reraaix-
is fairly small: e.g., phone is usually described as "phene” cellent for most relations. However, performance for resfue
"line” or "extension”. Perhaps this is because users tend tdype classification does drop off noticibly. This drop is al-
use the terminology of the website, or because the relevamhost certainly due to lack of appropriate training datarehe

vocabularies are limited by nature. are only a handful of tasks updating the “budget” relatiord a
also only a relatively small number of tasks requiring resjue
Request F1/Error Deft. type classification. Similarly, the task of classificationdi-
Type 5CV 5CVysr  5CVepg | Error tribute name is practically infeasible for some attribwyfeets
personalname 77.3/2.8 66.7/42 175/7.§ 7.0 in this settings, due to the small number of attribute names
phonet 92.7/1.0 929/10 82/73| 91 mentions in the corpus. However, provided that the system
room# 87.0/29 915/1.0 56.9/9.1 180 is given sufficient training data for the relevant relatiorda
publication 796/37 812/21 448/54 91 attribute, it should perform well on different requests.
photo 93.1/24 786/3.9 71.3/53 18.0
CVv 82.9/31 865/08 -/- 9.1 6 Overall Evaluation
amount 93.1/24 925/1.0 927/1.4 180 | |n this section, we complement the component-level evalua-
tions with an evaluation of the entire end-to-end process. W
Table 5: Attribute classification results executed the tasks in the following order: NER is run for

each entity type; then, roles of the extracted entities afe a
signed; finally, relation and request types are assignete No

5 Robustness Issues that the noisy predicted entities (i.e., entities extrddig a

. . o ) NER model) were used as input to the entity-role classifier,
One practically important question is how robust this auto-,5 \yel| as to the relation to the request-type classifierse He
mated webmaster is to changes in the distribution of userge sed VPHMMs and hand-coded rules for extraction. and
and/or requests. To investigate such questions, one can U§€non-sequential multi-class voted perceptfBreund and
a different sampling strategy in performing cross-valiafat Schapire, 1998or classificatior?
For instance, to determine how robust the system is to qalerie  From the user’s perspective, it is interesting to note what
from new users, we grouped all the examples generated bp(ercentage of the requests can be successfully procesaed at
each subject into a single set, and then performed a crosgessage level, at different levels of automation. In thesexp
yalldatlon constrained so that no set was split between-trai iments, 79.2% of the messages got both their relation and re-
ing and test. In other words, in every test fold, all of the yyest type classified correctly. In these cases the usedwoul
example requests were from subjects that had not contdbutg,aye received the correct form, with some entries filled out
to the training set. This split thus estimates performarice Sincorrectly. In more than half of the cases (53.4%), the user
a system that is used for a very large pool of users. Crosgoyd have received the correct form, with all entities cor-
validation by user results are given in the results table#1@  rectly extracted, but with some entity roles mislabeled. In
columns marked as “USR". _39.5% of the messages, the automatic processing encodintere

In the corpus, users usually have some personal stylistigg errors at all.

quirks—for instance, a user might consistently give dates, Note that in the end-to-end scenario errors from the entity
names etc. in a particular format. Thus one would expect thgacognition phase are propagated to role classificatida tas
performance with this sort of split will be worse than peffor ajse "in order for a message to be considered fully correct,
mance with the default uniform splits. As can be seen fromyssignments must be accurate for each one of the multiple
the results, the F1 for most NER task drops only slightly, ancentities included in this message. That is, many correct de-
is above 80 for all entity types. Slight drops in performancegisions must be made for perfect performance per request.

are also seen on two of the three entity-role tasks, andinoticoyerall, we find these results to be very promising, consider
ble drops are seen on two of the seven attribute-classtitati jng the limited size of our corpus.

tasks (person name and photo). Overall, performance seems
to bga a_lffected only sllghtly in this setting. _ 7 Related work
Similarly, to determine how robust the system is to fu-
ture requests that are quite different from requests encour-ockerd et. al [2003 propose an automated Webmaster
tered during training, we grouped together examples for th&alled “Mr. Web” which has a similar email-based interface.

same request type (including all requests generated from a 2tpe yoted perceptron is another margin-based classifiefro
particular pictorial task), and then again performed a$ros plementation reasons, it was more convenient to use in thgss-
validation constrained so that no set was split between-trai iments than an SVM, although its performance was generaite g
ing and test. In this scenario, all of the example requests inot as good.



They manually analyzed 325 update requests to assess th#iat partially correct results are useful in settings déscr

linguistic regularity, but do not describe any algorithnt fo here[Tomasicet al, 2004. Thus the work in this paper is

processing the requests. a realistic evaluation of components of an efficient, adapti
Our system addresses a fairly general natural-languageutomatic webmaster assistant.

processing task: learning to understand database updates. Open questions that remain to be resolved by future re-

such it might be compared to other systems that use learrsearch include relaxing the restriction that each requast c

ing in NLP. Previous NLP systems have generally eithercerns the update of a single tuple per email and evaluating

performed deep semantic analysis using hand-coded grarmore complex entity types for the entity recognition compo-

mars in a restricted domain, or else a shallower analysis iment. Improving on entity recognition will both enable ex-

a broader domain. While learning has been an importanpansion of system coverage, as well as boost its overall per-

tool for developing broad-coverage NLP components such aormance.

POS taggers, parsers, and named entity recognition system

there have surprisingly few attempts to use learning to perﬁcknowledgements
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