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Abstract
Although, Chinese and Spanish are two of the most
spoken languages in the world, not much research
has been done in machine translation for this lan-
guage pair. This paper focuses on investigating
the state-of-the-art of Chinese-to-Spanish statistical
machine translation (SMT), which nowadays is one
of the most popular approaches to machine trans-
lation. We conduct experimental work with the
largest of these three corpora to explore alternative
SMT strategies by means of using a pivot language.
Three alternatives are considered for pivoting: cas-
cading, pseudo-corpus and triangulation. As pivot
language, we use either English, Arabic or French.
Results show that, for a phrase-based SMT system,
English is the best pivot language between Chinese
and Spanish. We propose a system output combi-
nation using the pivot strategies which is capable of
outperforming the direct translation strategy. The
main objective of this work is motivating and in-
volving the research community to work in this im-
portant pair of languages given their demographic
impact.

1 Introduction
Chinese and Spanish are very distant languages in many as-
pects. However, they come close together in the ranking of
most spoken languages in the world [Ethnologue, 2012]. In
the Web 2.0 era, in which most of the content is produced by
the users, the number of native speakers is an excellent indica-
tor of the actual relevance of machine translation between two
languages. Of course, other factors such as literacy, amount
of text published and strength of commercial relationships are
also to be taken into account, but these factors will actually
support further our idea of the strategic importance of devel-
oping machine translation technologies between Chinese and
Spanish. The huge increase in volume of online contents in
Chinese during the last years, as well as the steady increase
of commercial relationships between Spanish speaking Latin
American countries and China are just two basic examples

∗This paper is an extended abstract of the JAIR publication
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supporting this fact. Needless to say, these languages involve
many economical interests [Zapatero, 2010]. Nevertheless,
these two languages seem to become far apart again when
looking for bilingual resources.

We have been recently interested in gathering and col-
lecting Chinese–Spanish bilingual resources for research and
machine translation application purposes. The amount of
bilingual resources that are currently available for this spe-
cific language pair is surprisingly low. Similarly, the re-
lated amount of work we have found, within the computa-
tional linguistic community, can be reduced to a very small
set of references [Banchs et al., 2006; Banchs and Li, 2008;
Bertoldi et al., 2008; Wang et al., 2008]. Apart from the
BTEC1 corpus available through International Workshop on
Spoken Language Translation (IWSLT) competition [Bertoldi
et al., 2008] and Holy Bible datasets [Banchs and Li, 2008],
we were not aware of any other Chinese–Spanish parallel cor-
pus suitable for training phrase-based [Koehn et al., 2003]2

statistical machine translation systems between these two lan-
guages, until a six-language parallel corpus from United Na-
tions was released for research purposes [Rafalovitch and
Dale, 2009].

Using the recently released United Nations parallel corpus
as a starting point, this work focuses on the problem of de-
veloping Chinese-to-Spanish phrase-based machine transla-
tion technologies with a limited set of bilingual resources.
We explore and evaluate different alternatives for the prob-
lem in hand by means of pivot-language strategies through
other languages available in the United Nations parallel cor-
pus, such as Arabic, English and French 3. Existing strategies
such as system cascading, pseudo-corpus generation and tri-
angulation are implemented and compared against a baseline
system built with a direct translation approach. As follows,
we briefly describe these pivot approaches:

1Basic Traveller Expressions Corpus.
2Note that phrase-based is commonly used to refer to statistical

machine translation systems, in which the term phrase refers to seg-
ments of one or more than one word and it does not have the usual
meaning of multi-word syntactical consitutent, as it has in linguis-
tics. as it has in linguistics.

3Although Russian is available in the UN corpus, we discard to
use it because we do not have the proper preprocessing tools for it.
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• The cascaded approach generates Chinese-to-Spanish
translations by concatenating a system that translates
Chinese into a pivot language with a system that trans-
lates from the pivot language into Spanish.

• The pseudo-corpus approach builds a synthetic
Chinese–Spanish corpus either by translating into
Spanish the pivot side of a Chinese–pivot corpus
or by translating into Chinese the pivot side of a
Pivot–Spanish corpus.

• The triangulation approach implements a Chinese-to-
Spanish translation system by combining the transla-
tion table probabilities of a Chinese–pivot system and
a Pivot–Spanish system.

Additionally, we implement and evaluate a system com-
bination of the three pivot strategies based on the minimum
Bayes risk (MBR) [Kumar and Byrne, 2004] technique. Such
a combination strategy is capable of outperforming the direct
system.

2 Direct and Pivot Statistical Machine
Translation Approaches

There are several strategies that we can follow when trans-
lating a pair of languages in statistical machine translation
(SMT). In this section we present the details of the ones we
are using in this work.

2.1 Direct System
Our direct system uses the phrase-based translation approach
[Koehn et al., 2003]. The basic idea is to segment the given
source sentence s into segments of one or more words, then
each source segment is translated using a bilingual phrase ob-
tained from the training corpus and finally compose the target
sentence from these phrase translations. A bilingual phrase is
a pair of m source words and n target words extracted from a
parallel sentence that belongs to a bilingual corpus previously
aligned by words. For extraction, we consider the words that
are consecutive in both source and target sides and which are
consistent with the word alignment. We consider a phrase
is consistent with the word alignment if no word inside the
phrase is aligned with one word outside the phrase.

2.2 Pivot-Based System
The cascaded approach handles the source–pivot and the
pivot–target system independently. They are both built and
tuned to improve their local translation quality and then com-
posed to translate from the source language to the target lan-
guage in two steps: first, the translation output from source
to pivot is computed and then it is used to obtain the target
translation output.

The pseudo-corpus approach translates the pivot section of
the source–pivot parallel corpus to the target language using
a pivot–target system built previously. Then, a source–target
SMT system is built using the source side and the translated
pivot side of the source–pivot corpus. The pseudo-corpus sys-
tem is tuned using an original source–target development cor-
pus, since we have it available.

The triangulation approach combines the source–pivot
(P (s|p) and P (p|s)) and pivot–target (P (p|t) and P (t|p))
relative frequencies following the strategy proposed by Cohn
& Lapata 2007 in order to build a source–target translation
model. The translation probabilities are computed assuming
the independence between the source and target phrases when
given the pivot phrase.

P (s|t) =
∑
p

P (s|p)P (p|t) (1)

P (t|s) =
∑
p

P (t|p)P (p|s) (2)

where s, t, and p represent phrases in the source, target and
pivot language respectively.

The lexical weights are computed in a similar manner
2007. This approach does not handle the lexicalized reorder-
ing and the other pivot strategies and therefore represents a
limitation in its potential. Instead, a simple distance-based re-
ordering is applied during decoding. This model gives a cost
linear to the reordering distance. For instance, skipping over
two words costs twice as much as skipping over one word.

Once the corresponding translation model have been ob-
tained, the source–target system is tuned using the same orig-
inal source–target development corpus mentioned in the pre-
vious approach.

3 Evaluation framework
The following section introduces the details of the evaluation
framework. We prepared the training, development and test
set from UN corpus as described in [Costa-jussà et al., 2012].
The training set contains around 58 thousand sentences and
the development and test sets contain one thousand sentences
each.

We built and compared several translation approaches in
order to study the impact of the different pivot languages
when translating from Chinese into Spanish. Moreover, we
evaluated how the quality of pivot approaches differs from a
direct system. We built the pivot systems using five of the lan-
guages available in the UN parallel corpus: English, Spanish,
Chinese, Arabic and French, and we built the direct system
on a Chinese–Spanish parallel corpus.

3.1 Pivot results
Table 1 shows the results for our Chinese-to-Spanish config-
urations with the UN corpus. We can see there that the best
pivot system used the pseudo-corpus approach with English
as the pivot language.

In order to observe the benefits of the pivot language
against the direct translation, table 2 presents three examples
where the BLEU scores of the pivot approach were better than
those of the direct approach. Notice how some phrases that
disappeared from the direct translation correctly appear on
the pseudo-corpus approach.

3.2 Pivot Combination
Using the 1-best translation output from the different pivot
strategies, we built an n-best list and computed the final trans-
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Pivot System BLEU Pivot vocab.

– direct 33.06 -
En cascaded 32.90 14k
Fr cascaded 30.37 18k
Ar cascaded 28.88 17k
En pseudo 32.97 14k
Fr pseudo 32.61 18k
Ar pseudo 32.23 17k
En triangulation 32.05 14k
Fr triangulation 30.41 18k
Ar triangulation 30.61 17k

Table 1: Chinese-to-Spanish cascaded, pseudo-corpus and
triangulation approaches.

DIRECT cuestiones como a que consideren seriamente la posibilidad de ratificar la tortura y
otros tratos o penas crueles , inhumanos

PSEUDO como cuestiones a que consideren seriamente la posibilidad de ratificar la
convención contra la tortura y otros tratos o penas crueles , inhumanos

REF considere seriamente la posibilidad de ratificar , con carácter prioritario , la
convención contra la tortura y otros tratos o penas crueles , inhumanos

EN REF to seriously consider ratifying , as a matter of priority , the convention against
torture and other cruel , inhuman treatment or punishment

DIRECT habiendo examinado el segundo informe de la comisión y la recomendación
PSEUDO habiendo examinado el segundo informe de la comisión de verificación de poderes

y las recomendaciones
REF habiendo examinado el segundo informe de la comisión de verificación de poderes

y la recomendación
EN REF having considered the second report of the credentials committee and

the recommendation

DIRECT pide al secretario general que prepare un informe sobre la aplicación de esta
resolución a la asamblea general

PSEUDO pide al secretario general que prepare un informe sobre la aplicación de la presente
resolución para su examen por la asamblea general

REF pide al secretario general que prepare un informe sobre la aplicación de la presente
resolución , que será examinado por la asamblea general

EN REF requests the secretary-general to prepare a report on the implementation of the
present resolution for consideration by the general assembly

Table 2: Chinese-to-Spanish examples for which the pseudo-
corpus system (through English) is better than the direct sys-
tem. EN REF is the English reference of the sentence

lation using minimum Bayes risk (MBR) [Kumar and Byrne,
2004]. Table 3 combines all the outputs from table 1.

Cascaded Pseudo Triangulation All
A 32.66* 33.30* 31.84 33.97*
D+A 33.60* 33.77* 32.90 34.09*

Table 3: Chinese-to-Spanish percent BLEU score for system
combinations of En + Fr + Ar languages (A), direct system
(D) and pivot approaches using MBR. (*) statistically signif-
icant better BLEU than the direct system.

4 Conclusions
This work provided a brief survey in the state-of-the-art of
Chinese–Spanish SMT. First of all, this language pair is of
great interest both economically and culturally if we take into
account the high number of Chinese and Spanish speakers.

Besides, statistical machine translation is the most popular
approach in the field of MT given that has shown great quality
in all the international evaluation campaigns such as NIST
2009 and WMT 2012.

The main points covered in our study were:

• English is the best pivot language for conducting
Chinese-to-Spanish translations compared to languages
such as French or Arabic. The system built using En-
glish as pivot was significantly better than the ones built
with French or Arabic, with a 99% confidence in both
comparisons.

• No significant difference is found among the best cas-
caded and pseudo-corpus pivot approaches, but the
pseudo-corpus strategy is the best pivot strategy for
Chinese-to-Spanish. Additionally, pseudo-corpus and
cascaded approaches are significantly better than the tri-
angulation approach.

• The output combination using MBR is able to improve
the direct system in 1 BLEU point in the best case. This
improvement is significantly better with a 99% confi-
dence and is coherent with improvements in all other
evaluation metrics studied.

Further experiments, descriptions and conclusions can be
found at [Costa-jussà et al., 2012].
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