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Abstract

The availability of massive social media data has
enabled the prediction of people’s future behavioral
trends at an unprecedented large scale. Information
cascades study on Twitter has been an integral part
of behavior analysis. A number of methods based
on the transactional features (such as keyword fre-
quency) and the semantic features (such as senti-
ment) have been proposed to predict the future cas-
cading trends. However, an in-depth understanding
of the pros and cons of semantic and transactional
models is lacking. This paper conducts a compar-
ative study of both approaches in predicting infor-
mation diffusion with three mechanisms: retweet
cascade, url cascade, and hashtag cascade. Experi-
ments on Twitter data show that the semantic model
outperforms the transactional model, if the exterior
pattern is less directly observable (i.e. hashtag cas-
cade). When it becomes more directly observable
(i.e. retweet and url cascades), the semantic method
yet delivers approximate accuracy (i.e. url cascade)
or even worse accuracy (i.e. retweet cascade). Fur-
ther, we demonstrate that the transactional and se-
mantic models are not independent, and the perfor-
mance gets greatly enhanced when combining both.

1 Introduction

Predicting information cascades [Taxidou and Fischer, 2014;
Hoang and Mothe, 2017] has been an integral part of the be-
havior analysis, since the future popularity trend of events
indicates the intensity with which people would react, and
hence will have a great and direct impact on decision mak-
ings. A cascade of information on Twitter refers to a collec-
tion of tweets reproduced from a specific piece of informa-
tion, of which the most three common forms include a hash-
tag, a url and a tweet. The corresponding cascades are called
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the hashtag cascade, the url cascade, and the retweet cascade.
Among those cascade mechanisms, the hashtag cascade and
the url cascade are based on the clickable links in the content.
A hashtag is a concise and accurate content descriptor, ex-
pressed as # followed by a word, which takes into account the
human perceptions of the content. A url is a hyperlink that di-
rects to external text. The retweet cascade, on the other hand,
is a reproduction of the content itself. It includes both the
direct retweet (i.e. DT for short) via clicking the retweet but-
ton and the modified retweet (i.e. MT for short) in the format
of “RT @ [the users you give credit to] [original content]”.
These diffused topics are usually taken as a central starting
point from which to investigate a number of socio-economic
phenomena, e.g. stock market trend or the potential success
of a candidate in a political election. The analysis and predic-
tion of information cascades have become more important in
the last decade due to the wide use of social media/networks.

Despite the large number of users actively participating in
online social media, and the ever increasing amount of in-
formation available, people still face the challenges to prop-
erly characterize the diffused cascades to make predictions
about the future trends of the observed cascades. A number
of methods have been suggested, and two broad categories
can be identified in the literatures: (i) transactional approach
and (ii) semantic approach. The former approach includes
the term frequency-inverse document frequency (i.e. TF-IDF
for short) model [Benhardus and Kalita, 2013] and the latent
Dirichlet allocation (i.e. LDA for short) model [Blei ef al.,
2003; Hong et al., 2011]. The most notable example of the
semantic approach includes the Google-profile of mood states
that measure the mood in terms of six dimensions: calm,
alert, sure, vital, kind, and happy [Bollen et al., 2011]. Other
examples are based on the controversy, the hotness/virality
[Guerini et al., 2011], and etc.

However, these two approaches are usually investigated
separately. An in-depth understanding of the pros and cons of
the transactional based and the semantic based models is lack-
ing. It is unclear to both the researchers and industry prac-
titioners how the transactional driven approach differs from
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the semantic driven diffusion prediction method, and how the
difference in diffusion mechanisms affects the prediction per-
formance. Hence, we are highly motivated to work on the re-
search questions being addressed in this paper. How do these
two approaches differ under different diffusion mechanisms?
Under what conditions one approach outperforms the other?
and vice versa. Furthermore, are these two approaches inde-
pendent, or is there any overlapping in predicting cascades
and at what degree? Will it be more effective if we combine
different methods together?

In this paper, we conduct a comparative study of the trans-
actional approach and the semantic approach in predicting
whether a cascade of information will continue to diffuse in
the future, with the Twitter data from 2010.01 to 2010.10. For
the transactional model, we restrict our attention to those two
most widely used methods in the feature extraction: (i) TF-
IDF [Benhardus and Kalita, 2013], and (ii) a dynamic vari-
ant of LDA model- Dynamic Topic Models (DTM for short)
[Blei and Lafferty, 2006]. The semantic features of a cas-
cade are described from the following five aspects: sentiment,
controversy, content richness, hotness, and trend momentum.
The contributions of this paper are listed as follows:

e We compare the pros and cons of the semantic and the
transactional models. The results show the effectiveness
of both approaches differs with respect to cascade mech-
anisms. In the cascade with the higher content complex-
ity, i.e. hashtag cascade, the prediction accruacy of se-
mantic approach is higher, indicating that the semantic
model provides a better way of feature representation.
In the url cascade and the retweet cascade with more ex-
plicit and directly observable patterns in an individual
tweet, thus with the lower content complexity, the trans-
actional approach leads to the better prediction accuracy.

e We analyze the inter-relations between semantic and the
transactional models, and find out their overlapping de-
gree is above 80% for hashtag cascade and url cacade.

e We empirically study Twitter data, on which the perfor-
mance of semantic and transactional approaches is cor-
related with the content complexity in different cascade
mechanisms. A great enhancement in the prediction ac-
curacy can be achieved when combining both.

2 Related Work

The emergence of an extensive focus on human behaviors in
information cascade has started with the advent of social me-
dia [An et al., 2014]. Two broad categories are identified:
The transactional features that predict the information cas-
cading behavior include: (i) network transmission statistics
[Hong et al., 2011]; (ii) user behavior statistics [Takahashi
et al., 2011]; (iii) text-based statistics [Akbari et al., 2016;
Cheng et al., 2014; Hong et al., 2011]. The most widely used
text-based feature extraction method is the TF-IDF model
[Benhardus and Kalita, 2013]. LDA model [Hong et al.,
2011] extracts a topic distribution feature for each document.
Other models incorporate the social properties, such as Taxi-
dou’s work [Taxidou and Fischer, 2014] that considers the
most recent, the most retweeted, and the most followed in-
fluencer; and the dynamic community topic model [An et al.,
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2014] that captures the dynamic features of communities and
topics. When the dimensionality of the features extracted is
large, feature reduction methods are usually adopted [Wang
et al., 2014b; 2015].

The semantic features are commonly defined to explain
user behaviors, such as public affair attitude tracking [An et
al., 2014], stock market trend forecasting [Bollen et al., 2011;
Sprenger et al., 2013]. Notable examples include the senti-
ment: the polarity of affection (i.e. positive vs. negative).
For instance, a correlation between the short-term fluctua-
tions in negative sentiments and the major climate events was
explored in [An et al., 2014]. The sentiment classification
task is still challenging up-to-date, linguistic based psycho-
metric tools [Bradley er al., 1999; Bollen et al., 2011] are
most widely adopted, other methods include Recurrent Ran-
dom Walk Network models [Zhao ef al., 2017]. Controversy
[Chew and Eysenbach, 2010; Guerini et al., 20111, or referred
to as “disagreement in the content”, is used in stock market
trending analysis [Sprenger et al., 2013]. Bollen et al. [Bollen
et al., 2011] proposed the Google-profile of mood states via
calm, alert, sure, vital, kind, and happy.

There are several model-based methods [Zhao et al., 2015;
Kobayashi and Lambiotte, 2016] where the number of
retweets is modelled as a self-exciting point process. Even
though the differences between users are considered by ex-
plicitly taking the behavior characteristics into consideration,
however, it is on a exterior statistic basis. Thus, it is out of
the scope of this paper. It is expected that in future work,
by introducing an intermediate layer of the behaviour interior
dimensions, the interpretation of the raw data in the dynamic
diffusion process through the model-based methods is to be
greatly enhanced and improved.

3 Transactional vs. Semantic

In this section, we present an overview of the transactional
and semantic approaches, and identify their similarity as well
as difference. It provides the required background for this
work and motivates our evaluation methodology.

3.1 Transactional Approach

The TF-IDF and LDA models are the most popular methods
that are based on transactional statistics (i.e. word frequency).

The TF-IDF model [Benhardus and Kalita, 2013] is a
widely used method for feature extraction in the application
of information retrieval and text mining. For a given docu-
ment (e.g. the cascaded information in the context of this pa-
per), a feature vector with the TF-IDF metric for each word
is extracted. The TF-IDF metric contains two statistical in-
dexes: term frequency and inverse document frequent, mea-
suring both locally and globally how important a word is to
a document, respectively. It therefore provides a direct visual
representation of the key words that are unique to the doc-
ument, through which it establishes the correlation between
different cascaded information and thereby performs the cat-
egorization and prediction tasks.

The LDA model [Blei et al., 2003; Hong et al., 2011] re-
duces the high dimensionality of TF-IDF model by extracting
a topic distribution feature for each document. Simply put,
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the LDA is a generative model of a corpus, where each doc-
ument is a random mixture over the latent topics, and each
topic is regarded as a distribution over words. However, the
topics obtained in each time slot are independent from each
other. Hence, we resort to the dynamic topic model (i.e. DTM
for short) [Blei and Lafferty, 2006] which considers the time
evolution of topics, and make the topic features of each doc-
ument (or cascade) comparable to one another.

3.2 Semantic Approach

The semantic features that disclose interior driving forces and
intrinsic cause-effects of the cascades [Wang er al., 2014a] are
summarized into three aspects as below.

Sentiment and Controversy

Sentiment refers to the affection valence (i.e. positive vs. neg-
ative), and controversy is about the degree to which people
occupy different stances towards certain contents [Guerini et
al., 2011]. Linguistic based psychometric tools [Bradley et
al., 1999] are usually used to measure the sentiment, as given
in Equation (1),

Sent! = avg(Sent(p!")), (1)
where Sent(p?") is the sentiment of post j in the i-th cascade
within the ¢-th week, measured by the word affect valence
based on the ANEW averaged by word appearance frequency.

The controversy is approximately measured by calculating
the average sentiment differences between two consecutive
posts of the i-th cascade, as given in Equation (2).

Contro(t, i) = avg(|Diff(Sent(p;, ), Sent(p;—1,7)]). (2)
It reveals that the sentiment describes the favorite tendency
towards the content, i.e. “attractiveness” (positive valence) or
“aversiveness” (negative valence). The controversy provides
an approximation of the stances that people hold towards cer-
tain contents [Guerini ez al., 2011], i.e. for and against.

Content Richness

Content richness refers to the diversification degree of the
content spread within a specific topic. It has two sub-
dimensions: content volume and content intensity. Metrics
such as the average content length [Naaman er al., 2011], the
entropy [Tononi and Sporns, 2003], and the string metrics
[Masucci et al., 2011a; 2011b], are usually applied to mea-
sure these two sub-dimensions. The Cascade ¢’s content rich-
ness at the time ¢ is a weighted sum of the normalized unique
content length and the content intensity, see Equation (3) :

CR(t,4) = o - uwl(t, ) + B - 2/(N{ (N} — 1))

Z Z 1d(pj, , pja) 3)
max (length(p;, ), length(p;, )’

jo=1...N} j1<7j2

where uwl(t,7) is the normalized unique word length of
the tweets within the i-th period, here, we normalize it to
[0,1], 1d(pj1,pj2) is the Levenshtein Distance between any
two posts p;, and p;,, N} is the post amount within topic ¢ at
time 4, and o + 8 = 1. The content richness simply equates
the content volume when av = 1. We have uwlﬁ €10,1], levﬁ IS
[0,11], CR? € [0,1]. In our experiment, we set « = 0.5, 5 =0.5.

Hotness and Trend Momentum

Hotness refers to the intense and immediate focus of users on
a specific cascade, while trend momentum describes the ten-
dency of cascade to spread quickly in the community. There-
fore, the measurement of these two sematic features includes
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N

Hashtag Cascade  Url Cascade Retweet Cascade
w=1 276910 229972 124764
w=2 32143 86970 18047
w=3 12489 18428 3682
w=4 7010 7588 1421
w=5 4430 3911 698
w=6 3053 2378 389
w=7 2159 1565 244
w=8 1685 1088 154

Table 1: Statistics of Data

two aspects: the communication count and the coverage-of-
people. Accordingly, the cascade ¢’s hotness and trend mo-
mentum at time ¢ can be given by Equations (4) and (5):
H(t,i) = a-CC(t,i) + B - CovP(t, 1), 4)
TM(t,i) = a - TMCC(t, i) 4+ 3 - TMCovP(t, 1), 5)
where CC(t, i) and CovP(¢, 7) are the normalized communi-
cation count and the normalized people coverage of topic ¢ at
time 4, respectively. TMCC(¢t,i) = |CC(¢,4)-CC(t,i — 1)]
and TMCovP(¢,i) = |CovP(t,i)—CovP(t,i — 1)| denote the
corresponding trend momentum of communication count and
coverage of people, respectively, and « + 8 = 1. H(¢,1)
simply equates the traditional diffusion degrees when o = 1.

4 Evaluation Methodology

We discuss the methodology we use to evaluate the similarity
and difference of the semantic approach and the transactional
approach from (i) the prediction accuracy, and (ii) the inter-
relations between both approaches.

We collect 10-month data from Twitter of about 112,044
users with around 78 million tweets, from the 2nd week to the
42nd week in 2010. The tweets are collected through crawl-
ing the followers’ and followees’ tweets of a random selection
of active users, with the number of hashtags more than 1000.
The sentiments of the tweets are evaluated based on ANEW
[Bradley et al., 1999] with emoticons ! and slangs® replaced
with the corresponding text. The data is filtered on the ba-
sis of whether users are English-speaking users, as most psy-
cholinguistic tools such as ANEW are only concerned with
English words. The statistics is shown in Table 1, where n,,
denotes the number of cascaded threads with the time length
w weeks (i.e., a cascade has posts for at least w weeks).

Prediction Accuracy Comparison

The cascade prediction problem is a binary classification task.
That is to say, if the topic in the test set diffuses, the desired
output label A is “True”, otherwise is “False”. Based on the
extracted features, no matter transactional features or seman-
tic features, we apply the KNN [Bai et al., 2015] to find the
nearest k£ (k=5) neighbors and make the prediction based on
the majority class labels. The accuracy is measured by preci-
sion and recall [Wang and Wang, 2007].

Three cascade mechanisms are investigated here, namely,
the hashtag cascade, the url cascade, and the retweet cascade.
The inherent difference in the cascade mechanisms decides
that the content compositions in these three ways are distinct.

"http://cool-smileys.com/text-emoticons, with 938 emoticons
“http://www.noslang.com/, with 5396 slangs and abbreviations
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In the url cascade and the rewteet cascade, the proportion of
the words in a tweet that get reproduced from the source tweet
takes up a higher percentage, while it is only a very small per-
centage in the hashtag cascade as the reproduced source in-
formation is only the keywords marked with “#”. This differ-
ence in cascade mechanisms may lead to discrepancy in the
prediction performance. For the transactional approach, espe-
cially TF-IDF, is more directly based on the keywords. While
for the semantic approach, though some of its metrics are lin-
guistic, e.g. sentiment and content richness, it has stronger
descriptive capability in the context of diverse contents.

We argue that the effectiveness of transactional approach
and semantic approach is correlated with the content com-
plexity. More specifically, the transactional approach has bet-
ter prediction accuracy in the url cascade and the retweet cas-
cade where the cascade pattern is more explicit, but the se-
mantic approach has better accuracy in the hashtag cascade
where the cascade pattern is less directly observable. To in-
vestigate such a correlation, we resort to the entropy to de-
scribe the degree of explicitness in observable patterns across
different cascade mechanisms. A higher entropy indicates
that a character has more information in a tweet, which means
the content in the tweet is more complicated, and the cascade
pattern is less directly observable. As we can see in Table 1,
the time length of most cascades are transient, n,, (w=2) is
only 50% of n,, (w=1) for all these diffusion mechanisms.
Thus, to get enough data for training set, we focus on the cas-
cades with 8 weeks and above and conduct the experiment for
1 8 weeks’ training period. If a cascade continues to diffuse
in the future periods, the desired output label is “True”, oth-
erwise, it is “False”. We adopt the “Leave-one-out” method
to segment the training set and the test set.

Inter-relations
To investigate the inter-relations between the semantic ap-
proach and the transactional approach, i.e. whether they are
independent or overlapping, and whether it will be more ef-
fective if we combine different methods together, we integrate
the binary prediction results through the logical conjunction
and disjunction, and then compare the prediction accuracy of
the integrated prediction result with the individual prediction
result. The logical conjunction and disjunction of prediction
results are shown in Equation (6).

conj — A\Smt Tran, )\disj = Asmt V >\Tranu (6)
where \g,,; denotes the output label (“True” or “False”) of
sematic based approach with regard to whether a cascade con-
tinues to diffuse or not , Ar,q, denotes the output label of
transactional based approach (TF-IDF and DTM).

5 Results and Analysis

In this section, we report the findings based on the methodol-
ogy described in Section 4 to compare between two trans-
actional approaches (see Section 3.2), i.e. predicting in-
formation cascades based on the TF-IDF features and topic
(extracted from DTM) features, and one semantic approach
(see Section 3.1), i.e. predicting information cascades based
on the five semantic features investigated in this paper—
sentiment, controversy, content richness, hotness and trend
momentum. A detailed comparison of these two approaches
w.r.t prediction accuracy and their inter-play is reported.
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5.1 Prediction Accuracy Comparison

Figure 1 displays the prediction accuracy of both the transac-
tional and semantic based diffusion methods for each of the
three cascade mechanisms: hashtag cascade, url cascade, and
retweet cascade. Note that the difference mainly lies in the re-
call rate, while the precision performance is more or less the
same. The precision is about 10%~20% less than the recall
rate at each training period, this indicates that these methods
give slightly more false positive predictions (e.g. informa-
tion that is not diffused in the next time slot but predicted
as diffused) than false negative predictions (e.g. information
that is diffused in the next time slot but predicted as not dif-
fused). In other words, these methods tend to have a more
precise coverage of the truly diffused cascades. In the hash-
tag cascade scenario, in particular, almost all the information
that is diffused in the next time slot has been predicted (i.e.
recall near 100%), while undesirably introducing some false
positive predictions of the non-diffused cascades. Hence, the
following discussions mainly focus on the recall rate.

We can see from Figure 1 that the performance of different
methods under distinct diffusion mechanisms vary. For the
hashtag cascade, the semantic approach outstandingly out-
performs the transactional approach, the recall rate mostly re-
mains above 90% (and the score for the training period equal
to 1 week and 2 weeks is 54% and 78%, respectively), while
the scores for TF-IDF and DTM are only 22%~48% for 1-
week training period, and climb up to 80% around 6-week
training period, and reach 95% at 8-week training period. The
precision scores are more or less the same for all the three
methods, which are between 20%~80%. However, in the
url cascade and the retweet cascade, the transactional models
have notably better performance, in particular, TF-IDF has
the best recall rate in both cases, with 60% at 1-week training
period for both cascades, and 20%~95% for longer training
periods. DTM, on the other hand, outperforms the seman-
tic approach in the retweet cascade scenario, with 5%~20%
higher at each training period, but has more or less the same
performance in the url cascade, with 47%~59% for DTM,
and 46%~62% for the semantic approach.

This discrepancy in the performance of prediction accuracy
is related to the direct observability of the patterns in different
cascade mechanisms, see Table 2 for the average information
entropy. The results indicate that in the least obvious pattern
scenario: the hashtag cascade with the highest entropy 2.29
~4.34, the semantic based prediction has the best prediction
quality. In the cascades with more directly observable pat-
terns, i.e. the url cascade and the retweet cascade, with the
average entropy 2.99~3.4 and 2.17~2.56, respectively, TF-
IDF has the best prediction accuracy. This means that when
the cascade pattern is more directly observable, the feature
extraction based on keywords (as in the case of TF-IDF) is
more effective in predicting whether the cascade will con-
tinue to diffuse in the future, than both the semantic features
and the features based on latent topic distributions. The re-
sults demonstrate that the performance of the semantic ap-
proach and the transactional approach is correlated with the
content complexity in different cascade mechanisms.

The complexity analysis in Table 3 shows that the seman-
tic approach is the fastest, TF-IDF in the middle, and DTM
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Figure 1: Prediction accuracy analysis of transactional approach and semantic approach.
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Table 3: Complexity Analysis

costs the longest time. Therefore, the semantic approach is
more preferable in the hashtag cascade, and TF-IDF is more
preferable in the url cascade and the retweet cascade.

5.2 Inter-relations Analysis

We analyze the inter-relations between the semantic approach
and the transactional approach by studying the logical con-
junction and disjunction of their prediction results. To enable
a finer view in the variation in each week in the 8-weeks train-
ing period, here we focus on window size = 1 week, and the
results are exhibited in Figure 2.

In Figure 2 (b), we can see that the semantic based ap-
proach and the transactional approach do not function in-
dependently, but bear a distinctive similarity. This observa-
tion holds for both the transactional methods (TF-IDF and
LDA) in conducting the intersection analysis. For the hashtag
cascade, the intersections of semantic and transactional ap-
proaches (Smt-TFIDF and Smt-DTM) lead to only 0.05% less
than the smaller recall rate of the original two approaches,
with the recall rate above 55% for Smt-TFIDF and above 86%
for Smt-DTM. For the url cascade, the intersection meth-
ods Smt-TFIDF and Smt-DTM result in 5-20% less than the

the retweet cascade, the intersection models have 13% less
than the smaller recall rate of the original, with the recall rate
above 7~88% for Smt-TFIDF, and 7%~87% for Smt-DTM.

Further, we note that the shape of the conjunction set curve
(see Figure 2 (b)) for the hashtag cascade and the url cascade
bears a distinctive similarity to the original TF-IDF curve and
the original DTM curve (see Figure 2 (a)), while the shape of
the logical conjunction integration curve differs greatly from
the original for retweet cascade. This is because the con-
junction integration takes up a consistently higher percentage
in the transactional approach than in the semantic approach
for the hashtag cascade and the url cascade. However, the
conjunction integration for the retweet is more similar to the
semantic approach at the first half (i.e. till the 4th week),
and more similar to the transactional approach at the latter
half. The average overlapping degree between the semantic
approach and the transactional approach in Table 4 demon-
strates this trend as well. Moreover, for the hashtag cascade,
the overlapping degree is the highest, above 89.42%. For the
url cascade, it is between 69.52% 75.7%, and for the retweet
cascade, it is the lowest, only 49.88% 67.86%.

In Figure 2(c), we can see that the recall rate after inte-
grating the semantic approach and the transactional approach
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Figure 2: Inter-relation analysis of prediction results of semantic and transactional models: (a) individual, (b) conjunction, (c) disjunction.

leads to a great enhancement. The prediction accuracy for
all the three cascades reaches almost 1. For the hashtag cas-
cade, the recall rate achieves 100% for all the training peri-
ods. For the url cascade, the recall rate gets above 80% when
the 1-week sliding window moves to the 3rd week, compared
with 78%, 67%, 76% for TF-IDF, DTM, and Smt, respec-
tively. The recall rate reaches above 90% when the 1-week
sliding window moves to the 4th week, compared with 85%,
85%, 84% for TF-IDF, DTM, and Smt, respectively. For the
retweet cascade, Smt-TFIDF has better recall rate than Smt-
DTM, achieves 80% starting from the 1-week sliding window
moving to the 2nd week. The recall rates of both Smt-TFIDF
and Smt-DTM reach above 73% when the 1-week sliding
window moves to the 4th week, compared with 67%, 47%
and 40% for TF-IDF, DTM, and Smt, respectively.

The above analysis shows that the accurate predictive re-
sults of the transactional approach and the semantic approach
are not independent but overlapping. When integrating both
models together, it leads to much more accurate prediction
results. In particular, combining Smt and TF-IDF has bet-
ter performance in terms of both the prediction accuracy and
efficiency for all the three ways of information cascades.

6 Conclusion

In this paper, we evaluate the performance difference between
the semantic based approach and the transactional based ap-
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proach in Twitter data w.r.t different diffusion mechanisms,
namely, the retweet cascade, the url cascade, and the hash-
tag cascade. The novelty of this paper lies in (i) showing
the performance of the semantic approaches and the trans-
actional approaches in cascade prediction is highly corre-
lated with the content complexity of different cascade mech-
anisms: the semantic approach has better prediction accu-
racy in the hashtag cascade with higher entropy, while the
transactional approach, in particular, TF-IDF has better pre-
diction accuracy in the url cascade and the retweet cascade
with lower entropy; (ii) demonstrating that combing both ap-
proaches leads to a large improvement in the prediction ac-
curacy with a detailed analysis of their inter-relations; (iii)
showing that integration of transactional approaches and se-
mantic approaches complement each other and bear a signif-
icant value for the retweet and the url cascade through the
inter-relations analysis; (iv) providing a quantitative analy-
sis of two mainstream focuses—traditional transactional ap-
proaches and recently emerged semantic approaches in re-
solving data heterogeneity and interdependence problem in
big data analysis.

In the future, there are at least two directions. First, inves-
tigate the integration ways of semantic features into diffusion
models to leverage the advantages of both approaches. Sec-
ond, the semantic features investigated in this paper focus on
the diffused cascades, the approach can similarly be applied
to describe users to explore the user influence in the cascades.
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