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Abstract
AI systems that learn through reward feedback about
the actions they take are increasingly deployed in
domains that have significant impact on our daily
life. In many cases the rewards should not be the
only guiding criteria, as there are additional con-
straints and/or priorities imposed by regulations,
values, preferences, or ethical principles. We de-
tail a novel online system, based on an extension of
the contextual bandits framework, that learns a set
of behavioral constraints by observation and uses
these constraints as a guide when making decisions
in an online setting while still being reactive to re-
ward feedback. In addition, our system can highlight
features of the context which are more predicted to
be more rewarding and/or are in line with the be-
havioral constraints. We demonstrate the system by
building an interactive interface for an online movie
recommendation agent and show that our system is
able to act within a set of behavior constraints with-
out significantly degrading overall performance.

1 Overview and Related Work
In online decision settings an agent must select one out
of several possible actions, e.g., recommending a movie to
a particular user, or proposing a treatment to a patient in
a clinical trial. Each of these actions is associated with a
context, e.g., a user profile, and feedback, e.g., the reward
or rating, is only observed for the chosen option. In these
online decision settings the agent must learn the inherent
trade-off between exploration, identifying and understand-
ing the reward from an action, and exploitation, gathering
as much reward as possible from an action. These decision
problems are traditionally modeled for online settings as
a multi-armed bandit (MAB) problem [Mary et al., 2015;
Villar et al., 2015] and is used to solve many real-world prob-
lems [Sutton and Barto, 2017; Mnih et al., 2013]. In the MAB
setting there are K arms, each associated with a fixed but un-
known reward probability distribution [Lai and Robbins, 1985;
Auer et al., 2002]. At each time step, an agent plays an arm, i.e.,
recommends an item to a user, and receives a reward that fol-

lows the selected arm’s probability distribution, independent of
the previous actions. In the generalized contextual multi-armed
bandit (CMAB) problem the agent observes a d-dimensional
feature vector, or context before making a decision. Over time,
the agent learns the relationship between contexts and rewards;
LINUCB [Li et al., 2010; Chu et al., 2011] and Contextual
Thompson Sampling [Agrawal and Goyal, 2013] are the most
successful algorithms for this domain.

We consider cases where the behavior of the online agent
may need to be restricted in its choice of arm for a given con-
text by laws, values, preferences, or ethical principles [Sen,
1974]. Constrained or ethical decision making has become
popular in CS and AI [Briggs and Scheutz, 2015; Armstrong,
2015] with most of the work focused on teaching a computer
system to act within ethical or legal guidelines. We apply a
behavioral constraint to the agent that is independent of the
reward. For instance, a parent or guardian group may want
the agent to not recommend certain types of movies to chil-
dren, even if this recommendation could lead to a high reward.
There is recent work on combining contextual bandits with a
budget of arm pulls and/or time constraints [Wu et al., 2015;
Agrawal and Goyal, 2016] but none use policy constraints.
These exogenous behavioral constraints are guidelines that
should be followed by the agent and not updated online. Hence,
they should either be explicitly given or learnt from examples,
before the online agent begins taking actions. In many settings
we may not have access to the constraints as an explicit set
of rules or function, we may only have access to examples of
constrained behavior from a doctor, or a set of decisions made
by a parent, e.g., when setting up a new online account.

Contribution. We build an online agent using novel exten-
sions to the CMAB algorithms who is able to learn constraints
demonstrated as examples of appropriate actions and apply
these constraints in an online recommendation setting while
accruing as much reward as possible. For flexibility, we ex-
pose a parameter of the algorithm called σonline that allows
the system designer to transition between σonline = 0.0 where
the agent is only following the learned constraints and is in-
sensitive to the online reward to σonline = 1.0 where the
agent is only following the online rewards. We demonstrate
an example constrained movie recommendation system using
real-world data.
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2 Behavior Constrained Contextual Bandits
In the standard contextual bandit problem, at each time
t ∈ {1, ..., T} the agent is presented with a context vector
c(t) ∈ RN and must choose an arm k ∈ A = {1, ...,K}
to play, observing reward rk(t) for pulling arm k at time
t [Langford and Zhang, 2008]. The purpose of a contex-
tual bandit algorithm is to minimize the cumulative regret
R(T ) =

∑T
t=1 r

∗(c(t))− rk(c(t)) where r∗(c(t)) is the max-
imum reward at time t and rk(c(t)) is the actual reward ob-
served. We assume that the expected reward for arm k is a
linear function of the context, i.e. E[rk(t)|c(t)] = µT

k c(t),
where µk is an unknown weight vector (to be learned from
the data) associated with the arm k. Informally µk models the
agents’ belief over what features of the context vector are most
rewarding. We build off the popular Contextual Thompson
Sampling Algorithm (CTS) [Agrawal and Goyal, 2013].

We introduce a new setting we call Behavior Constrained
Contextual Bandits (BCCB) and use it to demonstrate a system
for online movie recommendation that is able to learn and
follow behavioral constraints. We first train the agent during
the teaching phase with samples of (c, k), i.e., context and
subsequent arm pulled, which are examples of the teacher
agent who demonstrates the desired constraints. We use the
CTS algorithm to learn a policy µe from these examples that
captures the constraints we want our agent to follow during
the online recommendation phase.

In the recommendation phase the agent needs to maximize
both rk(t) ∈ [0, 1], the reward of the action k at time t, and
rek(t) ∈ [0, 1], which models whether or not the pulling of
arm k violates the behavior constraints. The agent does not
observe rek(t) online as the labeler may not be around to always
provide this feedback. Our algorithm uses Thompson sampling
to estimate the expected rewards of the online policy for each
arm µk and uses the learned policy µe

k to estimate whether or
not pulling arm k is consistent with the behavioral constraints.
It makes a decision based on a weighted combination of µe

k(t)
and µk(t) for each arm using σonline as weight given by the
user, this weight balances between following a reward driven
policy and constrained policy. The system can display the
features of the context vector which are most aligned with
either the constraints, i.e., more important in µe

k(t), or most
aligned for online reward, i.e., more important in µk(t). The
agent then obtains the reward rk(t) for arm k and updates the
parameters of the distribution.

3 Constrained Online Recommendation
To study the effect of imposing exogenous constraints on an on-
line decision making agent and to demonstrate the soundness
and flexibility of our techniques we built an agent and interface
for online movie recommendation [Mary et al., 2015]. This
system learns online what movies to recommend to users but
obeys guidelines set by parents during the teaching phase, e.g.,
young people should not be recommended movies with too
much violence, and reward is given when the user reviews the
movie. We want the agent to accrue as much reward as possi-
ble given that he does stray too far from the learned constraints
by controlling his behavior using σonline. A screenshot of our
interactive system is shown in Figure 1.

Figure 1: Screenshot of the demonstration system.

Data. We take the top 1000 users and movies from the Movie-
Lense 20m dataset [Harper and Konstan, 2016]. The genre
information, which defines the context vector for our agent,
is one or more of the categories: Action, Adventure, Comedy,
Drama, Fantasy, Horror, Romance, Sci-Fi, Thriller. We impute
ages to the users by commonly used advertising demographics:
12-17, 18-24, 25-34, etc. [Jobber and Ellis-Chadwick, 2012]
proportionally according to the US Census.
Methodology. To learn the behaviorally constrained policy µe

we construct a learning environment for the teaching phase
using a disjoint subset of movies (contexts), but the same arms
(users).We create a behaviorally constrained reward training
set that is derived from an behavior constraint matrix. While
in the real world the we assume the behavior constraint matrix
does not exist, in order to test our algorithms we use it as a
method of generating data. The behavior constraint matrix is a
{0, 1} matrix representing the frequency we can recommend a
movie with genre type d to someone of age type a. We enforce
a constraint in the most restricted sense, i.e., if a movie has
multiple features then if any feature is restricted the movie is
as well. We run the CTS algorithm over a 200 movie subset for
variable numbers of examples, modeling a parent who answers
a few queries as to what is appropriate. We allow users to add
examples to update µe. In the recommendation phase we show
the movies to the agent and allow the user to adjust σonline. For
each movie the system explains its decision by highlighting the
features of µe and µk it thinks most rewarding or constraining.
Discussion. The agent is able to learn a high quality con-
strained policy described only by examples. The agent is then
able to use this policy to guide the actions it takes while learn-
ing online a reward-based policy. This agent is able to make
decisions that very rarely or never violate the constrained poli-
cies, if necessary, and achieves performance on par with an
agent that is given the behavioral constraints explicitly. Un-
derstanding the interaction between the behavioral constraints
and online rewards is important and data dependent.
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